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Abstract

In this paper we review two different numerical methods for Vlasov-Maxwell simulations. The first method is based on a coupling between a Discontinuous Galerkin (DG) Maxwell solver and a Particle-In-Cell (PIC) Vlasov solver. The second method only uses a DG approach for the Vlasov and Maxwell equations. The Vlasov equation is first reduced to a space-only hyperbolic system thanks to a method presented in Helluy, Pham, and Crestetto [11], Helluy, Pham, and Navoret [10]. The two numerical methods are implemented using OpenCL in order to achieve high performance on recent Graphic Processing Units (GPU).

Introduction

The Maxwell-Vlasov system is a fundamental model in physics. It can be applied to plasma simulations, charged particles beam, astrophysics, etc. The unknowns are the electromagnetic field, solution of the Maxwell equations and the distribution function, solution of the Vlasov equation. The two systems of equations are coupled because the motion of particles generates an electric current at the right hand side of the Maxwell equations, while the electromagnetic field accelerates the particles in the Vlasov equation. The Maxwell equations are a system of linear hyperbolic equations. Today, they are routinely solved in industrial applications with commercial software. Several numerical methods exist: finite difference, finite elements. In this paper, we will use a more and more popular method for solving the Maxwell equations: the Discontinuous Galerkin (DG) finite element approach. This method is presented in many works. We refer for instance to Helluy [8], Bourdel et al. [3], Cohen et al. [4], Klöckner et al. [14], Crestetto [5].
The Vlasov equation is a rather simple transport equation, but set in a six-dimensional \((x, v)\) space-velocity phase space. This leads to very heavy computations. The most popular method for solving the Vlasov equation is thus the Particle-In-Cell (PIC) method of Birdsall and Langdon [2], because this is one of the less expensive. It consists in distributing random particles with random velocities in the computational domain. The particles are then pushed by the electromagnetic field. They are also deposited on the Maxwell finite element mesh in order to generate a current in the right hand side of the Maxwell equations.

The PIC method is very easy to implement. However it is subject to numerical noise. It leads also to other issues: smoothing, charge conservation errors, energy conservation errors. We will also see in this paper that the PIC method is rather difficult to parallelize.

Therefore, while they are certainly more memory consuming, Eulerian approaches, which solve the Vlasov equation directly on a phase-space grid, are more and more investigated.

In this paper, we first review some aspects of the DG and PIC methods, which are very important for obtaining a robust and precise approximation. We then describe a parallelization of the full Vlasov-Maxwell coupling on recent Graphic Processing Units (GPU) with the OpenCL framework.

We will see that the DG method is very well adapted to parallelization. The PIC method is more difficult to efficiently parallelize. Therefore, we will present a recent approach, the reduction method, which allows approximating the Vlasov equation also by a DG solver.

1. Vlasov-Maxwell equations

1.1. Maxwell equations

In this paper, we consider the two-dimensional Maxwell equations in Transverse Electric (TM) mode. The unknowns depend on the space variable \(x = (x_1, x_2) \in \mathbb{R}^2\) and the time \(t \geq 0\). They are the electric field

\[ E = (E_1, E_2, 0)^T, \]

and the magnetic field

\[ H = (0, 0, H_3)^T. \]

The current

\[ j = (j_1, j_2, 0) \]

is supposed to be given.

We then write the unknowns and the source term in a vector form

\[ W = (E_1, E_2, H_3)^T, \quad S = (j_1, j_2, 0)^T. \]

In this way, the Maxwell equations read as a linear first order hyperbolic system

\[ \partial_t W + A^i \partial_i W = S, \quad (1) \]
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where we use the Einstein convention (sum on repeated indices)

\[ A^i \partial_i = A^1 \partial_1 + A^2 \partial_2, \]

and the notation

\[ \partial_i = \frac{\partial}{\partial x_i}. \]

In the first order differential system (1) the matrices \( A^i \) are given by

\[
A^1 = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{pmatrix}, \\
A^2 = \begin{pmatrix}
0 & 0 & -1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{pmatrix},
\]

(the equations are written under a dimensionless form where the speed of light \( c = 1 \)). Let now \( n = (n_1, n_2)^T \in \mathbb{R}^2 \). We can also define the flux of the Maxwell equations

\[ f(W, n) = A^i n_i W. \]

If we define

\[ n^1 = (1, 0)^T, \quad n^2 = (0, 1)^T, \]

the Maxwell equations can also be written under the more general conservative form

\[ \partial_t W + \partial_i f(W, n^i) = S. \tag{2} \]

1.2. Vlasov equation

We consider now the motion of \( N \) particles of mass \( m \) and charge \( q \) in the electromagnetic field. The particles are labeled by an index \( k \), \( 1 \leq k \leq N \). The position of particle \( k \) at time \( t \) is \( x^k(t) \) and its velocity is

\[ \dot{x}^k(t) = \frac{d}{dt} x^k(t). \]

For \( x = (x_1, x_2) \in \mathbb{R}^2 \) and \( v = (v_1, v_2) \in \mathbb{R}^2 \), the distribution function of particles is defined by

\[ f(x, v, t) = \sum_k \omega_k \delta(x - x^k(t))\delta(v - \dot{x}^k(t)), \]

where \( \delta \) denotes the Dirac measure on \( \mathbb{R}^2 \) and \( \omega_k \) is the weight of particle \( k \). The electric current generated by the particles motion is given by

\[ j(x, t) = \int_v f(x, v, t) = \sum_k \omega_k \delta(x - x^k(t))\dot{x}^k(t). \tag{3} \]

The particle acceleration is given by the relativistic equation of motion

\[ \dot{v} = v, \quad \ddot{x} = \mu \frac{q}{m} (E + v \wedge H), \tag{4} \]
with
\[ E = (E_1, E_2, 0)^T, \quad H = (0, 0, H_3)^T, \]
\[ \mu = \mu(v) = (1 - v \cdot v)^{3/2}. \]  
(5)

We can also write the acceleration with the notation
\[ \ddot{x} = \mu(\dot{x})a(x, \dot{x}, t), \quad a(x, v, t) = \frac{q}{m} (E_1(x, t) + v_2 H_3(x, t), E_2(x, t) - v_1 H_3(x, t)). \]

It is then possible to prove that, in the weak sense, the distribution function satisfies the relativistic Vlasov equation written under a conservative form
\[ \partial_t f + \nabla_x \cdot (fv) + \nabla_v \cdot (\mu f a) = 0. \]  
(6)

When the particle velocity is small compared to the speed of light \( c = 1 \), we can use the Galilean approximation
\[ \mu(v) \simeq 1. \]  
(7)

In addition, we introduce the admissible velocity disk
\[ D = \{ v \in \mathbb{R}^2, v \cdot v < 1 \}. \]

Let us also observe that on the boundary of the velocity disk, we have
\[ v \in \partial D \Rightarrow \mu(v) = 0. \]

This is a nice property. Indeed, the Vlasov equation (6) is a transport equation written in the \((x, v)\) velocity phase space. The phase space transport velocity is
\[ V = (v, \mu a) \in \mathbb{R}^4 \]

The component of \( V \) in the velocity direction \( v \) is the acceleration \( \mu a \), which vanishes on \( \partial D \). Thus we will have no boundary condition to apply on \( \partial D \), or more precisely, if at the initial time \( f = 0 \) on \( \partial D \), then this property is maintained at all times.

### 1.3. Divergence cleaning

The charge \( \rho(x, t) \) is defined by
\[ \rho(x, t) = \int_{v} f(x, v, t) dv. \]

Integrating the Vlasov equation with respect to \( v \), we obtain the charge conservation
\[ \partial_t \rho + \nabla_x \cdot j = 0. \]  
(8)

If at the initial time \( t = 0 \) the Gauss law is satisfied
\[ \nabla_x \cdot E(x, t = 0) = \rho(x, t = 0), \]
then, using the charge conservation (8) and the Maxwell equations (1) we deduce
the Gauss law at all times
\[ \nabla_x \cdot E = \rho. \tag{9} \]
The Gauss law is thus a consequence of the Vlasov-Maxwell equations. However,
depending on the numerical scheme, it might not be well satisfied by the
numerical approximation. A practical tool for improving the numerical accuracy
is to use a divergence cleaning technique of Munz et al. [17]. The divergence
cleaning consists in considering an additional artificial unknown \( \phi(x,t) \) in the
Maxwell equations, which satisfies
\[ \partial_t \phi + \chi \nabla_x \cdot E = \chi \rho. \]
The constant parameter \( \chi > 0 \) represents the speed at which the divergence
errors are propagated to the boundaries of the computational domain. In addition,
the time derivative of the electric field \( \partial_t E \) is replaced by \( \partial_t E + \chi \nabla_x \phi \) in
the Maxwell equation. We thus obtain a new vector of unknowns
\[ W = (E_1, E_2, H_3, \phi)^T. \]
The divergence cleaning model still reads as an hyperbolic system (1) but the
matrices are now
\[ A^1 = \begin{pmatrix} 0 & 0 & 0 & \chi \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ \chi & 0 & 0 & 0 \end{pmatrix}, \quad A^2 = \begin{pmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & \chi \\ -1 & 0 & 0 & 0 \\ 0 & \chi & 0 & 0 \end{pmatrix}, \]
and the source term becomes
\[ S = (j_1, j_2, 0, \chi \rho)^T. \tag{10} \]
An important feature of this extended Maxwell system is that we recover exactly
the Maxwell equations when \( \phi \) is constant. Thus, with adequate boundary
conditions we introduce only a numerical stabilization of the divergence errors
without additional numerical errors, even for small values of \( \chi \). For more details
on the divergence cleaning system, we refer to Munz et al. [17], Crestetto and
Helluy [6], Crestetto [5], Fornet et al. [7].

1.4. Boundary conditions

The Vlasov-Maxwell equations (2), (6) need to be supplemented by conditions
at the boundary of the computational domain \( \Omega \times D \).

1.4.1. Maxwell boundary conditions

Stable boundary conditions for the classic Maxwell equations have been exten-
sively studied. These conditions are properly generalized to the divergence
cleaning model in a few papers: Fornet et al. [7], Crestetto and Helluy [6]. We
recall here briefly the general theory.
We consider local boundary conditions in the form
\[ M(n)(W - W^{\text{inc}}) = 0, \]
where \( n = (n_1, n_2, 0) \) is the normal outward vector on \( \partial \Omega \) and \( W^{\text{inc}} \) a given incident boundary electromagnetic field (which can be zero). The boundary condition has to be chosen in such way that the Maxwell operator in space \( x \) is maximal positive. Stability conditions are given by the Lax-Phillips theory (Lax and Phillips [15], Petkov and Stoyanov [18], Bourdel et al. [3], Helluy [8], Crestetto and Helluy [6], Fornet et al. [7]) which requires

- \( \frac{1}{2} A^i n_i + M(n) \geq 0. \)
- \( \dim \ker A^i n_i^- = \dim \ker M(n). \)

It is possible to prove that the following boundary conditions (and associated \( M \) matrices) satisfy the Lax-Phillips stability conditions

- Generalized “metal”:
  \( n \times E = 0, \quad \phi = \lambda E \cdot n, \quad \lambda \geq 0 \) \hspace{1cm} (12)

- Generalized “Silver-Müller”, \( M = -A^i n_i^- \):
  \[
  H_3 - n_1 E_2 + n_2 E_1 = H_3^{\text{inc}} - n_1 E_2^{\text{inc}} + n_2 E_1^{\text{inc}}, \]
  \[
  E \cdot n - \phi = E^{\text{inc}} \cdot n. \] \hspace{1cm} (13)

The generalized metal condition is compatible with the original Maxwell system only when \( \lambda = 0 \) (because we need to have \( \phi = 0 \)). However, a small \( \lambda > 0 \) can be interesting for numerical reasons, because it introduces a slight energy damping.

We would like to emphasize that the respect of the Lax-Phillips stability condition is absolutely crucial for obtaining stable and precise numerical results, especially when the DG solver is coupled to a PIC solver.

1.4.2. Vlasov boundary conditions

As seen in Section 1.2, no boundary condition is required on the boundary \( \Omega \times \partial D \) of the velocity domain. We thus consider the case \( x \in \partial \Omega \) and \( v \in D \). The outward normal vector on \( \partial \Omega \) is still noted \( n(x) \).

**Inflow condition.** It is natural to impose the value of the distribution function \( f \) only at inflow (Johnson and Pitkäranta [12]). Introducing the notations
\[
\alpha^+ = \max(\alpha, 0), \quad \alpha^- = \min(\alpha, 0),
\]
the inflow condition can be written
\[
(v \cdot n(x))^+ f(x, v, t) = (v \cdot n)^- f_0(x, v, t),
\]
in such a way that when \( v \cdot n > 0 \), no condition is imposed on \( f \).
Child-Langmuir condition. A more subtle boundary condition is the Child-Langmuir current condition. This condition is useful at a particles emitting boundary because it allows creating just the quantity of charges that cancels the normal component of the electric field. For the moment we do not know how to express in a rigorous mathematical way the Child-Langmuir condition. We just describe the practical computation.

The electrons are emitted at the cathode if the normal electric field is strong enough, until it cancels (Child-Langmuir law).

More precisely, we use the following algorithm for a discretization cell $L$ that touches the cathode boundary $\Gamma_C$:

- if $E \cdot n < 0$ on $\partial L \cap \Gamma_C$ then compute
  \[
  \delta_L = \rho_L - \int_{\partial L \setminus \Gamma_C} E \cdot n
  \]
  where $\rho_L = \sum_{x^k \in L} \omega_k$ (charge in the cell $L$).
- if $\delta_L < 0$, create $n_e$ random particles in the cell $L$ with weights $\delta_L/n_e$.

2. Discontinuous Galerkin method

2.1. Weak upwind DG formulation

The Discontinuous Galerkin (in short DG) approximation is a more and more popular method for approximating hyperbolic systems of conservation laws (see, among many others, Bourdel et al. [3], Crestetto [5], Crestetto and Helluy [6], Cohen et al. [4], Klöckner et al. [14], Lesaint and Raviart [16]).

We consider a mesh of the domain $\Omega$. In each cell $L$ the fields $W(x,t)$ are approximated by second order polynomial in $x$. We denote by $P_2(\mathbb{R}^2)$ a linear space of second order polynomial.Mesh(c12,c13,c0,c15,c16,c17,c4,c18,c19,c20,c9,c8); normal in $x = (x_1, x_2)$. In practice, we use $P_2(\mathbb{R}^2) = \text{span} \{1, x_1, x_2, x_1 \cdot x_2, x_1^2, x_2^2, x_1, x_2\}$ because with this choice, we have $\dim P_2(\mathbb{R}^2) = 8$ which is well suited to GPU optimizations. Then

\[
W_L(x,t) = \sum_j w_{L,j}(t) \psi_{L,j}(x), \quad \{\psi_{L,j}\} \text{ basis of } P_2(\mathbb{R}^2)^4.
\]

The DG upwind weak formulation (Lesaint and Raviart [16], Johnson and Pitkäranta [12], Helluy [8]) consists in finding the basis components $w_{L,j}(t)$ in each cell $L$ such that for all test function $\psi_L \in P_2(\mathbb{R}^2)^3$

\[
\int_L \partial_t W_L \cdot \psi_L - \int_L W_L \cdot A^i \partial_i \psi_L + \int_{\partial L \cap \Omega} (A^i n_i^+ W_L + A^i n_i^- W_R) \cdot \psi_L + \int_{\partial L \cap \Omega} (M + A^i n_i) W_L \cdot \psi_L = \int_L S \cdot \psi_L + \int_{\partial L \cap \Omega} MW^{\text{inc}} \cdot \psi_L \quad (14)
\]
where we denote by \( n \) the normal vector on \( \partial L \) oriented from the cell \( L \) to the neighboring cells \( R \) and
\[
x^+ = \max(0, x), \quad x^- = \min(0, x).
\]

The DG formulation is a generalization of the finite volume method. It relies on the standard upwind numerical flux for linear hyperbolic systems
\[
f(W_L, W_R, n) = A^+ n_i^+ W_L + A^- n_i^- W_R.
\]

Finally, (14) is equivalent to a system of ordinary differential equations for the \( w_{L,j}(t) \).

We do not give all the details of the implementations, but for our application, the main lines are:

- The cells \( L \) are quadratic curved “quadrilaterals”.
- The components of the basis functions \( \psi_{L,j} \) are orthonormal polynomials on the cell \( L \) when the cell is a parallelogram: we use a modal basis defined directly in the physical space. We do not rely on a reference element. Thanks to this choice we will not have to invert a geometric transformation for computing the fields at the particles.
- We use a high order numerical integration (16 Gauss-Legendre quadrature points in the cells and 4 points on each edge).

For more details we refer to Crestetto and Helluy [6].

2.2. GPU parallelization

The DG method can be parallelized efficiently on Graphic Processing Unit (GPU) (Klöckner et al. [14]). GPUs are recent computing devices that have proven to be very efficient for performing computations on data that can be regularly organized into the GPU memory.

GPUs are not as easy to program as classic processors. CUDA is a well known environment for programming NVIDIA GPUs. OpenCL is another framework for programming various multicore devices, including GPUs or CPUs of several vendors. OpenCL means “Open Computing Language”. It includes a library of C functions, called from the host, in order to drive the GPU and a C-like language for writing the programs that will be executed on the processors of the multicore accelerator. The specification is managed by the Khronos Group Khronos Group Inc. [13].

OpenCL proposes a rather general abstraction that works well for various multicore SIMD hardware. Very schematically, an OpenCL device possesses a few gigabytes of global memory and is made of a few tens of Computing Units (CU). Each CU contains a few processors called Processing Elements (PE), and a small cache memory of a few kilobytes. The same program, called a kernel, can be executed on all the Processing Elements at the same time. The PEs have a very fast access to the cache memory of their CU. The PEs have also
an efficient access to the GPU global memory if they read or write to adjoining memory locations. For non-regular computations, a classic strategy is thus first to fetch a tile of data into the CU cache, then perform the computations with fast access to the cache. When the computations are finished, they are copied back, in a regular way to the global memory. A special behavior of OpenCL devices makes the GPU programming rather complicated: if two processors try to write at the same memory location at the same time, only one will succeed...

This has to be kept in mind, for instance in the flux collecting algorithm or when computing the current created by the particles in the same cell $L$.

We have written an OpenCL implementation of the previous DG formulation. Our programming strategy is described in details in Crestetto and Helluy [6]. We just recall here the principal points:

- Initialization: we compute and invert the local mass matrices on the CPU. We send (all) the data to the GPU.

- First pass of each time step: we associate to each Gauss point of each edge one processor. We compute the flux at the Gauss points and store it into global memory.

- Second pass: we associate to each basis function of each element a processor. We compute the time derivative of the $w_{L,j}$ using the DG weak formulation, the previously computed fluxes and the stored inverted mass matrices. The separation into two passes with parallelism redistribution allows avoiding concurrent writing operations.

- Time integration: we use a simple second order Runge-Kutta scheme.

According to some benchmark that we have performed, we observed a spectacular efficiency of the GPU implementation. Compared to a single core implementation on a traditional CPU we have observed that the GPU implementation is 50-100 times faster (Crestetto and Helluy [6]).

3. PIC method

3.1. Generalities on the PIC method

The Particle-In-Cell method is a very natural method (Birdsall and Langdon [2]) for approximating the Maxwell-Vlasov system (1), (6) because it starts directly from the particle interpretation of the Vlasov equation (4). The idea is simply to move the particles with a standard ordinary differential equation solver. This requires the computation of the electromagnetic field at the particle positions. We have thus to know at each time step to which element belongs each particle. Reversely, the motion of the particles produces an electric current measure given by (3).

The action of the fields over the particles is rather easy to parallelize.

The action of the particles on the current at the right hand side of the Maxwell equations is less obvious to program. Indeed, a naïve parallelization
would lead to concurrent memory writing. Recent GPU OpenCL drivers allow memory locking and atomic operations, but it is not recommended to use these features because they generally lead to dramatic drop of performance. Therefore, we prefer to adopt a more sophisticated sorting technique (presented for instance in Aubert et al. [1]) in order to achieve faster computations.

Let us mention that we have employed a very simple PIC method. Many authors have observed much better precision of the PIC algorithm when the particles are smoothed. Smoothing is considered to be very important for stability, precision and charge conservation, especially when the electromagnetic field is computed by a discontinuous approximation. Unfortunately, smoothing also requires atomic operations and thus an even more complicated GPU implementation. Therefore we have decided to test the rough PIC method anyway. Surprisingly, we have been able to obtain rather precise results. The condition for obtaining these results is to use a high divergence cleaning parameter \( \chi \simeq 10 \). We will discuss the consequences of this choice in Section 4.

3.2. GPU implementation

We give some details on the GPU implementation for one time step. More informations are given in Crestetto and Helluy [6].

3.2.1. Particles motion

- Emission: we use the algorithm described in the last paragraph of Section 1.4.2. The random positions are given by independent van der Corput sequences.

- Particle acceleration: at each time step we associate one processor to each particle. We move the particle and find its new cell location. Our algorithm works on an unstructured grid, but for efficiency, we assume that during one time step the particle cannot cross more than one cell layer. This condition imposes a CFL condition that is not constraining compared to the DG solver CFL condition.

3.2.2. Current

This is the most subtle part of the GPU algorithm because we have to avoid concurrent memory write operations. This difficulty has been already addressed by several authors (see, for instance Aubert et al. [1]). The most efficient solutions generally rely on a particles sorting pass at each time iteration.

- We thus first sort the list of particles according to their cell numbers. For this sorting, we use a GPU-optimized radix sort algorithm of Helluy [9]. Then, it is easy to know how many particles are in each cell.

- We can also sort the cells list according to the number of particles inside the cells (optional).
• We associate to each cell a processor. Then for each cell it is possible to loop on its particles in order to compute their contributions to the current

$$\int_S S \cdot \psi_L = \sum_{x^k \in L} \omega_k (-\dot{x}_1^k(t), -\dot{x}_2^k(t), 0, \chi)^T \cdot \psi_L(x^k(t)).$$

• Thanks to the second optional sorting, neighboring processors treat approximately the same number of particles and in this way they do not wait too much for each other. In some computations, this can increase the efficiency.

4. GPU numerical experiments

GPU programming is complex and time consuming. We thus expect at least high speedups of the implementation. For measuring the efficiency, we have compared in Crestetto and Helluy [6] a sequential and a GPU implementation of the DG Maxwell solver. In this case, without particles, we have observed speedups of the order of $50 - 100$. When we couple the Vlasov and the PIC solver we have still good speedups of the order $5 - 10$, but we clearly loose one order of magnitude in the computational time. This can be explained by several reasons:

• Particle sorting is time consuming and require non-coalescing memory accesses.

• The particles are sorted with an indirection array. The current computation thus also requires random memory accesses.

• Particles sorting and current evaluation take approximately the same time. While the particle solver is called only every ten iterations of the DG solver, the DG solver represents only $15\%$ of the computation time. Recall that we do not use particles smoothing and that we need high values of $\chi$ for performing a good divergence cleaning (typically, we take $\chi \simeq 10$). Finally, this is not so expensive, because the DG solver is much cheaper than the PIC solver.

We now present rapidly several numerical experiments.


In our first example we try to compute numerically a stationary solution that can be expressed analytically. We will see that a high value of $\chi$ is necessary. If $\chi$ is too small, the scheme does not correct the divergence errors efficiently. Maybe that a smoothing of the particles would permit to diminish $\chi$.

We consider a planar diode $\Omega = [0, L_x] \times [0, L_y]$ with a cathode $C = \{x = 0\} \times [0, L_y]$ and an exit boundary $A = \{x = L_x\} \times [0, L_y]$. We consider a metal boundary condition (19) at the anode $x = 0$ and we apply the exact solution
with an inhomogeneous Silver-Müller condition at \(x = L_x\). At this point, the “incident” field is defined by

\[
(E_1, E_2, H_3, \psi)_{\text{inc}} = (-1, 0, 0, 0)^T.
\]

(15)

We apply periodic conditions at \(y = 0\) and \(y = L_y\).

We represent periodic conditions at \(y = 0\) and \(y = L_y\). \(\chi\) is taken equal to 5 and we move the particles every 25 time steps in order to let the divergence correction act. Smaller values of \(\chi\) give inaccurate results (Crestetto [5]). We see the emission (there is no particle at \(t = 0\)) and the motion of electrons from the cathode to the anode. We can also remark that on the cathode \(E_x = E \cdot n \approx 0\), which is the searched Child-Langmuir condition.

![Figure 1: Planar diode case: \(E_x\) at times \(t = 1\) with 8918 particles (left), and \(t = 5\) with 44133 particles (right), 1024 elements.](image)

For such a planar diode in Cartesian geometry, the Child-Langmuir current \(J_{CL}\) on the anode for a given potential drop \(V_0\) between the cathode and the anode verifies

\[
J_{CL} (L_x) = \frac{4}{9 L_x^2} \sqrt{\frac{2}{m} q \frac{V_0^2}{2}} ,
\]

(16)

where

\[
J_{CL} = \int_A j \cdot n
\]

(17)

and

\[
V_0 = V (x = L_x, y_0) - V (x = 0, y_0) = \int_0^{L_x} \partial_x V (x, y_0) \, dx = - \int_0^{L_x} E_x (x, y_0) \, dx ,
\]

\(y_0 \in [0, L_y]\) and \(V\) denoting the scalar potential such that \(E = -\nabla_x V\). The computed potential drop is given as a function of time on Figure 2 (left). It tends to the value denoted by \(V_0\). The corresponding theoretical current \(J_{CL}\) is also given on Figure 2 (right) and compared to the computed one.
4.2. X-Ray generator

With our code, we have also been able to simulate an electrons emitting diode. This device is used for producing x-rays, when the electrons hit the anode. The axisymmetric geometry of the diode and the mesh of the computational domain are represented on Figure 3. At time $t = 0$, an electromagnetic wave is entering at the left of the computational domain. At this boundary $\Gamma_a$, we apply an inhomogeneous Silver-Müller boundary condition. At the cathode and the anode, we apply metal boundary conditions. The electrons are emitted at the cathode. The rotational symmetry implies additional geometric terms in the Maxwell equations and in the particles weights (see Crestetto and Helluy [6]). In addition there is no boundary condition to apply on the rotation axis, because the numerical flux in the Galerkin Discontinuous method simply cancels (it is multiplied by the distance to the axis).

We represent the radial component of the electric field and the particles at
Figure 4: Electron emission at dimensionless time $t = 0.22$. The length of the computational domain $L = 0.4$ and the dimensionless speed of light $c = 1$.

time $t = 0.22$ on Figure 4.

This numerical simulation has been awarded a prize at the AMD OpenCL competition in 2011. See http://developer.amd.com/events/amd-opencl-coding-competition-2/

5. Reduced modeling

The conclusion of our Vlasov-Maxwell PIC-DG experience is that it is finally possible to achieve interesting accelerations on GPU. However, the implementation is complex. While the PIC sequential implementation is straightforward, its parallelization requires particles sorting, random memory accesses, etc. And in the end most of the GPU time is spent in the PIC algorithm while the DG solver is very efficient.

We would thus like to present another approach where we use a unified Eulerian DG solver for the Maxwell and the Vlasov equations. When coding our DG solver, we have tried to be as generic as possible. For instance the physical model is explicit only in a few parts of the code: in the numerical flux, the source terms and the boundary terms. But generally, the whole DG algorithm is not aware of the underlying physical model. We will show how to rewrite the Vlasov equation in order to obtain an augmented hyperbolic system, written only in $(x, t)$ that can thus be solved by the generic DG solver. The resulting model is called the reduced Vlasov-Maxwell model.

5.1. Velocity expansion

The Vlasov equation is a transport equation written in the $(x, v)$ space. The objective of reduced modeling is to rewrite the Vlasov equation in order to obtain a hyperbolic system of conservation laws, but set only in the $x$ space. In this way it is possible to reuse a generic DG solver. For this purpose, we consider a finite number of continuous basis functions depending on the velocity

$$v \in D \mapsto \varphi_i(v), \quad i = 1 \cdots P.$$  

We suppose that

$$v \in \partial D \Rightarrow \varphi_i(v) = 0. \quad (19)$$
We expand the distribution function in this basis

\[ f(x, v, t) \simeq \sum_{j=1}^{P} f^j(x, t) \varphi_j(v) = f^j \varphi_j. \]

We insert this representation into the Vlasov equation (6), multiply by \( \varphi_i \) and integrate on the velocity domain \( D \). We also integrate by parts the acceleration term, and using (19), we obtain (Helluy et al. [11])

\[
\int_v \varphi_i \varphi_j \partial_i f^j + \int_v \varphi_i \varphi_j v^k \partial_k f^j - \int_v \mu a \cdot \nabla_v \varphi_i \varphi_j f^j = 0.
\]

We can then define the following \( P \times P \) matrices

\[
M_{i,j} = \int_v \varphi_i \varphi_j, \quad A^k_{i,j} = \int_v \varphi_i \varphi_j v^k, \quad B_{i,j} = -\int_v \mu a \cdot \nabla_v \varphi_i \varphi_j, \quad (20)
\]

and the Vlasov equation can be rewritten in the reduced form

\[
M \partial_t w + A^k \partial_k w + B w = 0, \quad (21)
\]

or also

\[
\partial_t w + M^{-1} A^k \partial_k w + M^{-1} B w = 0, \quad (22)
\]

where

\[
w = (f^1, \cdots, f^P)^T. \quad (23)
\]

The form (22) is called the reduced Vlasov equation. It is a first order hyperbolic system of conservation laws (Helluy et al. [11]) that can be solved by a standard DG solver. However, for practical reasons it is important to provide an efficient choice of basis functions \( \varphi_i \). A good choice ensures a small number of basis functions \( P \) and that the matrices \( M, A^k \) and \( B \) are sparse. We detail now such a basis and also an adequate choice of numerical quadrature that will lead to diagonal matrices \( M \) and \( A^k \).

5.2. Finite element basis with nodal integration

We consider a nodal finite element interpolation in the velocity space with curved "quadrilaterals". In addition, the nodal points will coincide with Gauss-Lobatto quadrature points. In this way we obtain several interesting properties of the basis functions. Let us give now more details.

We choose first a degree \( d \geq 1 \) of polynomial approximation. We can associate to this degree \( d + 1 \) Gauss-Lobatto points on the interval \([0, 1] \), \( \xi_1 = 0 < \xi_2 < \cdots < \xi_{d+1} = 1 \). We consider also integration weights \( \omega_1 \cdots \omega_d \). The Gauss-Lobatto integration rule

\[
\int_0^1 Q(\xi) d\xi \simeq \sum_{i=1}^{d+1} \omega_i Q(\xi_i),
\]
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is then exact if $Q$ is a polynomial of degree $\leq 2d - 1$. We also consider the Lagrange polynomials $L_i$ associated to the Gauss-Lobatto subdivision. The polynomial $L_i$, $i = 1 \cdots d + 1$ is of degree $d$ and satisfies

$$L_i(\xi_j) = \delta_{ij},$$

where $\delta_{ij}$ is the Kronecker delta.

We construct now a mesh of the velocity disk $D$. The mesh is made of nodes $V_k$, $k = 1 \cdots P_D$, $P_D > P$. Each node $V_k$ for $k = 1 \cdots P$ is associated to a basis function $\varphi_k$. We also suppose that the nodes $V_{P+1} \cdots V_{P_D}$ are on the boundary $\partial D$ in such a way that they are not associated to basis functions $\varphi_k$. The nodes are associated to elements $\Lambda_k$, $k = 1 \cdots K$. Each element is a curved "quadrilateral" and owns $(d+1)^2$ nodes. An example of such a mesh with degree $d = 3$, $K = 80$ elements, $P_D = 745$ nodes and $P = 697$ interior nodes is given on Figure 5.

As it is traditional in the finite element method, we consider a local and a global numbering of the nodes of element $\Lambda_k$. The local node $l$, $l = 1 \cdots (d+1)^2$ of element $\Lambda_k$ is also noted

$$V_{k,l} = V_{\kappa(k,l)},$$

where $\kappa(k,l)$ is the $K \times (d + 1)^2$ connectivity array of the finite element mesh. Each element $\Lambda_k$ is obtained from a geometrical transformation $\tau_k$ that maps the square $\hat{\Lambda} = [0,1] \times [0,1]$ on element $\Lambda_k$. The geometrical transformation is
defined as follows. First, we consider \((d + 1)^2\) reference nodes
\[
\tilde{V}_l = (\xi_i, \xi_j), \quad \text{with} \quad l = (i - 1)(d + 1) + j, \quad 1 \leq i, j \leq d + 1.
\]
The reference nodes are the two-dimensional Gauss-Lobatto points of the reference element. Reference node \(\tilde{V}_l\) is also associated to an integration weight
\[
\tilde{\omega}_l = \omega_i \omega_j \quad \text{with} \quad l = (i - 1)(d + 1) + j, \quad 1 \leq i, j \leq d + 1.
\]
(24)

To each reference node, we associate a reference basis function, which is a tensor product of Lagrange polynomials
\[
\hat{\varphi}_l(\xi, \eta) = L_i(\xi)L_j(\eta), \quad \text{with} \quad l = (i - 1)(d + 1) + j, \quad 1 \leq i, j \leq d + 1.
\]

We can check that
\[
\hat{\varphi}_l(\tilde{V}_m) = \delta_{lm}.
\]

Then, the geometric transformation is defined by
\[
\tau_k(\xi, \eta) = \sum_{l=1}^{(d+1)^2} \hat{\varphi}_l(\xi, \eta)V_{k,l},
\]
in such a way that
\[
\tau_k(\tilde{V}_l) = V_{k,l}.
\]

We also suppose that the node \(V_l\) are defined in such a way that \(\tau_k\) is invertible and also a direct transformation
\[
\det \tau_k' > 0.
\]

We have now all the pieces to construct the basis functions. Let \(i = 1 \cdots P\) and \(v \in D\), then necessarily, \(v \in \Lambda_k\) for some \(k = 1 \cdots K\). We then have two possibilities:

1. Node \(V_l\) is not a node of element \(\Lambda_k\) then
\[
\varphi_i(v) = 0. \quad (25)
\]

2. Node \(V_l\) is a node of element \(\Lambda_k\). It means that \(i = \kappa(k, l)\) for some \(l = 1 \cdots (d + 1)^2\). Then
\[
\varphi_i(v) = \hat{\varphi}_l(\tilde{v}), \quad \text{with} \quad v = \tau_k(\tilde{v}). \quad (26)
\]

In this case, we can also compute the gradient of the basis function
\[
\nabla_v \varphi_i(v) = (\tau'_k(\tilde{v}))^{-1}\nabla_{\tilde{v}} \hat{\varphi}_l(\tilde{v}), \quad v = \tau_k(\tilde{v}). \quad (27)
\]

\[\text{We assume that the elements } \Lambda_k \text{ are disjoint open sets and that } \bigcup \Lambda_k = D. \text{ Of course, this cannot be exactly true because } \tau_k \text{ is a polynomial transformation. We neglect in our presentation the error made in the approximation of } D.\]
From the previous definitions, we obtain basis functions that are continuous on $D$. In addition, they satisfy the interpolation property
\[ \varphi_i(V_j) = \delta_{ij}, \quad 1 \leq i, j \leq P. \]

This interpolation property ensures that the components of $w$ in (23) are simply approximations of the distribution function at the Gauss-Lobatto points $V_i$
\[ f^i(x,t) \simeq f(x,V_i,t). \]

We can thus also use the convention that on the boundary nodes
\[ f^i(x,t) = 0 \text{ if } P + 1 \leq i \leq P_D. \]

For computing the matrices in (20) we use the Gauss-Lobatto integration rule. For a given function $h$ defined on $D$ the integral is first split into elementary integrals
\[ \int_D h(v)dv = \sum_{k=1}^{K} \int_{\Lambda_k} h(v)dv, \]
and then (using definition (24))
\[ \int_{\Lambda_k} h(v)dv = \int_{\Lambda} h(\tau_k(\xi,\eta)) \det \tau_k'(\xi,\eta) \]
\[ \simeq \sum_{l=1}^{(d+1)^2} \hat{\omega}_l \det \tau_k(\hat{V}_l)h(\tau_k(\hat{V}_l)) \]
\[ = \sum_{l=1}^{(d+1)^2} \omega_{k,l} h(V_{k,l}). \quad (28) \]

Using the quadrature rule (28) and formula (27) for computing the gradient of the basis function we can practically compute the matrices in (20). Our choice of integration points does not ensure exact integration for $M$, $A^k$ and $B$. However, in the sequel, we use the same notation for the exact and approximate matrices. With our choice of quadrature points we obtain that $M$ and $A^k$ are diagonal matrices. More precisely, we have
\[ M_{ii} = \sum_{i=\alpha(k,l)} \omega_{k,l}, \quad (29) \]
and
\[ A^k_{ii} = M_{ii} V_i^k, \quad V_i = (V_i^1, V_i^2). \]

These computations show that the components of the vector $w$ satisfy a set of coupled transport equations
\[ \partial_t f^i + V_i \cdot \nabla_x f^i + \Sigma^i(w) = 0, \quad i = 1 \cdots P. \quad (30) \]
In the vector form, the coupling source term is given by
\[ \Sigma(w) = M^{-1}Bw. \]

More precisely, after expanding the computations, the coupling source term becomes
\[ \Sigma^i(w) = -\frac{1}{M_{ii}} \sum_{X_k \in V_i} \sum_{l=1}^{(d+1)^2} \omega_{k,l} f^{\kappa(k,l)}(\mu(V_{k,l})a(\cdot, V_{k,l}, \cdot) \cdot \nabla_v \varphi_i(V_{k,l}), \]  
where we recall that the gradient of the basis function \( \varphi_i \) is given by (27).

Remark: In practice, we can compute \( M_{ii} \) and \( \Sigma^i \) efficiently by a classic finite element assembly procedure: we loop on the elements, compute the elementary contributions and distribute them into the global \( (M_{ii}) \) or \( (\Sigma^i) \) vectors.

5.3. Unified expression of the reduced Vlasov-Maxwell model

We are now in a position to write in a unified way the Maxwell and reduced Vlasov system. We extend the original vector \( W \) of (1) in the following way
\[ W = (E_1, E_2, H_3, \phi, f^1 \cdots f^P)^T. \]

We then obtain a hyperbolic system in the form (1) where the new matrices \( A^k \) are block diagonal. The blocks are constructed with the matrices \( A^k \) of Section 1.3 and Section 5.2. The source term of the new system is also assembled from the source terms (10) and (5) of Section 1.3 and Section 5.2
\[ S(W) = (j_1, j_2, 0, \chi \rho, \Sigma^T)^T. \]  
For computing the current and the charge here, we again use the Gauss-Lobatto quadrature (28) in the velocity space
\[ \rho = \sum_{k,l} \omega_{k,l} f^{\kappa(k,l)}, \quad j = \sum_{k,l} \omega_{k,l} f^{\kappa(k,l)} V_{k,l}. \]  

In this formalism, it is very easy to adapt a generic Discontinuous Galerkin solver for handling the reduced Vlasov-Maxwell model. We just have to modify the numerical flux and source functions. We have seen in (30) that the reduced Vlasov equation is a set of coupled transport equations with velocities \( V_i \). We use a standard upwind numerical flux for the transport equations. The source term (31) is computed with the assembly procedure and superimposed with the Maxwell source term from (33) and (10).

5.4. Preliminary numerical results

In this section, we present preliminary Vlasov-Maxwell numerical results obtained with the reduced approach. We have not yet implemented the Child-Langmuir boundary condition. Therefore we only present a very simple and academic test case. We consider a cloud of charged particles in the center of a
square domain $\Omega$. Because the particles repel each other, the cloud will expand with time. We plot the evolution of the total charge in the domain at different times. We also represent the distribution function in the velocity space at a given point $(x_1, x_2) = (0.37, 0.5)$. The initial distribution function is

$$f(x_1, x_2, v_1, v_2, 0) = -q(x_1)q(x_2)q(v_1)q(v_2),$$

where the function $q$, represented on Figure 6, has its support in $[-1/2, 1/2]$ and satisfies $\int_{r=-\infty}^{\infty} q(r)dr = 1$.

We suppose that the initial electromagnetic field vanishes. This initial condition is not physical, because the Gauss law is not satisfied: $\nabla \cdot E \neq \rho$. Therefore, we take a divergence correction parameter $\chi = 4$. On the boundary of $\Omega$, we apply homogeneous Silver-Müller conditions. Finally, we take $\mu = 1$: our computation is non-relativistic. The simulation time is short enough so that the exact distribution function vanishes on the boundary of the velocity disk, even at the final time $T = 1$.

We use a mesh of $\Omega$ with $8 \times 8 = 64$ cells. The velocity mesh is of order $d = 2$. It contains 305 Gauss-Lobatto nodes.

We plot the charge evolution on Figure 7.

We also plot the distribution function at point $(x_1, x_2) = (0.37, 0.5)$ at different times on Figure 8.

Finally, we plot the $x_1$–component of the electric field at time $t = 1$ on Figure 9.

**Conclusion**

In this work, we have presented two numerical schemes for approximating the Vlasov-Maxwell system. The first scheme is a coupling between an upwind
Figure 7: evolution of the charge in the computational domain, $t = 0$ (top), $t = 0.5$ (middle), $t = 1.0$ (bottom).
Figure 8: Evolution of the distribution function $f(0.37, 0.5, v_1, v_2, t)$ in the computational domain, $t = 0$ (top), $t = 0.5$ (bottom). The apparent polygonal shape of the mesh boundary is due to a post-processor bug in the first picture.
DG solver for the Maxwell equations with a PIC solver for the Vlasov equation. We have reviewed some practical aspects of a robust and precise implementation of the whole procedure: high order polynomials, upwind flux, stable boundary conditions, divergence cleaning. We have also implemented the algorithm on GPU, which requires a sorting of the particles list at each time step. We obtained interesting speedups, but we also observe that the PIC method is the most expensive part of the computation. Therefore we propose another fully Eulerian approach. Thanks to a decomposition of the distribution function on velocity basis functions, we obtain a reduced Vlasov model, which appears to be a hyperbolic system of conservation laws written only in the \((x,t)\) space. We can thus adapt very easily our DG solver to the reduced model. We presented preliminary numerical results. Our next step will be to implement more physical boundary conditions and test the reduced approach on emitting diode test cases.


