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Abstract

The problem of non-linear Single Input Single Output system identification in the presence of large errors in data is considered. Combining the capabilities of neural networks to solve non-linear problems by learning and a robust recursive prediction error learning rule based on the modeling of the errors, a new algorithm is drawn up. Its potential is illustrated through simulation studies.
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1. Introduction

Artificial neural networks have been the focus of a great deal of attention during the last decade, due to their capabilities to solve non-linear problems by learning. Such networks provide a parallel structure with very simple processing elements. Although a broad range of neural networks (NN) architectures and learning rules are available (Grossberg, 1988; Kohonen, 1989; Lippman, 1987; Widrow and Lehr, 1990), the backpropagation algorithm for multilayer feedforward networks (Rumelhart et al., 1986) is the most popular approach for engineering applications. Backpropagation or derived algorithms have been successfully applied for classification and pattern recognition (Rajavelu et al., 1989; Xue et al., 1992), fault detection (Hoskins and Himmelblau, 1988; Kramer and Leonard, 1988), non-linear control (Nahas et al., 1992) and process modelling and identification (Bhat and McAvoy, 1990; Billings et al., 1991; Narendra and Parthasarathy, 1990).

On the other hand, an extensive literature on system identification can be found. Among general textbooks on the subject, Box and Jenkins (1970), Söderström and Stoica (1989) and Ljung (1987) can be mentioned. Particularly, much effort has been devoted to tackle the presence of outliers in experimental input and output data used for identification. Large errors or outliers in data can be for instance caused by offset of sensors, failure of transducers, analog to digital conversion errors or even by malfunctioning of transmission devices. The related works are mainly based on modeling such outliers to produce so called robust identification algorithms. But these works are limited to linear systems.

In this paper, the main feature of neural networks, the ability to identify non-linear systems and a robust recursive prediction error algorithm, based on the modeling of errors due to Huber (1964), are combined. This modeling has been used by Puthenpura and Sinha (1990) for a robust linear recursive least squares type identification algorithm. The convergence of this kind of algorithms particularly for non-linear systems is very slow. So, a robust feature is introduced in a recursive Gauss-Newton type of algorithm, first employed by Chen et al. (1990a) for neural networks. The goal is to accommodate to outliers in order to eliminate their effects in the identification of non linear SISO systems by an appropriate choice of the criterion to be minimized.


In this part, the structure of the multilayer feedforward neural network, used for identification of dynamical single input single output (SISO) systems, is presented. The network, shown in Figure 1, is composed of interconnected processing units in three successive layers.

The first or input layer is composed of "transparent" units which do not perform any computation but simply distribute theirs inputs to all neurons in the next layer called hidden layer ($x_i^0 = x_k(t), \forall k$). For identification purposes, several authors such as Cybenko (1989) or Funahashi (1989) have established that multilayer feedforward neural networks with a single hidden layer are able to approximate continuous functions. The last layer is the output layer, composed of a single neuron and
its output gives the estimated output of the SISO system. Neurons in the hidden and output layers are identical and can be represented as illustrated in Figure 2.

![Figure 2: Neuron i in layer j.](image)

The $i$th neuron in the layer $j$ receives $n_{j-1}$ inputs $\{x_{i}^{j-1}, \ldots, x_{n_{j-1}}^{j-1}\}$ from layer $j - 1$ with associated weights $\{w_{i1}^{j}, \ldots, w_{in_{j-1}}^{j}\}$. This neuron first computes the weighted sum of the $n_{j-1}$ inputs:

$$z_{j}^{i} = \sum_{k=1}^{n_{j-1}} w_{ik}^{j} x_{k}^{j-1} + b_{j}^{i}, \quad (1)$$

where $b_{j}^{i}$ is a bias or threshold term. The output of the neuron is a non-linear function of the sum in (1):

$$x_{j}^{i} = g(z_{j}^{i}), \quad (2)$$

where $g$ denotes the activation function, chosen as often to be a sigmoidal function, here:

$$g(x) = \frac{1}{1 + e^{-x}}, \quad (3)$$

with $\lim_{x \to -\infty} g(x) = 0$ and $\lim_{x \to \infty} g(x) = 1$. So, for the structure and the notations of Figure 1, a network with a single hidden layer can be defined by the following model:

$$\hat{y}(t) = g(z) \quad (4a)$$

$$z = \sum_{k=1}^{n_{1}} w_{2k}^{1} x_{k}^{1} + b^{2} \quad (4b)$$

$$x_{j}^{i} = g(z_{j}^{i}) \quad (4c)$$

$$z_{j}^{i} = \sum_{k=1}^{n_{j-1}} w_{jk}^{j} x_{k}^{j-1} + b_{j}^{i} \quad (4d)$$

$x(t) = [x_{1}(t) \ldots x_{m}(t)]^{T}$ is the $n_{0},1$ input vector. In the following, $n_{d}, n_{a}$ and $n_{i}$ refer respectively the input time delay, the numbers of lagged system inputs and outputs to be applied to input layer of the network. In the training phase of the neural network, i.e. the identification step, input $u(t - n_{d}), u(t - n_{d} - 1)$ \ldots and output $y(t - 1), y(t - 2) \ldots$ values of the process are successively applied on the input layer of the network in order to produce an estimated value of the system output:

$$\hat{y}(t, \Theta) = NN\left( y(t-1), \ldots, y(t-n_{d}), u(t-n_{a}), \ldots, u(t-n_{d}-n_{a}+1) \right) \quad (5)$$

where $\Theta = [\theta_{1}, \ldots, \theta_{n_{0}}]^{T}$ comprises all the unknown weights and biases of the network. The dimension $n_{0}$ of the parameter vector $\Theta$ is defined as:

$$n_{0} = (n_{0} + 1) n_{1} + (n_{1} + 1),$$

where $n_{0} = n_{i} + n_{a}$ is the number of the input layer neurons and $n_{i}$ is the number of the hidden layer neurons. So the predictor can be noted $NN(n_{i}, n_{a}, n_{d}, n_{1})$.

To avoid the saturation of the activation function (3), particularly for the output neuron, contained between 0 and 1, observed input and output data of the system must be scaled between 0 and 1. However, the same notation for original and normalized data is used in the following.

3. Recursive prediction error method

The general framework of the learning rule used in the following is now presented. The backpropagation algorithm (Rumelhart et al., 1986) is the first training method to estimate parameters of multilayer neural network and is a gradient algorithm designed to minimize the mean square error between the output of the network and the desired output.

The recursive prediction error or RPE algorithm, first introduced by Chen et al. (1990a,b) for training neural networks, is a general recursive parameter estimation method which minimizes the prediction error using an approximation of the Gauss-Newton search direction. Only the version of the RPE algorithm introduced in (Chen et al., 1990a) has been considered here. Billings et al. (1991) have shown that the RPE algorithm provides an effective method of learning neural networks. Backpropagation can be viewed as a simplified version of the RPE algorithm. Compared with backpropagation, RPE algorithm involves increased computational load at each iteration, but presents faster convergence, yielding to shorter global computational time. Furthermore, RPE removes the dependence of the estimation algorithm on the user selectable parameters such as learning rate and momentum. Indeed, with an inappropriate combination of these parameters, backpropagation performs badly. In any case, neither backpropagation nor RPE algorithm ensure to reach a final estimation corresponding to a global minimum of the criterion.

The RPE algorithm starts from the general criterion:

$$J(t, \Theta) = \gamma(t) \sum_{k=1}^{t} \beta(t, k) \ell(\nu(k, \Theta), k), \quad (6)$$

where $\gamma(t)$ is the adaptation gain at time $t$ with $\sum_{k=1}^{t} \gamma(t) \beta(t, k) = 1$, $\nu(k, \Theta)$ is the scalar prediction error and $\ell(\nu(k, \Theta), k)$ can be chosen as a quadratic function weighted by the innovation variance $A(k)$:

$$\ell(\nu(k, \Theta), k) = \frac{1}{2} A^{-1}(k) \nu^{2}(k, \Theta), \quad (7)$$

The minimization of the criterion (6) can be performed according to:

$$\hat{\Theta}(t) = \hat{\Theta}(t - 1) + f_{j}(\hat{\Theta}(t - 1)), \quad (8)$$
where $\hat{\Theta}(t)$ is the estimate of $\Theta$ at time $t$ and $f_i(\hat{\Theta}(t-1))$ is a search direction based on information about $J(t, \Theta)$.

The parameter vector $\Theta$ is estimated for each $t = 1, \ldots, N$, where $N$ is the number of available observations. For off-line estimation, the data set is presented several times and each presentation is called an iteration. The Gauss-Newton search direction is used here and is defined by:

$$f_i(\hat{\Theta}) = -[R(t)]^{-1}J(t, \Theta),$$

(9)

where $R(t)$ and $J(t, \Theta)$ are respectively the $n_h\times n_h$ approximate Hessian matrix and the $n_{e1}$ gradient of $J(t, \Theta)$. The derivation is given by Ljung (1987) and yields the general recursive prediction error algorithm:

$$e(t) = y(t) - \hat{y}(t|\hat{\Theta}(t-1)), \quad R(t) = R(t-1) + \gamma(t) [\psi(t) \Lambda^{-1}(t) \psi^T(t) - R(t-1)], \quad \hat{\Theta}(t) = \hat{\Theta}(t-1) + \gamma(t) R^{-1}(t) \psi(t) \Lambda^{-1}(t) e(t),$$

(10a, 10b, 10c)

where $\psi(t) = \left[\frac{\partial \hat{y}(t|\hat{\Theta})}{\partial \hat{\Theta}}\right]$ is the $n_{e1}\times 1$ gradient of $\hat{y}$ with respect to $\Theta$. The elements of $\psi(t)$ must be written depending on the location of the parameters in the network, in the spirit of backpropagation. It can be first shown from (3) that:

$$\frac{\partial \hat{y}(x)}{\partial x} = g(x)(1 - g(x)).$$

(11)

For the parameters of the output layer, Eqs. (11), (4a) and (4b) then yield:

$$\frac{\partial \hat{y}}{\partial w_k^2} = \frac{\partial \hat{y}}{\partial z} \frac{\partial z}{\partial w_k^2} = \hat{y}(1 - \hat{y}) x_i^j,$$

(12a)

$$\frac{\partial \hat{y}}{\partial b^2} = \frac{\partial \hat{y}}{\partial z} \frac{\partial z}{\partial b^2} = \hat{y}(1 - \hat{y}).$$

(12b)

For the parameters of the hidden layer, Eqs. (11) and (4) yield:

$$\frac{\partial \hat{y}}{\partial w_{ik}^1} = \frac{\partial \hat{y}}{\partial z} \frac{\partial z}{\partial w_{ik}^1} \frac{\partial z}{\partial w_{j}^0} = \hat{y}(1 - \hat{y}) w_{j}^0 x_i^j (1 - x_i^j) x_k,$$

(13a)

$$\frac{\partial \hat{y}}{\partial b_i^1} = \frac{\partial \hat{y}}{\partial z} \frac{\partial z}{\partial b_i^1} \frac{\partial z}{\partial b_i^0} = \hat{y}(1 - \hat{y}) w_{j}^0 x_i^j (1 - x_i^j).$$

(13b)

So, the differentiation of $\hat{y}$ with respect to $\theta_j$, $j = 1, \ldots, n_{e1}$, can be summarized as follows:

$$\psi_j = \left\{ \begin{array}{ll}
\hat{y}(1 - \hat{y}) x_i^j, & \text{if } \theta_j = w_{j}^0, 1 \leq k \leq n_1, \\
\hat{y}(1 - \hat{y}), & \text{if } \theta_j = b^2, \\
\hat{y}(1 - \hat{y}) w_{j}^0 x_i^j (1 - x_i^j), & \text{if } \theta_j = w_{j}^0, 1 \leq k \leq n_0, \\
\hat{y}(1 - \hat{y}) w_{j}^0 x_i^j (1 - x_i^j), & \text{if } \theta_j = b^2. 
\end{array} \right.$$

(14)

As developed in the appendix, the practical implementation of the algorithm (10) avoids to invert $R(t)$ at each step:

$$\hat{\Theta}(t) = \hat{\Theta}(t-1) + L(t) e(t),$$

(15a)

$$L(t) = \frac{P(t-1) \psi(t)}{\lambda(t) \Lambda(t) + \psi^T(t) P(t-1) \psi(t)},$$

(15b)

$$P(t) = \frac{1}{\lambda(t)} \left[ P(t-1) - L(t) \psi(t) \psi^T(t) P(t-1) \right],$$

(15c)

where

$$P(t) = \gamma(t) R^{-1}(t),$$

(16)

and

$$\lambda(t) = \frac{\gamma(t-1)}{\gamma(t)} (1 - \gamma(t)).$$

(17)

The so-called forgetting factor is calculated practically by:

$$\lambda(t) = \lambda_0 (1 - \lambda(t-1)) + (1 - \lambda_0).$$

4. Robustification of the algorithm

Large errors or outliers are quite difficult to be detected and picked out before identification and can cause the parameters to be highly biased. In order to tackle this problem, Puthepuria and Sinha (1990) have developed a robust recursive identification method for linear dynamical systems. This scheme is a weighted least squares algorithm with particular weights and is very similar to the robust Kalman filter obtained by Masreliez and Martin (1977). Based on the modeling of outliers due to Huber (1964), it considers that the measurement noise $e(t)$ which contaminates the noise free output is from the family $D_\mu$, defined by:

$$D_\mu = \{ D \ | \ D = (1 - \mu) G + \mu H, 0 \leq \mu \leq 1 \},$$

(18)

where $G$ is the usual normal distribution, $H$ an arbitrary symmetric long-tailed distribution and $\mu$ the probability of occurring large errors. In fact $H$ is assumed to be also normal, but with a larger variance compared to $G$:

$$e(t) \sim (1 - \delta(t)) N(0, \sigma_1^2) + \delta(t) N(0, \sigma_2^2),$$

(19)

where $N$ represents a normal distribution, with $\sigma_2^2 > \sigma_1^2$. The probability $\mu$ of occurring large errors being unknown, the preceding model is replaced by:

$$e(t) \sim (1 - \delta(t)) N(0, \sigma_1^2) + \delta(t) N(0, \sigma_2^2),$$

(20)

where $\delta(t) = 0$ for $|e(t)| \leq M$ and $\delta(t) = 1$ for $|e(t)| > M$, with $\delta(t)$ the prediction error and $M$ a preassigned bound which can be taken as $3\sigma_1$ (Aström, 1980). So the weighting factor appearing in (15) will be chosen as:

$$\Lambda(t) = (1 - \delta(t)) \sigma_1^2 + \delta(t) \sigma_2^2$$

(21)

to reduce the influence of large innovations. Moreover, the variances $\sigma_1^2$ and $\sigma_2^2$ can be updated as:

$$\sigma_1^2(t) = \sigma_1^2(t-1) + \frac{1}{t-1} (\sigma_1^2(t) - \sigma_1^2(t-1)), \quad \text{for } |e(t)| \leq 3\sigma_1(t-1),$$

(22a)

and

$$\sigma_2^2(t) = \sigma_2^2(t-1) + \frac{1}{t} (\sigma_2^2(t) - \sigma_2^2(t-1)), \quad \text{for } |e(t)| > 3\sigma_1(t-1),$$

(22b)
with $\tau = 0$, for $t = 1$ and $\tau = \tau + 1$ whenever $|e(t)| > 3\sigma_1(t - 1)$.

As pointed out by Puthenpura and Sinha (1990), $\tau$ is the estimated number of outliers.

$\sigma_2^2(0)$ can be chosen as $\sigma_2^2(0) = 3\sigma_1^2(0)$. $\sigma_1^2(0)$ should be chosen much greater than the real value of the noise variance so that in the beginning of the identification no residual $e(t)$ appears like outlier. With this choice, $\sigma_2^2$ converges to the true value of the noise variance. When $\sigma_2^2$ is close to the noise variance, outliers are detected and their influence on identification becomes insignificant. If $\sigma_1^2(0)$ is chosen very small (or zero), all residuals have an absolute value $|e(t)|$ greater than $3\sigma_1(t-1)$, only $\sigma_2^2$ converges to the noise variance (but with the influence of outliers) and the parameter estimation is biased when outliers are present. If $\sigma_1^2(0)$ is chosen very large, the accommodation to outliers is just delayed.

In the next part, the three following algorithms are applied from (15) to a simulated example:

- **NN** (Neural Network) with $\Lambda(t) = 1$ and $\lambda(t) = 1$,
- **FNN** (Neural Network with Forgetting factor) where $\Lambda(t) = 1$ and $\lambda(t)$ is calculated by the recursive relation $\lambda(t) = \lambda_0(1 - \lambda(t-1)) + (1 - \lambda_0)$, with $\lambda_0 = 0.99$ and $\lambda(0) = 0.95$,
- **RNN** (Robust Neural Network) where $\lambda(t) = 1$ and $\Lambda(t)$ is computed by (21) and (22).

### 5. Simulation results

A non-linear Hammerstein system example, introduced by Billings et al. (1991), is considered:

$$y(t) = 0.8y(t-1) + 0.4NL(u(t-1)) + e(t)$$

$$NL(t-1) = u(t-1) + u(t-1)^2 + u(t-1),$$

(23)

where $u(t)$ is the system input at time $t$, chosen as a sequence uniformly distributed between -4 and 4, in order to study the system on the whole non-linearity, $y(t)$ is the system output, $e(t)$ is a gaussian noise such as $e \sim N(0, \sigma_1^2)$ when no outliers are present. In order to show the influence of the outliers on the output, Figure 3 presents the 500 output values, where the noise variance $\sigma_1^2$ is equal to 2.56 ($\sigma_1 = 1.61$), contaminated by 25 randomly located outliers. These large errors are simply simulated by multiplying the original values of the noise by a factor $f$ equal to 20.

Figure 4 shows the difference between the preceding series and the corresponding outliers free and noise free simulation. The impact of the outliers filtered by the process dynamics can be noticed. Figure 5 presents the difference between the noisy and outliers free series and the noise free series, which represents the noise filtered by the process, in order to show its variation range, significantly smaller than for the preceding figure.

For the different following experiments, the neural predictor has the same structure $NN(n_x = 2, n_u = 2, n_d = 1, n_1 = 3)$ and the initial weights, randomly chosen between 0 and 1, are kept. The initial value of the covariance matrices $P$ is chosen equal to 100$I$ and $\sigma_1^2(0)$ equal to 5 times the variance of the noise.

For the off-line identification considered in this part, the data set is presented 20 times (iterations). Moreover, a second data set is used for the (cross)-validation of the neural models. This fresh data set is called validation set and has characteristics similar to the original identification set, concerning the input shape, the distribution of the noise and its variance, but is outlier free. The following examples give the values of the residual criterion:

$$V = \frac{1}{N} \sum_{t=1}^{N} (y(t) - \hat{y}(t))^2,$$

where $y(t)$ is the system output at time $t$, $\hat{y}(t)$ is the output estimated by the neural model obtained after 20 identification iterations and where $N = 500$.

Figure 6 presents, for $\sigma_1^2 = 0.64$, the variation of the residual criterion when the number of outliers (with multiplicative factor $f$ equal to 25) is varied from 0 (no outliers) to 50. Figure 6(a) concerns the data set used for identification, Figure 6(b) the val-
idation set. NN and RNN algorithms yield very stable results for the validation set contrary to those for FNN. But the residual criterion is reduced by 5 from NN to RNN.

![Figure 6: Residual criterion w.r.t. the outliers number. (a) identification set, (b) validation set.](image)

Figures 7(a) and 7(b) show the evolution during learning of the residual criterion for algorithms NN and RNN, respectively, for 0, 25 and 50 outliers. The convergence of the RNN algorithm appears clearly faster. However, as shown in Figure 8, the variation of the criterion computed from the validation set is slower.

![Figure 7: Residual criterion with respect to iterations. (a) NN, (b) RNN.](image)

The second experiment deals with a variation of the multiplicative factor $f$ from 1 (no outliers) to 50, for 50 outliers and for $\sigma^2_1 = 0.64$. The results are similar as those of the preceding experiment, as shown in Figure 9.

![Figure 8: Residual criterion for validation set (RNN).](image)

![Figure 9: Residual criterion with respect to the factor $f$. (a) identification set, (b) validation set.](image)

In the third experiment, for 50 outliers with multiplicative factor equal to 25, the noise variance $\sigma^2_1$ is varied from 0 (no noise) to 16. Results are given in Figure 10. As for the preceding experiment, the behavior of the FNN algorithm appears disconcerting, such an algorithm being misadapted for contaminated data. Note also on Figure 10(b) that the RNN algorithm, better than the simple NN, produces a good estimation of the noise variance from 2.5.

In the last experiment, $\sigma^2_1$ is fixed to 0.64 and a bias varying from 0 (no bias) to 20 is added to the last 50 values of the original outliers free noise. The results given in Figure 11 are very significant. While increasing with RNN for the identification set as the bias increases, the residual criterion is remarkably stable for the validation set, contrary to the other algorithms.

![Figure 10: Residual criterion with respect to the factor $f$. (a) identification set, (b) validation set.](image)

![Figure 11: Residual criterion with respect to the factor $f$. (a) identification set, (b) validation set.](image)
times classical parameter estimation algorithms. The problem of non-linear Single Input Single Output system identification in the presence of outliers in data has been considered. Combining the capabilities of neural networks to solve non-linear problems by learning and a robust recursive prediction error learning rule based on the modeling of the errors, a new algorithm has been drawn up. The results obtained suggest that this algorithm can be employed for identification from contaminated data, but also for failure detection and for robust control. The proposed method can be easily extended to MIMO systems.
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A. Appendix
Let us consider the general prediction error algorithm introduced in (10):

\[ \varepsilon(t) = y(t) - \hat{y}(t/\hat{\Theta}(t - 1)), \]  
\[ R(t) = [1 - \gamma(t)]R(t-1) + \gamma(t) \psi(t) \Lambda^{-1}(t) \psi^T(t), \]  
\[ \hat{\Theta}(t) = \hat{\Theta}(t-1) + \gamma(t) R^{-1}(t) \psi(t) \Lambda^{-1}(t) \varepsilon(t). \]

To avoid inverting \( R(t) \) at each step, it is convenient to introduce:

\[ P(t) = \gamma(t) R^{-1}(t), \]

and apply to (A.1b) the matrix inversion lemma:

\[ (A + BCD)^{-1} = A^{-1} - A^{-1} B (C^{-1} + DA^{-1}B)^{-1} DA^{-1}. \]

Taking \( A = [1 - \gamma(t)]R(t-1), B = D^T = \psi(t), \) and \( C = \gamma(t) \Lambda^{-1}(t) \) gives:

\[ P(t) = \frac{\gamma(t)}{1 - \gamma(t)} \left[ R^{-1}(t-1) - \frac{R^{-1}(t-1) \psi(t) \psi^T(t) R^{-1}(t-1)}{1 - \gamma(t)} \right]. \]

Let us recall that the forgetting factor \( \lambda(t) \) is linked to \( \gamma(t) \) by (17):

\[ \lambda(t) = \frac{\gamma(t-1)}{\gamma(t)} (1 - \gamma(t)). \]

Equation (A.2) can be rewritten as:

\[ P(t - 1) = \gamma(t - 1) R^{-1}(t - 1). \]

Combining (A.5) and (A.6) gives:

\[ \frac{P(t - 1)}{\lambda(t)} = \frac{\gamma(t)}{1 - \gamma(t)} R^{-1}(t - 1), \]

and introducing (A.7) in (A.4) gives quite directly:

\[ P(t) = \frac{1}{\lambda(t)} \left[ P(t - 1) - \frac{P(t - 1) \psi(t) \psi^T(t) P(t - 1)}{\lambda(t) \Lambda(t) + \psi^T(t) P(t - 1) \psi(t)} \right]. \]

Taking:

\[ L(t) = \gamma(t) R^{-1}(t) \psi(t) \Lambda^{-1}(t) \]

6. Conclusion
The neural nets have a structure which allows, with the adaptation of the backpropagation, the use of the various and some-

These last results confirm the interest of the presented robust non linear predictor for detection of process changes.

Figure 10: Residual criterion w.r.t. bias magnitude. (a) identification set, (b) validation set.

Figure 11: Residual criterion w.r.t. bias magnitude. (a) identification set, (b) validation set.
in (A.1c) gives:
\[
\hat{\Theta}(t) = \hat{\Theta}(t - 1) + L(t)\hat{s}(t),
\] (A.10)

Introducing (A.2) and (A.8) in (A.9) yields after some calculations:
\[
L(t) = \frac{P(t - 1)\psi(t)}{\Lambda(t)\Lambda(t) + \psi^T(t)\hat{P}(t - 1)\psi(t)},
\] (A.11)

and substituting (A.11) in (A.8) gives with (A.1a), (A.11) and (A.10) the final algorithm:
\[
\hat{s}(t) = y(t) - \hat{y}(t)/\hat{\Theta}(t - 1),
\] (A.12a)

\[
L(t) = \frac{P(t - 1)\psi(t)}{\Lambda(t)\Lambda(t) + \psi^T(t)\hat{P}(t - 1)\psi(t)},
\] (A.12b)

\[
P(t) = \frac{1}{\Lambda(t)} \left[ \frac{1}{\Lambda(t)} - L(t)\psi^T(t)\hat{P}(t - 1) \right],
\] (A.12c)

\[
\hat{\Theta}(t) = \hat{\Theta}(t - 1) + L(t)\hat{s}(t).
\] (A.12d)

References