Discontinuous Galerkin method in time combined with a stabilized finite element method in space for linear first-order PDEs
Alexandre Ern, Friedhelm Schieweck

To cite this version:
Alexandre Ern, Friedhelm Schieweck. Discontinuous Galerkin method in time combined with a stabilized finite element method in space for linear first-order PDEs. Mathematics of Computation, American Mathematical Society, 2016, 85 (301), pp.2099-2129. 10.1090/mcom/3073 . hal-00947695v2

HAL Id: hal-00947695
https://hal.archives-ouvertes.fr/hal-00947695v2
Submitted on 20 Jan 2018

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
DISCONTINUOUS GALERKIN METHOD IN TIME COMBINED
WITH A STABILIZED FINITE ELEMENT METHOD IN SPACE
FOR LINEAR FIRST-ORDER PDES

ALEXANDRE ERN AND FRIEDHELM SCHIEWECK

Abstract. We analyze the discontinuous Galerkin method in time combined
with a finite element method with symmetric stabilization in space to approx-
imate evolution problems with a linear, first-order differential operator. A
unified analysis is presented for space discretization, including the discontinu-
sous Galerkin method and \( H^1 \)-conforming finite elements with interior penalty
on gradient jumps. Our main results are error estimates in various norms for
smooth solutions. Two key ingredients are the post-processing of the fully
discrete solution by lifting its jumps in time and a new time-interpolate of
the exact solution. We first analyze the \( L^\infty(L^2) \) (at discrete time nodes) and
\( L^2(L^2) \) errors and derive a super-convergent bound of order \( (\tau^{k+2} + h^{r+1/2}) \)
for static meshes for \( k \geq 1 \). Here, \( \tau \) is the time step, \( k \) the polynomial order
in time, \( h \) the size of the space mesh, and \( r \) the polynomial order in space.
For the case of dynamically changing meshes, we derive a novel bound on the
resulting projection error. Finally, we prove new optimal bounds on static
meshes for the error in the time-derivative and in the discrete graph norm.

1. Introduction

Our goal is to analyze the discontinuous Galerkin (dG) method in time com-
bined with a finite element method (FEM) with symmetric stabilization in space
to approximate the linear evolution problem
\[
\partial_t u + Au = f \quad \text{in } \Omega \times (0, T),
\]
completed with suitable boundary and initial conditions, see Section 2. Here, \( \Omega \) is
a domain in \( \mathbb{R}^d \), \( d \geq 1 \), \( T \) some positive final time, \( f \) a source term, and \( A \) some
linear, time-independent, first-order differential operator in space. We assume for
simplicity that \( A \) is an advection-reaction operator; more generally, \( A \) can be a
Friedrichs’ operator, whereby (1.1) is a system of first-order PDEs endowed with a
symmetry and a positivity property [21, 19].

The dG method in time can be used, in the spirit of Rothe’s method, to semi-
discretize in time the evolution problem (1.1). This method uses piecewise poly-
nomial ansatz and trial spaces of some order \( k \geq 0 \), whose elements are \( V \)-valued
functions of time that can be discontinuous at the discrete nodes defining the time
partition; here, \( V \) denotes the graph space associated with the space differential
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operator $A$. The time semi-discrete problem can then be discretized in space by a stabilized FEM. A relatively wide class of stabilized FEM is that based on symmetric stabilization, including on the one hand the dG method in space [31, 30, 16] and on the other hand $H^1$-conforming finite elements with various stabilization techniques, e.g., interior penalty on gradient jumps [6, 9], local projection [3, 35], subgrid viscosity [23, 24], or orthogonal subscales [14, 15]. When used to approximate the steady version of (1.1), all of these methods lead to quasi-optimal $L^2$-error estimates of order $h^{r+1/2}$, where $h$ denotes the size of the space mesh and $r$ the polynomial order in space, and optimal error estimates in the discrete graph norm. In what follows, we consider a unified analysis for a discrete differential operator $A_h$ satisfying three design properties (consistency, stability, and boundedness). These properties cover, as main examples, dG methods and $H^1$-conforming finite elements with interior penalty on gradient jumps. Minor modifications are to be included for other (weakly) non-consistent stabilization techniques.

The dG method in time has been extensively studied in [38, 17], see also references therein, for linear parabolic problems, either as time semi-discretization method in the Hilbert space $H^1$ or combined with $H^1$-conforming finite elements for space discretization. One of the main results for linear parabolic problems with a symmetric coercive operator $A$ is super-convergence in $L^\infty(L^2)$ ($L^\infty$ in time at the discrete time nodes and $L^2$ in space) and $L^2(L^2)$ norms of order $(\tau^{2k+1} + h^{r+1})$ where $\tau$ is the time step and $h$ the space mesh size. Further results on the dG method in time, combined with dG methods in space, concern the convergence to entropy solutions for hyperbolic conservation laws [29], the $hp$-analysis for diffusion and incompressible flow problems [36, 42], and inviscid compressible flows [41]. $L^\infty(L^2)$ and $L^2(L^2)$ error estimates of order $(\tau^{k+1} + h^{r+1})$ are derived in [20, 10] for non-linear convection-diffusion problems on time-varying meshes under the assumption $h^2 \lesssim \tau$. Finally, we mention the work [1] for linear transient convection-diffusion-reaction problems on static meshes where the dG method in time is combined with local projection stabilization in space for $H^1$-conforming finite elements leading to an $L^\infty(L^2)$ and $L^2(L^2)$ error bound of order $(\tau^{k+1} + h^{r+1/2})$ if the diffusion parameter $\varepsilon$ is less than $h$.

An alternative approach for discretizing the evolution problem (1.1) is the explicit Runge–Kutta (RK) method in time combined with the dG method in space and suitable limiters, see [13, 12, 11]. Since the time-stepping scheme is explicit, such methods are computationally effective, but are only conditionally stable, and the error bounds require the application of the Gronwall argument which implies that the error constant grows exponentially with respect to the final time $T$. The analysis of explicit RK methods combined with stabilized FEM entails some subtleties. Error estimates are available for second-order (RK2) and third-order (RK3) methods; see [45, 46] for nonlinear conservation laws and dG methods in space and [8] for Friedrichs’ systems and FEM with symmetric stabilization. The main results are $L^\infty(L^2)$ error estimates of order $(\tau^2 + h^{r+1/2})$ for RK2 under a tightened $4/3$-CFL condition (except for piecewise affine polynomials in space where the usual CFL condition suffices) and of order $(\tau^3 + h^{r+1/2})$ for RK3 under the usual CFL condition. In contrast to explicit RK methods, the dG method in time is unconditionally stable, and leads, in some cases, to super-convergent error estimates. The prize to pay is obviously increased computational cost, although this drawback can be tamed using efficient multigrid solvers, as in [26, 27, 28] for the...
heat, Stokes, and Navier–Stokes equations, see also [39, 40]. Another advantage of dG methods in time is that their analysis readily encompasses all polynomial orders $k \geq 1$ in time (the lowest-order case $k = 0$, corresponding to the implicit Euler scheme, being slightly different). In addition, the derived error bounds do not require the Gronwall argument, and the error constant grows only like $T^{1/2}$ with respect to the final time $T$. Moreover, since they hinge on the weak form of the evolution problem, dG methods in time can be cast more effectively into optimization problems constrained by time-dependent PDEs [37, 32, 34]. Finally, we mention the recent analysis of implicit RK methods in time combined with dG methods in space for linear Maxwell’s equations, leading in particular to an $L^\infty(L^2)$ error estimate of order $(\tau^{s+1} + h^{s+1/2})$ where $s$ is the number of distinct time nodes in the RK method [25].

The main contributions of this paper are as follows. Let $u$ be the exact solution and let $u_{\tau h}$ be the fully discrete solution. We analyze the error between the exact solution and a post-processed discrete solution $\tilde{u}_{\tau h} = L_{\tau} u_{\tau h}$, which is continuous in time and is a piecewise polynomial in time of order $(k + 1)$. The operator $L_{\tau}$, motivated by [33] where the link between the dG method in time of order $k$ and a continuous Petrov–Galerkin method of order $(k + 1)$ with reduced integration is explored, is the first key ingredient of our analysis. The second one is a new time-interpolate $R^{k+1}_{\tau} u$ of the exact solution $u$ of order $(k + 1)$, which, in particular, interpolates at the $(k + 1)$ right-sided Gauss–Radau integration points the time-derivative of a $C^1$-interpolate of order $(k + 2)$ of the exact solution. Our first main result, which improves on the current state-of-the-art, are estimates for the error $(u - \tilde{u}_{\tau h})$ in $L^\infty(L^2)$ at the discrete nodes defining the time partition and in $L^2(L^2)$, both of order $(\tau^{k+2} + h^{s+1/2})$. This result implies, in particular, a super-convergent estimate of the same order for the error $(u - u_{\tau h})$ at the discrete time nodes. The error estimates are presented first for static space meshes. For time-varying meshes, there is an additional projection error due to mesh changes, for which we derive a novel sharp estimate compared to existing results [43, 4, 20, 10]. Our second main result are estimates on the error derivatives; we focus on static space meshes for simplicity. To our knowledge, such estimates are not yet available even for static meshes. The two above-mentioned operators, $L_{\tau}$ and $R^{k+1}_{\tau}$, play a crucial role in our proofs. We emphasize that the derivation of the error bounds is more delicate than for parabolic PDEs since the differential operator $A$ is neither symmetric nor coercive in the graph norm. Our idea is to measure the error in the time-derivative using the post-processed time-derivative of the post-processed discrete solution, yielding a bound on $(\partial_t u - L_{\tau} \partial_t L_{\tau} u_{\tau h})$ of order $(\tau^{k+1} + h^{s+1/2})$ in $L^\infty(L^2)$ at the discrete time nodes and in $L^2(L^2)$. Finally, an optimal bound for the error $(u - \tilde{u}_{\tau h})$ in the discrete graph norm is derived using the inf-sup stability of the discrete operator $A_h$.

The paper is organized as follows. Section 2 presents the continuous setting and Section 3 the discrete setting in time and in space, including the lifting operator $L_{\tau}$. Section 4 contains some preliminary results for the error analysis and, in particular, introduces the new time-interpolate $R^{k+1}_{\tau} u$. Section 5 is devoted to the $L^\infty(L^2)$ and $L^2(L^2)$ error estimates. Finally, Section 6 deals with the estimates on the error derivatives.
2. The continuous setting

Let $\Omega \subset \mathbb{R}^d$, $d \geq 1$, be a domain with Lipschitz boundary $\Gamma$, and let $T$ be some positive final time. We consider the model problem: Find $u : \Omega \times [0,T] \to \mathbb{R}$ such that

\[
\begin{aligned}
\partial_t u + Au &= f & \text{in } \Omega \times (0,T), \\
u &= 0 & \text{on } \Gamma_+ \times (0,T), \\
u &= u_0 & \text{on } \Omega \times \{0\},
\end{aligned}
\]

where the linear first-order differential operator $A$ is of the form $Au := \beta \cdot \nabla u + \sigma u$, $\beta : \Omega \to \mathbb{R}^d$ is a given Lipschitz convection field, $\sigma : \Omega \to \mathbb{R}$ a bounded reaction function, $f : \Omega \times [0,T] \to \mathbb{R}$ a source term, $u_0 : \Omega \to \mathbb{R}$ a given initial value of $u$, and $\Gamma_-$ (resp., $\Gamma_+$) the inflow (resp., outflow) part of the boundary defined as

\[
\Gamma_\pm := \{ x \in \Gamma : \pm \beta(x) \cdot n > 0 \},
\]

with $n$ denoting the outer normal unit vector on $\Gamma$. We assume that the data $\beta$ and $\sigma$ are time-independent, and that

\[
\sigma(x) - \frac{1}{2} \text{div } \beta(x) \geq \mu_0 > 0 \quad \forall x \in \Omega.
\]

The inner product in $L := L^2(\Omega)$ is denoted $(\cdot,\cdot)_L$, and the norm $\|v\|_L^2 := (v,v)_L$. The graph space defined as $\{v \in L : \beta \cdot \nabla v \in L\}$ is a Hilbert space when equipped with the graph norm $\|v\|_L^2 := \mu_0 \|v\|_L^2 + \|\beta \cdot \nabla v\|_L^2$ (and the corresponding inner product). Assuming that $\Gamma_-$ and $\Gamma_+$ are well-separated, $V := \{ v \in L : \beta \cdot \nabla v \in L, v|_{\Gamma_-} = 0 \}$ is a closed subspace of the graph space, and the operator $A : V \to L$ is an isomorphism; see, e.g., [19].

To characterize the smoothness of functions $t \mapsto v(t)$, we introduce, for a subinterval $J \subset [0,T]$, the space $C^r(J,B)$ composed of $r$ times continuously differentiable, $B$-valued functions on $J$, where $B$ denotes a Banach space with norm $\| \cdot \|_B$ (typically, $B \in \{ L, V \}$). The space $C^r(J,B)$ is equipped with the following norm and semi-norm:

\[
||v||_{C^r(J,B)} := \max_{0 \leq k \leq r} \sup_{t \in J} \|\partial_t^k v(t)\|_B, \quad |v|_{C^r(J,B)} := \sup_{t \in J} \|\partial_t^r v(t)\|_B.
\]

For a measurable subset $J \subset [0,T]$, we also use the Bochner space $L^2(J,B)$ defined as

\[
L^2(J,B) := \{ v : J \to B : \|v\|_{L^2(J,B)} < \infty \} \quad \text{with} \quad \|v\|_{L^2(J,B)}^2 := \int_J \|v(t)\|_B^2 \, dt.
\]

Now, assuming $f \in C^0([0,T],L)$ and $u_0 \in V$, the model problem (2.1) can be written as the following linear evolution problem: Find $u \in C^0([0,T],V) \cap C^1([0,T],L)$ such that

\[
\begin{aligned}
(\partial_t u(t),v)_L + (Au(t),v)_L &= (f(t),v)_L & \forall v \in L, \quad \forall t \in (0,T), \\
u(0) &= u_0.
\end{aligned}
\]

The well-posedness of (2.3) results from the Hille–Yosida theorem; see, e.g., [44, p. 248] or [18, p. 313].
3. The discrete setting

We proceed in the spirit of Rothe’s method whereby the evolution problem (2.3) is first semi-discretized in time, leading to a sequence of discrete problems in a Hilbert space, which are then discretized in space. An important ingredient for the time semi-discretization is the lifting operator \( \mathcal{L}_t \) introduced in Section 3.2. In what follows, for positive real numbers \( a \) and \( b \), \( a \leq C b \) with generic constant \( C \) independent of the size of the space meshes, of the final time, and of the exact solution \( u \); the value of \( C \) can depend on the regularity of the space and time meshes, the polynomial degrees used for space and time discretization, and the model parameters (including \( \Omega \) and the constant \( \mu_0 \) in (2.2)).

3.1. Time semi-discretization by the dG\((k)\)-method. In order to semi-discretize problem (2.3) in time, we decompose the time interval \( I := (0, T) \) into \( N \) disjoint subintervals \( I_n := (t_{n-1}, t_n] \), where \( n = 1, \ldots, N \) and \( 0 = t_0 < t_1 < \cdots < t_{N-1} < t_N = T \), so that \( I = \bigcup_{n=1}^{N} I_n \). Observe that all the time intervals are conventionally open at the left end point and closed at the right end point. In what follows, the maximum time step size \( \tau := \max_{i, n \leq N} \tau_n \) where \( \tau_n := t_n - t_{n-1} \) is used to denote the time discretization parameter, and the set of time intervals \( \mathcal{M}_\tau := \{ I_1, \ldots, I_N \} \) is called the time mesh.

We approximate the exact solution \( u : \bar{I} \rightarrow V \) by means of a function \( u_\tau : \bar{I} \rightarrow V \), which is a piecewise polynomial of some order \( k \geq 0 \) with respect to time. For \( B \in \{ L, V \} \), let \( \mathbb{P}_k(I_n, B) := \{ w_{\tau} : I_n \rightarrow B : w_{\tau}(t) = \sum_{j=0}^{k} W_j(t), \forall t \in I_n, W_j \in B, \forall j \} \) be the space of \( B \)-valued polynomials in time of order \( k \) over \( I_n \) and let

\[
X^k_\tau(B) := \{ w_\tau : \bar{I} \rightarrow B : w_\tau|_{I_n} \in \mathbb{P}_k(I_n, B) \quad \forall I_n \in \mathcal{M}_\tau \}.
\]

Then, we seek the time semi discrete solution \( u_\tau \) in the space \( X^k_\tau(V) \). It is possible to consider a polynomial degree \( k_n \) specific to each time interval \( I_n \). All what follows extends to this more general setting.

Let \( w_{\tau} \) be a function in \( X^k_\tau(B) \). Then, \( w_{\tau} \) can be discontinuous at the discrete times \( t_n \), for all \( n = 0, \ldots, N \), while \( w_{\tau} \) is by definition continuous from the left at \( t_n \), for all \( n = 1, \ldots, N \), i.e., \( w_{\tau}(t_n) = \lim_{t \nearrow t_n} w_{\tau}(t) \). Moreover, \( w_{\tau}(0) \) has to be specified separately since \( 0 \notin I_1 \). The space \( X^k_\tau(B) \) is a subspace of \( C^{-1}(\mathcal{M}_\tau, B) \) defined by

\[
C^{-1}(\mathcal{M}_\tau, B) := \{ w_{\tau} : \bar{I} \rightarrow B : w_{\tau}|_{I_n} \in C^{0}(I_n, B), w_{\tau}(t^+_n) \text{ exists } \forall I_n \in \mathcal{M}_\tau \},
\]

with the notation \( w_{\tau}(t^+_n) := \lim_{t \nearrow t_n} w_{\tau}(t) \). Functions in \( C^{-1}(\mathcal{M}_\tau, B) \) are by definition continuous from the left at all \( t_n, n = 1, \ldots, N \), and their value at 0 has to be specified separately. For all \( w_{\tau} \in C^{-1}(\mathcal{M}_\tau, B) \), the jump of \( w_{\tau} \) at \( t_n \), for all \( n = 0, \ldots, N - 1 \), is defined as

\[
[w_{\tau}]_n := w_{\tau}(t^+_n) - w_{\tau}(t_n).
\]

The discontinuous Galerkin method of order \( k \) (in short, dG\((k)\)) applied as time semi-discretization of problem (2.3) reads: Find \( u_\tau \in X^k_\tau(V) \) such that \( u_{\tau}(0) = u_0 \).
and
\[ \sum_{n=1}^{N} \int_{I_n} (\partial_t u_\tau + Au_\tau, v_\tau)_L \ dt + \sum_{n=0}^{N-1} (\{u_\tau\}_n, v_\tau(t_n^+))_L = \int_{I_n} (f, v_\tau)_L \ dt \quad \forall v_\tau \in Y^k_\tau(L), \]
with test space \( Y^k_\tau(L) := \{v_\tau : I \rightarrow L : v_\tau|_{I_n} \in \mathbb{P}_k(I_n, L) \quad \forall I_n \in \mathcal{M}_\tau \} \).

Problem (3.4) can be decoupled into a sequence of local problems by choosing test functions supported on a single time interval \( I_n \). Then, the time-discrete solution \( u_\tau \) can be determined by successively solving a local problem on \( I_n \). Using the known value \( u_\tau(t_{n-1}) \) from the previous time interval (and \( u_0 \) for \( n = 1 \)), the local problem on \( I_n \) reads: \textbf{Find} \( u_\tau|_{I_n} \in \mathbb{P}_k(I_n, V) \) such that
\[ \int_{I_n} (\partial_t u_\tau + Au_\tau, v_\tau)_L \ dt + (\{u_\tau\}_{n-1}, v_\tau(t_{n-1}^+))_L = \int_{I_n} (f, v_\tau)_L \ dt \quad \forall v_\tau \in \mathbb{P}_k(I_n, L). \]

In practice, the right-hand side of (3.5) is evaluated by means of some numerical integration formula. In the context of the dG(\( k \))-method in time, a natural choice is to consider the \((k + 1)\)-point right-sided Gauss–Radau quadrature formula on each time interval \( I_n \). For a function \( g \in C^{-1}(\mathcal{M}_\tau, \mathbb{R}) \) and \( I_n \in \mathcal{M}_\tau \), this formula takes the form
\[ Q_n(g) := \frac{\tau_n}{2} \sum_{\mu=1}^{k+1} \tilde{w}_\mu g(t_{n,\mu}) \approx \int_{I_n} g(t) \ dt, \]
where \( t_{n,\mu} \in I_n \) are the integration points and \( \tilde{w}_\mu > 0 \) the weights. Note that \( t_{n,k+1} = t_n \) so that \( g(t_{n,k+1}) \) is equal to \( g(t_n) \) (recall that \( g \) is continuous from the left at \( t_n \)). It is known that (3.6) is exact for all polynomials in \( \mathbb{P}_2k(I_n) \). Then, using (3.6) in the right-hand side of (3.5) leads to the numerically-integrated version of (3.5):
\[ \int_{I_n} (\partial_t u_\tau + Au_\tau, v_\tau)_L \ dt + (\{u_\tau\}_{n-1}, v_\tau(t_{n-1}^+))_L = Q_n((f, v_\tau)_L) \quad \forall v_\tau \in \mathbb{P}_k(I_n, L). \]

To rewrite (3.7), we define the Lagrange interpolation operator \( I^\text{GR}_\tau : C^0(\bar{I}, L) \rightarrow X^k_\tau(L) \) by means of the conditions
\[ I^\text{GR}_\tau w(t_{n,\mu}) = w(t_{n,\mu}), \quad \mu = 1, \ldots, k + 1, n = 1, \ldots, N, \quad I^\text{GR}_\tau w(0) = w(0), \]
using the \((k + 1)\) right-sided Gauss–Radau integration points \( t_{n,\mu} \in I_n \). Then, (3.7) is equivalent to
\[ \int_{I_n} (\partial_t u_\tau + Au_\tau, v_\tau)_L \ dt + (\{u_\tau\}_{n-1}, v_\tau(t_{n-1}^+))_L = \int_{I_n} (I^\text{GR}_\tau f, v_\tau)_L \ dt, \]
for all \( v_\tau \in \mathbb{P}_k(I_n, L) \). Let us briefly look, for example, at the dG(1)-method. Here, we apply the 2-point right-sided Gauss–Radau quadrature formula with points \( t_{n,1} = t_{n-1} + \tau_n/3, \ t_{n,2} = t_n \) and reference weights \( \tilde{w}_1 = 3/2, \tilde{w}_2 = 1/2 \). On the time interval \( I_n \), we have to solve for the two unknowns \( U^1_{n,j} = u_\tau(t_{n,j}) \) for \( j = 1, 2 \). The coupled \((2 \times 2)\)-block-system for \( U^1_{n,1}, U^1_{n,2} \in V \) reads:
\[
\begin{align*}
\frac{3}{4} U^1_{n,1} + \frac{\tau_n}{2} A U^1_{n,2} &+ \frac{1}{4} U^2_{n,1} = u_\tau(t_{n-1}) + \frac{\tau_n}{2} f(t_{n,1}), \\
-\frac{9}{4} U^1_{n,1} + \frac{5}{4} U^2_{n,1} + \frac{\tau_n}{2} A U^2_{n,2} &+ \frac{1}{4} U^1_{n,2} = -u_\tau(t_{n-1}) + \frac{\tau_n}{2} f(t_{n,2}).
\end{align*}
\]
3.2. A lifting operator. As a key point of our analysis, we introduce the lifting operator
\begin{equation}
\mathcal{L}_\tau : X^k(B) \to X^{k+1}(B) \cap C^0(I, B),
\end{equation}
such that, for all \( n = 1, \ldots, N \),
\begin{equation}
\mathcal{L}_\tau w_\tau(t) := w_\tau(t) - [w_\tau]_{n-1} \vartheta_n(t) \quad \forall t \in I_n = (t_{n-1}, t_n],
\end{equation}
and \( \mathcal{L}_\tau w_\tau(0) = w_\tau(0) \). Here, \( \vartheta_n \in \mathbb{P}_{k+1}(I_n, \mathbb{R}) \) is defined by means of the integration points \( t_{n,\mu} \) of the \((k+1)\)-point right-sided Gauss-Radau quadrature formula on the interval \( I_n \) as
\begin{equation}
\vartheta_n(t) := \frac{k+1}{\mu-1} \frac{t - t_{n,\mu}}{t_{n+1} - t_{n,\mu}} \quad \forall t \in I_n.
\end{equation}
The continuity in time of \( \mathcal{L}_\tau w_\tau \) follows from the properties \( \vartheta_n(t_{n-1}^+) = 1 \) and \( \vartheta_n(t_n) = \vartheta_n(t_{n,k+1}) = 0 \) together with the definition of the jump \([w_\tau]_{n-1} \). Since \( \vartheta_n(t) \) vanishes at the integration points, we get the property
\begin{equation}
\mathcal{L}_\tau w_\tau(t_{n,\mu}) := w_\tau(t_{n,\mu}) \quad \forall \mu = 1, \ldots, k + 1, \forall n = 1, \ldots, N.
\end{equation}
The lifting operator \( \mathcal{L}_\tau \) can be more generally defined for functions in \( C^{-1}(\mathcal{M}_\tau, B) \) and then maps onto \( C^0(I, B) \).

3.3. Space discretization by stabilized FEM. In this section, we briefly recall some basic elements on the discretization of the space differential operator \( A \) by means of a stabilized FEM. For clarity, we consider functions depending only on the space variable, and return to the full space-time setting in Section 3.4.

Let \( T_h \) be a shape-regular mesh of \( \Omega \) and let \( V_h \) be a finite element space built on that mesh, where \( h \) denotes the mesh-size. For simplicity, we assume that the mesh \( T_h \) is affine and that \( \Omega \) has a polygonal \((d = 2)\) or polyhedral \((d = 3)\) boundary. To fix the ideas, we assume that \( V_h \) contains at least piecewise polynomials of order \( r \), yielding the following local approximation property: For all \( w \in H^{r+1}(\Omega) \), there exists an interpolate \( i_hw \in V_h \) such that, for \( m \in \{0, 1\} \),
\begin{equation}
|w - i_hw|_{H^m(T)} \lesssim h_T^{r+1-m} |w|_{H^{r+1}(\Delta_T)} \quad \forall T \in T_h,
\end{equation}
where \( h_T \) stands for the diameter of \( T \) and \( \Delta_T \) is a set of mesh elements neighboring \( T \).

The differential operator \( A : V \to L \) is approximated by a discrete differential operator \( A_h : W + V_h \to V_h \), where \( W \) is a dense subspace of \( V \) used to assert the consistency of \( A_h \); typically, \( W = H^s(\Omega), s \geq 1 \). For the operator \( A_h \), we require the following properties:
\begin{itemize}
  \item \textbf{Consistency:} Letting \( P_h : L \to V_h \) denote the \( L^2 \)-orthogonal projector onto \( V_h \),
  \begin{equation}
  A_h w = P_h A w \quad \forall w \in W.
  \end{equation}
  \item \textbf{Discrete coercivity and boundedness on orthogonal subspaces:}
  \begin{align}
  &\|v_h\|^2 \lesssim (A_h v_h, v_h)_L \quad \forall v_h \in V_h, \\
  & (A_h (w - P_h w), v_h)_L \lesssim \|w - P_h w\| \|v_h\| \quad \forall v_h \in V_h, \ w \in W,
  \end{align}
  where \( \| \cdot \| \) and \( \| \cdot \|_{h^{1/2}} \) are mesh-dependent norms on \((W + V_h)\) satisfying
  \begin{equation}
  P_h^{1/2} \|v\|_L \leq \|v\| \leq \|v\|_{h^{1/2}} \quad \forall v \in (W + V_h).
  \end{equation}
\end{itemize}
Discrete inf-sup stability: For all \( v_h \in V_h \), there exists \( w_h \in V_h \) such that
\[
\| v_h \|_2^2 \lesssim (A_h v_h, w_h)_L \quad \text{and} \quad \| w_h \|_2 \lesssim \| v_h \|_2,
\]
where \( \cdot \| \cdot \|_{2} \) is a mesh-dependent norm on \( V_h \) such that \( \| v_h \| \leq \| v \|_{L} \) for all \( v_h \in V_h \), and \( \| w \|_2 \lesssim \| w \|_W \) for all \( w \in W \). In what follows, \( \cdot \| \cdot \|_{2} \) is termed the discrete graph norm since it provides a control on the advective derivative.

We now present two examples for the discrete operator \( A_h \) matching the above framework, one obtained using the Continuous Interior Penalty (CIP) method based on \( H^1 \)-conforming finite elements and gradient jump penalty at interfaces and the other obtained using the dG method (in space) with upward fluxes. Some slight adaptations of the consistency assumption are needed to handle other stabilizations for \( H^1 \)-conforming finite elements (e.g., local projection, subgrid viscosity, orthogonal subscales). Mesh faces are collected in the set \( F_h \) split into the set of interior faces, \( F_h^{\text{int}} \), and boundary faces, \( F_h^{\text{ext}} \). For \( F \in F_h^{\text{int}} \), there are \( T^{-}, T^{+} \) in \( T_h \) such that \( \beta = \partial T^{-} \cap \partial T^{+} \), \( n_F \) is the unit normal to \( T \) pointing from \( T^{-} \) to \( T^{+} \), and for a piecewise smooth enough function \( v \), we define its jump and mean value at \( F \) as \( [v] := v_{T^{-}} - v_{T^{+}} \) and \( \{v\} := \frac{1}{2}(v_{T^{-}} + v_{T^{+}}) \), respectively. The arbitrariness in the sign of \([v]\) is irrelevant. Meshes can possess hanging nodes when using dG methods under the usual assumption that face diameters are comparable to local element diameters. In what follows, \( h_F \) denotes the diameter of \( F \in F_h \), and for \( R \in \{T, \partial T, F\} \) the \( L^2(R) \)-inner product with associated norm \( \| \cdot \|_{L,R} \).

In the CIP method, see [6, 9, 7], the discrete space \( V_h \) is \( H^1 \)-conforming, and, letting \( W = H^s(\Omega) \), \( s > \frac{1}{2} \), the discrete operator \( A_h^{\text{cip}} \) is given, for all \( v \in W + V_h \), \( w_h \in V_h \), by
\[
(A_h^{\text{cip}} v, w_h)_L = (\sigma v + \beta \nabla v, w_h)_L + \sum_{F \in F_h^{\text{ext}}} (\beta n_F)^{\ominus} v, w_h)_{L,F}
\]
(3.21)
\[
+ \sum_{F \in F_h^{\text{int}}} (\gamma_F [\nabla v], [\nabla w_h])_{L,F},
\]
where \( x^{\ominus} := \frac{1}{2}(|x| - x) \) denotes the negative part of a real number \( x \) and \( \gamma_F = \frac{\beta h_F^2}{\theta} \beta n_F \) with \( \theta > 0 \) a user-dependent parameter. Then, consistency holds. Discrete coercivity holds with the mesh-dependent norm on \( (W + V_h) \)
\[
\| v \|_{L,F}^2 := \mu_0 \| v \|_{L,F}^2 + \sum_{F \in F_h^{\text{ext}}} \| \beta n_F \|_{L,F}^{1/2} \| v \|_{L,F}^2 + \sum_{F \in F_h^{\text{int}}} \| \gamma_F^{1/2} [\nabla v] \|_{L,F}^2,
\]
(3.22)
boundedness on orthogonal subscales holds with \( \| v \|_{L,F}^2 := \| v \|_L^2 + \sum_{T \in T_h} \| h_T^{-1/2} \| \| v \|_{L,T}^2 + \| v \|_{L,T}^2 \), and discrete inf-sup stability holds with \( \| v_h \|_{L,F}^2 := \| v_h \|_L^2 + \sum_{T \in T_h} h_T \| \beta \nabla v_h \|_{L,T}^2 \).

In the DG method, see [31, 30, 5, 19, 16], the discrete space \( V_h \) is spanned by piecewise polynomials with no continuity explicitly enforced at interfaces, and, letting \( W = H^1(\Omega) \), the discrete operator \( A_h^{\text{dg}} \) is given, for all \( v \in W + V_h \), \( w_h \in V_h \), by
\[
(A_h^{\text{dg}} v, w_h)_L = \sum_{T \in T_h} (\sigma v + \beta \nabla v, w_h)_{L,T} + \sum_{F \in F_h^{\text{ext}}} (\beta n_F)^{\ominus} v, w_h)_{L,F}
\]
(3.23)
\[
- \sum_{F \in F_h^{\text{ext}}} (\beta n_F) [v], [w_h])_{L,F} + \sum_{F \in F_h^{\text{int}}} (\gamma_F [v], [w_h])_{L,F},
\]
Proof. We only prove the bound on the orthogonal projector resulting from a mesh
under Assumption Lemma 3.1.

\[ \|v\|^2 := \mu_0 \|v\|_{L}^2 + \sum_{F \in \mathcal{F}_h^{ext}} \|\beta n_F \|^2_{L,F} + \sum_{F \in \mathcal{F}_h^{int}} \|\gamma F \|^2_{L,F}, \]

boundedness on orthogonal subscales holds with \( \|v\|^2_{h,F} = \|v\|^2 + \sum_{T \in T_h} \|v\|^2_{\partial T}, \)
and discrete inf-sup stability holds with \( \|v_h\|^2 := \|v_h\|^2 + \sum_{T \in T_h} h_T \|\nabla v_h\|^2_{L,T}. \)

To derive error estimates, we need suitable approximation properties of the \( L^2 \)-orthogonal projector \( P_h \), namely

\[ \|w - P_h w\|_{h, \frac{1}{2}} + \|w - P_h w\|_{h, \frac{1}{2}} \leq h^{r+1/2} |w|_{H^{r+1}(\Omega)}. \]

Such a property is satisfied for shape-regular meshes and any polynomial degree \( r \) for the DG method since the projector \( P_h \) enjoys local approximation properties. For conforming FEM with CIP, we use the recent result of [2] focusing for simplicity on simplicial meshes. We assume that to each mesh element \( T \in T_h \), we can assign a nonnegative integer \( k_T \), the level of \( T \), such that \( h_T \sim 2^{-k_T} \) and such that for any two elements sharing a vertex, their level differs at most by one. We refer to [22] for further insight in the context of adaptive meshes. Following [2], we also assume that, for \( d = 2 \), \( r \leq 12 \) and that \( d = 3 \), \( r \leq 7 \). In what follows, the above assumptions are referred to as \( (H) \).

**Lemma 3.1.** Under Assumption \((H)\), the approximation property (3.25) holds.

**Proof.** We only prove the bound on the \( \|\cdot\|_{h, \frac{1}{2}} \)-norm; the proof for the other bound is similar. By the triangle inequality, we infer that

\[ \|w - P_h w\|_{h, \frac{1}{2}} \leq \|w - i_h w\|_{h, \frac{1}{2}} + \|P_h (w - i_h w)\|_{h, \frac{1}{2}}, \]

since \( i_h w \in V_h \). The first term in the right-hand side is bounded by \( h^{r+1/2} |w|_{H^{r+1}(\Omega)} \) owing to (3.15). Concerning the second term, we first observe using inverse and trace inequalities that \( \|v_h\|_{h, \frac{1}{2}} \leq \|h^{-1/2} v_h\|_L \) for all \( v_h \in V_h \), where \( h \) denotes the piecewise constant function equal locally to the mesh element diameter. Moreover, the Cauchy–Schwarz inequality implies \( \|h^{-1/2} v_h\|_L \leq \|h^{-1} v_h\|^{1/2}_{L} \|v_h\|^{1/2}_{L}. \)

Since Lemma 4.1 in [2] shows that \( \|h^{-1} P_h v\|_L \leq \|v\|_L \) for all \( v \in L \), we infer with \( v = w - i_h w \) and \( v_h = P_h v \) that

\[ \|P_h (w - i_h w)\|_{h, \frac{1}{2}} \leq \|h^{-1}(w - i_h w)\|^{1/2}_{L} \|w - i_h w\|^{1/2}_{L}, \]

whence the assertion results from (3.15).

\[ \square \]

### 3.4. Full space-time discretization.

In the full space-time discretization, we approximate on each time interval \( I_n = (t_{n-1}, t_n] \) the time semi-discrete solution \( u_t \) by means of a fully discrete solution \( u_{t,h} \) using a finite element space \( V_h^a \subset L \) resulting from a mesh \( T_h^a \), which can change from one time interval to the next.

The corresponding discrete differential operator is \( A_h^a : W + V_h^a \to V_h^a \) and satisfies the design conditions of Section 3.3 uniformly in \( n \). Concerning mesh-dependent norms like \( \|\cdot\| \), we use a subscript \( n \) as in \( \|\cdot\|_n \) to indicate that this norm is defined using the mesh \( T_h^a \). The global solution space for the fully discrete solution \( u_{t,h} \) is

\[ X_{t,h}^k := \{v_{t,h} : I \to L; v_{t,h}|_{I_n} \in \mathcal{P}_k(I_n, V_h^a), \forall I_n \in \mathcal{M}_t\}. \]
Let $u_{0h} \in V_0^h$ be an approximation of the initial condition $u_0$. The initial mesh $\mathcal{T}_h^0$ used to build $V_0^h$ can differ from the mesh $\mathcal{T}_h^1$ used in the first time interval $I_1$.

For brevity, we only present the fully discrete problem on each time interval, i.e., resulting from the space discretization of (3.7). For all $n = 1, \ldots, N$, the local, fully discrete problem on $I_n$ reads: Find $u_{\tau h}|_{I_n} \in \mathbb{P}_k(I_n, V_h^n)$ such that, for all $v_{\tau h} \in \mathbb{P}_k(I_n, V_h^n)$,

$$\int_{I_n} (\partial_t u_{\tau h} + A_h^n u_{\tau h}, v_{\tau h})_L \ dt + ([u_{\tau h}]_{n-1}, v_{\tau h}(t_{n-1}^+))_L = Q_n((f, v_{\tau h})_L). \tag{3.27}$$

We now derive a useful result allowing us to rewrite the fully discrete scheme (3.27) using the lifting operator $L_\tau$ introduced in Section 3.2.

**Lemma 3.2.** For all $n = 1, \ldots, N$, (3.27) is equivalent to

$$\int_{I_n} (\partial_t L_\tau u_{\tau h} + A_h^n u_{\tau h}, v_{\tau h})_L \ dt = Q_n((f, v_{\tau h})_L) \quad \forall v_{\tau h} \in \mathbb{P}_k(I_n, V_h^n). \tag{3.28}$$

**Proof.** For all $n = 1, \ldots, N$, using integration by parts for the $\partial_t$-term, we obtain

$$\int_{I_n} (\partial_t L_\tau u_{\tau h}, v_{\tau h})_L \ dt = \int_{I_n} (\partial_t u_{\tau h}, v_{\tau h})_L \ dt + \int_{I_n} ([u_{\tau h}]_{n-1} \partial_n, \partial_t v_{\tau h})_L \ dt + ([u_{\tau h}]_{n-1}, v_{\tau h}(t_{n-1}^+))_L,$n$$

since $\vartheta_n(t_{n-1}) = 1$ and $\vartheta_n(t_n) = 0$. The integrand of the second integral in the right-hand side is in $\mathbb{P}_k(I_n, \mathbb{R})$. Then, the $(k+1)$-point right-sided Gauss–Radau quadrature formula is exact and the integrand vanishes. \[\square\]

4. Preparation for the error analysis

4.1. **Basic stability result.** To state the consistency properties of the fully discrete problem, it is convenient to define, in each time interval $I_n$, $n = 1, \ldots, N$, the bilinear form

$$\tilde{B}_h^n(w, v) := Q_n((\partial_t w, v)_L) + Q_n((A_h^n w, v)_L), \tag{4.1}$$

where $v \in C^1(\mathcal{M}_\tau, L)$ and $w$ must satisfy the following smoothness conditions, expressed as $w \in \mathcal{X}$ with

$$\mathcal{X} := \left\{ w : I \to L; \ w(t_{n,\mu}) \in W + V_h^n, \partial_t w|_{I_n}(t_{n,\mu}) \in L, \right\} \quad \forall \mu = 1, \ldots, k + 1, n = 1, \ldots, N,$

where $t_{n,\mu} \in I_n$ are the right-sided Gauss–Radau integration points. Note that, although the function $w = L_\tau u_{\tau h}$ restricted to $I_n$ is in $\mathbb{P}_{k+1}(I_n, V_h^{n-1} + V_h^n)$, this function satisfies $w(t_{n,\mu}) \in V_h^n$ owing to (3.14); hence, $w \in \mathcal{X}$. The bilinear form $\tilde{B}_h^n$ is closely related to the fully discrete problem, as we now show.

**Lemma 4.1.** The fully discrete solution $u_{\tau h} \in X_{\tau h}^k$ is such that, for all $n = 1, \ldots, N$,

$$\tilde{B}_h^n(L_\tau u_{\tau h}, v_{\tau h}) = Q_n((f, v_{\tau h})_L) \quad \forall v_{\tau h} \in \mathbb{P}_k(I_n, V_h^n). \tag{4.3}$$
Proof. Using definition (4.1) yields
\[ \tilde{B}_n^h(\mathcal{L}_r u_{\tau h}, v_{\tau h}) = Q_n(\partial_t \mathcal{L}_r u_{\tau h}, v_{\tau h})_L + Q_n(A_n^h \mathcal{L}_r u_{\tau h}, v_{\tau h})_L. \]
Since \((\partial_t \mathcal{L}_r u_{\tau h}, v_{\tau h})_L\) is in \(P_{2k}(I_n)\), we obtain
\[ Q_n((\partial_t \mathcal{L}_r u_{\tau h}, v_{\tau h})_L) = \int_{I_n} (\partial_t \mathcal{L}_r u_{\tau h}, v_{\tau h})_L \, dt. \]
Moreover, using (3.14) and since \((A_n^h \mathcal{L}_r u_{\tau h}, v_{\tau h})_L\) is in \(P_{2k}(I_n, \mathbb{R})\), we infer that
\[ Q_n((A_n^h \mathcal{L}_r u_{\tau h}, v_{\tau h})_L) = \int_{I_n} (A_n^h \mathcal{L}_r u_{\tau h}, v_{\tau h})_L \, dt. \]
We conclude using (3.28).

The discrete bilinear form \(\tilde{B}_n^h\) satisfies a basic stability result which is the starting point of our error analysis.

Lemma 4.2 (Stability). For given \(w \in C^0(\overline{I}, L) \cap X_{k+1}(L) \cap \overline{X}\), let \(I_{\tau}^{GR} w \in X_k^r(L)\) be defined in (3.8). Then, for all \(n = 1, \ldots, N\), the following bound holds:
\[ (4.4) \quad \tilde{B}_n^h(w, I_{\tau}^{GR} w) \geq \frac{1}{2}\|w(t_n)\|_L^2 - \frac{1}{2}\|w(t_{n-1})\|_L^2 + \frac{1}{2}\|I_{\tau}^{GR} w\|_{n-1}^2 + \alpha Q_n(\|w\|_n^2). \]

Proof. Using definition (4.1) yields
\[ \tilde{B}_n^h(w, I_{\tau}^{GR} w) = Q_n((\partial_t w, I_{\tau}^{GR} w)_L) + Q_n((A_n^h w, I_{\tau}^{GR} w)_L). \]
Concerning the first term in the right-hand side, since the integrand is in \(P_{2k}(I_n, \mathbb{R})\), we obtain \(Q_n((\partial_t w, I_{\tau}^{GR} w)_L) = \int_{I_n} (\partial_t w, I_{\tau}^{GR} w)_L \, dt.\) Moreover, since \(w \in P_{k+1}(I_n, L)\), we observe that \(w(t) = I_{\tau}^{GR} w(t) + d_{n-1} \vartheta_n(t)\) with \(d_{n-1} := w(t_{n-1}) - I_{\tau}^{GR} w(t_{n-1}) = -[I_{\tau}^{GR} w]_{n-1}, t \in I_n\) and \(\vartheta_n\) defined in (3.13). This implies
\[ Q_n((\partial_t w, I_{\tau}^{GR} w)_L) = \int_{I_n} (\partial_t w, w - d_{n-1} \vartheta_n)_L \, dt \]
\[ = \int_{I_n} (\partial_t w, w)_L \, dt - \int_{I_n} (\partial_t w, d_{n-1} \vartheta_n)_L \, dt \]
\[ = \int_{I_n} \frac{1}{2} \frac{d}{dt}\|w\|_L^2 \, dt - \int_{I_n} (\partial_t I_{\tau}^{GR} w + d_{n-1} \partial_t \vartheta_n, d_{n-1} \vartheta_n)_L \, dt \]
\[ = \int_{I_n} \frac{1}{2} \frac{d}{dt}\|w\|_L^2 \, dt - \|d_{n-1}\|_L^2 \int_{I_n} \frac{1}{2} \frac{d}{dt}\|\vartheta_n\|_L^2 \, dt, \]
since \(\int_{I_n} (\partial_t I_{\tau}^{GR} w, d_{n-1} \vartheta_n)_L \, dt = 0\) being the integrand in \(P_{2k}(I_n, \mathbb{R})\) and vanishing at all right-sided Gauss–Radau integration points in \(I_n\). As a result,
\[ Q_n((\partial_t w, I_{\tau}^{GR} w)_L) = \frac{1}{2}\|w(t_n)\|_L^2 - \frac{1}{2}\|w(t_{n-1})\|_L^2 + \frac{1}{2}\|d_{n-1}\|_L^2. \]
Furthermore, using (3.17) (discrete coercivity) and since \(w\) and \(I_{\tau}^{GR} w\) coincide at all \(t_{n, \mu}, \mu = 1, \ldots, k + 1\), we infer that
\[ Q_n((A_n^h w, I_{\tau}^{GR} w)_L) = Q_n((A_n^h I_{\tau}^{GR} w, I_{\tau}^{GR} w)_L) \geq \alpha Q_n(\|I_{\tau}^{GR} w\|_n^2) = \alpha Q_n(\|w\|_n^2), \]
whence the assertion follows. \(\square\)
4.2. Construction of a special interpolate in time. In this section, we assume $k \geq 1$. Let $B$ be a Banach space, typically $B \in \{L, V\}$. For a function $u \in C^1(\bar{I}, B)$, we define a time-polynomial interpolate $\mathcal{R}^k u \in C^0(\bar{I}, B)$ whose restriction to $I_n = (t_{n-1}, t_n]$ is in $\mathbb{P}_{k+1}(I_n, B)$. We first choose a Lagrange/Hermite interpolate $I_k^{k+2} u \in C^0(\bar{I}, B)$ such that, for all $n = 1, \ldots, N$, $I_k^{k+2} u|_{I_n} \in \mathbb{P}_{k+2}(I_n, B)$ and

$$I_k^{k+2} u(t_n) = u(t_n)$$

and finally we set

$$\partial_t I_k^{k+2} u(t_n) = \partial_t u(t_n) \quad \forall n = 0, \ldots, N.$$

For $k = 1$, these conditions fully determine $I_k^{k+2} u$ (for $k = 0$, the above construction is not possible), while, for $k \geq 2$, values at, say, additional Lagrange nodes can be prescribed inside each $I_n$ so that, assuming $u$ smooth enough,

$$\left| \partial_t u - \partial_t I_k^{k+2} u \right|_{C^0(I_n, B)} \lesssim \tau_n^{k+2} |u|_{C^{k+2}(I_n, B)},$$

$$\left| \partial_t^2 u - \partial_t^2 I_k^{k+2} u \right|_{C^0(I_n, B)} \lesssim \tau_n^{k+1} |u|_{C^{k+2}(I_n, B)}.$$

Then, we define $R_k^{k+1} u|_{I_n} \in \mathbb{P}_{k+1}(I_n, B)$ by means of the $(k + 2)$ conditions

$$\partial_t R_k^{k+1} u(t_{n, \mu}) = \partial_t I_k^{k+2} u(t_{n, \mu}) \quad \forall \mu = 1, \ldots, k + 1,$$

$$R_k^{k+1} u(t_{n, -1}) = I_k^{k+2} u(t_{n-1}),$$

and finally we set $R_k^{k+1} u(0) = u(0) = u_0$.

**Lemma 4.3.** Assume $k \geq 1$. The function $R_k^{k+1} u$ is continuous in time on $\bar{I}$ with $R_k^{k+1} u(t_n) = u(t_n)$ for all $n = 0, \ldots, N$.

**Proof.** The function $R_k^{k+1} u$ is continuous at $0$ since $R_k^{k+1} u(0^+) = I_k^{k+2} u(0) = u(0) = R_k^{k+1} u(0)$. Let now $n = 1, \ldots, N$. From (4.7) and (4.8), we obtain for an arbitrary time-independent test function $v \in L$

$$(R_k^{k+1} u(t_n), v)_L = (I_k^{k+2} u(t_{n-1}), v)_L + \int_{I_n} (\partial_t R_k^{k+1} u, v)_L dt$$

$$= (I_k^{k+2} u(t_{n-1}), v)_L + Q_n((\partial_t R_k^{k+1} u, v)_L)$$

$$= (I_k^{k+2} u(t_{n-1}), v)_L + Q_n((\partial_t I_k^{k+2} u, v)_L).$$

Since $\partial_t I_k^{k+2} u$ is in $\mathbb{P}_{k+1}(I_n, B)$ and $k + 1 \leq 2k$ for all $k \geq 1$, we obtain $Q_n((\partial_t I_k^{k+2} u, v)_L) = \int_{I_n} (\partial_t I_k^{k+2} u, v)_L dt$. As a result,

$$(R_k^{k+1} u(t_n), v)_L = (I_k^{k+2} u(t_{n-1}), v)_L + \int_{I_n} (\partial_t I_k^{k+2} u, v)_L dt = (I_k^{k+2} u(t_n), v)_L,$$

proving the assertion. \(\square\)

**Lemma 4.4.** Assume $k \geq 1$. For all $n = 1, \ldots, N$ and all $u \in C^{k+2}(\bar{I}_n, B)$, the following bound holds:

$$\left| u - R_k^{k+1} u \right|_{C^0(\bar{I}_n, B)} \lesssim \tau_n^{k+2} |u|_{C^{k+2}(\bar{I}_n, B)}.$$ 

Moreover, the bound $\left| R_k^{k+1} u \right|_{C^0(\bar{I}_n, B)} \lesssim \|u\|_{C^0(\bar{I}_n, B)} + \tau_n |u|_{C^1(\bar{I}_n, B)}$ holds for all $u \in C^1(\bar{I}_n, B)$.

**Proof.** See appendix. \(\square\)

**Corollary 4.5.** Assume $k \geq 1$. For all $n = 1, \ldots, N$ and all $u \in C^{k+2}(\bar{I}_n, B)$, the following bound holds:

$$\left| \partial_t u - \partial_t R_k^{k+1} u \right|_{C^0(\bar{I}_n, B)} \lesssim \tau_n^{k+1} |u|_{C^{k+2}(\bar{I}_n, B)}.$$ 

Moreover, the bound $\left| \partial_t R_k^{k+1} u \right|_{C^0(\bar{I}_n, B)} \lesssim |u|_{C^1(\bar{I}_n, B)}$ holds for all $u \in C^1(\bar{I}_n, B)$.
Proof. Let \( L_{k+1}^k u \) be the Lagrange interpolate of \( u \) in \( \mathbb{P}_{k+1}(I_n, B) \) based on the \((k+1)\) right-sided Gauss–Radau integration points on each \( I_n \) and the left endpoint \( t_{n-1} \). Then,

\[
\| \partial_t (u - R_{k+1}^k u) \|_{C^0(I_n, B)} \leq \| \partial_t (u - L_{k+1}^k u) \|_{C^0(I_n, B)} + \| \partial_t (L_{k+1}^k u - R_{k+1}^k u) \|_{C^0(I_n, B)} \\
\lesssim \tau_n^{k+1} |u|_{C^{k+2}(I_n, B)} + \tau_n^{-1} \| L_{k+1}^k u - R_{k+1}^k u \|_{C^0(I_n, B)},
\]

and using the triangle inequality, we infer that

\[
\| L_{k+1}^k u - R_{k+1}^k u \|_{C^0(I_n, B)} \leq \| L_{k+1}^k u - u \|_{C^0(I_n, B)} + \| u - R_{k+1}^k u \|_{C^0(I_n, B)} \\
\lesssim \tau_n^{k+2} |u|_{C^{k+2}(I_n, B)},
\]

thereby proving (4.10). To prove the stability bound, we use the \( C^0 \)-stability of \( R_{k+1}^k \) from Lemma 4.4, the fact that \( R_{k+1}^k \) preserves constant functions, and an inverse inequality to infer that \( \| \partial_t R_{k+1}^k u \|_{C^0(I_n, B)} = \| \partial_t R_{k+1}^k (u - u(t_n)) \|_{C^0(I_n, B)} \lesssim \tau_n^{-1} \| R_{k+1}^k (u - u(t_n)) \|_{C^0(I_n, B)} \lesssim \tau_n^{-1} \| u - u(t_n) \|_{C^0(I_n, B)} + |u|_{C^1(I_n, B)}, \) and the first term in the right-hand side is bounded by \( |u|_{C^1(I_n, B)} \). This completes the proof. \( \square \)

5. \( L^2 \)-NORM ERROR ESTIMATES

This section is devoted to the \( L^\infty(L^2) \) and \( L^2(L^2) \) error estimates, first for static and then for time-varying meshes. Our main goal is to estimate the error defined as

\[
\bar{e}(t) := u(t) - \mathcal{L}_t u_{\text{th}}(t) \quad \forall t \in \bar{I}.
\]

We observe that the error is evaluated using the post-processed solution \( \mathcal{L}_t u_{\text{th}} \) and that \( \bar{e} \) is continuous in time on \( \bar{I} \) and, moreover, \( \bar{e} \in \bar{X} \), see (4.2), if we assume for our analysis that the exact solution \( u \) has at least the regularity \( u \in C^0(\bar{I}, W) \cap C^1(\bar{I}, L) \).

Throughout this section, we assume \( k \geq 1 \). The case \( k = 0 \) corresponding to the implicit Euler scheme is briefly discussed in Remark 5.8. We start with the following consistency result.

Lemma 5.1 (Consistency). Assume \( u \in C^0(\bar{I}, W) \cap C^1(\bar{I}, L) \). For all \( n = 1, \ldots, N \), the following equality holds:

\[
\tilde{B}_h^n(\bar{e}, v_{\text{th}}) = 0 \quad \forall v_{\text{th}} \in X_{\text{th}}^k.
\]

Proof. We recall from Lemma 4.1 that, for all \( n = 1, \ldots, N \) and all \( v_{\text{th}} \in \mathbb{P}_h(I_n, V_h) \),

\[
\tilde{B}_h^n(\mathcal{L}_t u_{\text{th}}, v_{\text{th}}) = Q_n((f, v_{\text{th}})_L). \]

Moreover, since the exact solution satisfies

\[
\partial_t u(t_{n, \mu}) + A u(t_{n, \mu}) = f(t_{n, \mu}) \quad \text{for all } \mu = 1, \ldots, k + 1,
\]

we infer using the consistency of \( A_h \), see (3.16), that

\[
\tilde{B}_h^n(u, v_{\text{th}}) = Q_n((\partial_t u + A_h u, v_{\text{th}})_L) = Q_n((\partial_t u + A u, v_{\text{th}})_L) = Q_n((f, v_{\text{th}})_L),
\]

whence the assertion follows. \( \square \)

5.1. Static meshes. In the case of static meshes, we drop the superscript \( n \) on the mesh \( \mathbb{T}_h \), the finite element space \( V_h \), and the discrete differential operator \( A_h \).

Our analysis hinges on the following error decomposition:

\[
\bar{e}(t) = \underbrace{(u(t) - P_h R_{k+1}^k u(t))}_{= \gamma(t)} + \underbrace{(P_h R_{k+1}^k u(t) - \mathcal{L}_t u_{\text{th}}(t))}_{= \bar{e}_{\text{th}}(t)} \quad \forall t \in \bar{I},
\]

in the case of static meshes.
observing that both \( \eta \) and \( \tilde{e}_{\tau h} \) are continuous in time on \( \tilde{I} \). The function \( \eta \) is referred to as the interpolation error. Note that both \( \eta \) as well as \( \tilde{e}_{\tau h} \) are in the space \( \tilde{X} \), see (4.2), so that they can be used as arguments in the bilinear form \( \tilde{B}_h^u \).

**Lemma 5.2 (Boundedness).** For all \( n = 1, \ldots, N \), the following bound holds:

\[
\left| \tilde{B}_h^u(\eta, v_{\tau h}) \right| \lesssim \left\{ (E_n^T(u))^2 + (E_n^S(u))^2 \right\}^{1/2} \left\{ Q_n(\|v_{\tau h}\|_2^2) \right\}^{1/2},
\]

with the time and space errors respectively given by

\[
(E_n^T(u))^2 = Q_n(\|\partial_t(u - I_{\tau h}^{k+2}u)\|_L^2 + \|u - R_{\tau h}^{k+1}u\|_V^2),
\]

\[
(E_n^S(u))^2 = Q_n(\|R_{\tau h}^{k+1}u - P_h R_{\tau h}^{k+1}u\|_{B_n^h,\tilde{T}}^2).
\]

**Proof.** We decompose \( \tilde{B}_h^u(\eta, v_{\tau h}) \) as

\[
\tilde{B}_h^u(\eta, v_{\tau h}) = Q_n(\partial_t(u - P_h R_{\tau h}^{k+1}u), v_{\tau h})_L + Q_n((A_h(u - R_{\tau h}^{k+1}u), v_{\tau h})_L)
\]

\[
+ Q_n((A_h(R_{\tau h}^{k+1}u - P_h R_{\tau h}^{k+1}u), v_{\tau h})_L) =: T_1 + T_2 + T_3.
\]

Concerning \( T_1 \), we can drop the projection \( P_h \) and use the property (4.7) of \( R_{\tau h}^{k+1} \) followed by the Cauchy–Schwarz inequality to infer that

\[
|T_1| \leq \left\{ Q_n(\|\partial_t(u - I_{\tau h}^{k+2}u)\|_L^2) \right\}^{1/2} \left\{ Q_n(\|v_{\tau h}\|_2^2) \right\}^{1/2}.
\]

Concerning \( T_2 \), since \( (u - R_{\tau h}^{k+1}u) \) is in \( W \), the consistency of the discrete operator \( A_h \) together with the Cauchy–Schwarz inequality and the boundedness of \( A \) lead to

\[
|T_2| = |Q_n((A(u - R_{\tau h}^{k+1}u), v_{\tau h})_L)| \lesssim \left\{ Q_n(\|u - R_{\tau h}^{k+1}u\|_L^2) \right\}^{1/2} \left\{ Q_n(\|v_{\tau h}\|_2^2) \right\}^{1/2}.
\]

Concerning \( T_3 \), we use boundedness on orthogonal subscales, see (3.18), to infer that

\[
|T_3| \lesssim \left\{ Q_n(\|R_{\tau h}^{k+1}u - P_h R_{\tau h}^{k+1}u\|_{B_n^h,\tilde{T}}^2) \right\}^{1/2} \left\{ Q_n(\|v_{\tau h}\|_2^2) \right\}^{1/2}.
\]

Collecting the above bounds yields the assertion since \( \|\cdot\|_L \lesssim \|\cdot\| \), see (3.19). □

**Lemma 5.3 (Estimates on \( e_{\tau h} \)).** For all \( m = 1, \ldots, N \), the following bound holds:

\[
\|e_{\tau h}(t_m)\|_{L}^2 + \sum_{n=1}^m Q_n(\|e_{\tau h}\|_2^2) \lesssim \left( E_0 \right)^2 + \sum_{n=1}^m \left\{ (E_n^T(u))^2 + (E_n^S(u))^2 \right\},
\]

with initial error \( E_0 = \|P_h u_0 - u_0\|_L \). Moreover, assuming \( \tau_n \lesssim \tau_{n-1} \) for all \( n = 2, \ldots, N \) and \( \tau_1 \lesssim 1 \), the following bound holds:

\[
\|e_{\tau h}\|_{L^2(I,L)}^2 \lesssim \left( E_0 \right)^2 + \sum_{n=1}^N \left\{ (E_n^T(u))^2 + (E_n^S(u))^2 \right\}.
\]

**Proof.** Owing to Lemma 5.1 (consistency) and the error decomposition (5.3), we infer that \( \tilde{B}_h^u(e_{\tau h}, v_{\tau h}) = -\tilde{B}_h^u(\eta, v_{\tau h}) \), so that using Lemma 5.2 leads to

\[
\tilde{B}_h^u(e_{\tau h}, v_{\tau h}) \lesssim \left\{ (E_n^T(u))^2 + (E_n^S(u))^2 \right\}^{1/2} \left\{ Q_n(\|v_{\tau h}\|_2^2) \right\}^{1/2}.
\]

Setting \( v_{\tau h} = I_{\tau h}^{GR} e_{\tau h} \) and using the stability property of \( \tilde{B}_h^u \) stated in Lemma 4.2 for \( w = e_{\tau h} \) together with the continuity in time of \( e_{\tau h} \) and a Young inequality, we infer that

\[
\frac{1}{2} \|e_{\tau h}(t_n)\|_2^2 - \frac{1}{2} \|e_{\tau h}(t_{n-1})\|_2^2 + Q_n(\|e_{\tau h}\|_2^2) \lesssim (E_n^T(u))^2 + (E_n^S(u))^2,
\]
where we have dropped the nonnegative jump term at \( t_{n-1} \) from the stability property. Taking an arbitrary \( m = 1, \ldots, N \) and summing the above inequality from \( n = 1 \) to \( m \) leads to (5.7) since \( \tilde{e}_{\tau h}(0) = P_h u_0 - u_{0h} \). To prove (5.8), we start with the estimate

\[
\|w_\tau\|^2_{L^2(I_n, L)} \lesssim Q_n(\|w_\tau\|^2_{\tilde{L}^2}) + \tau_n \|w_\tau(t_{n-1})\|^2_{\tilde{L}} \quad \forall w_\tau \in \mathbb{P}_{k+1}(I_n, L),
\]

which follows by transformation from \( \tilde{I}_n \) to the reference interval \( \tilde{I} = [-1, 1] \) and application of a norm equivalence on the time polynomial space \( \mathbb{P}_{k+1}(\tilde{I}, L) \). Applying this inequality to \( \tilde{e}_{\tau h} \), which is continuous in time, leads to

\[
\|\tilde{e}_{\tau h}\|^2_{L^2(I_n, L)} \lesssim Q_n(\|\tilde{e}_{\tau h}\|^2_{\tilde{L}^2}) + \tau_n \|\tilde{e}_{\tau h}(t_{n-1})\|^2_{\tilde{L}}.
\]

Summing this bound from \( n = 1 \) to \( N \) and observing that, for all \( n \geq 2 \),

\[
\tau_n \|\tilde{e}_{\tau h}(t_{n-1})\|^2_{\tilde{L}} \lesssim \tau_{n-1} \|\tilde{e}_{\tau h}(t_{n-1})\|^2_{\tilde{L}} \lesssim Q_{n-1}(\|\tilde{e}_{\tau h}\|^2_{\tilde{L}^2})
\]

since \( \tau_n \lesssim \tau_{n-1} \) and \( t_{n-1,k+1} = t_{n-1} \), we infer that

\[
\|\tilde{e}_{\tau h}\|^2_{L^2(I, L)} \lesssim \sum_{n=1}^{N} Q_n(\|\tilde{e}_{\tau h}\|^2_{\tilde{L}^2}) + \tau_1 \|\tilde{e}_{\tau h}(0)\|^2_{\tilde{L}},
\]

whence (5.8) follows since \( \tau_1 \lesssim 1 \).

\[\square\]

**Theorem 5.4 (L^2-error estimate).** Let \( u \) be the exact solution and let \( u_{\tau h} \) be the fully discrete solution. Assume \( k \geq 1 \) and \( \tau_n \lesssim 1 \) for all \( n = 1, \ldots, N \). Assume (H) in the case of conforming FEM. Then, for the error \( \tilde{e}(t) \) defined in (5.1), the following bound holds for all \( m = 1, \ldots, N \),

\[
\|\tilde{e}(t_m)\|^2_{\tilde{L}^2(I_n, L)} \leq (E_0)^2 + (E_m)^2 + \tau_m \max_{1 \leq n \leq m} \left\{ C_n^T(u) \tau_n^{2(k+2)} + C_n^S(u) h^{2r+1} \right\} + C_m^t(u) h^{2(r+1)},
\]

where \( C_n^T(u) := |u|^2_{C^k+2(I_n, L)} + |u|^2_{C^k+2(I_n, V)} \), \( C_n^S(u) := \|u\|^2_{C_n(I_n,H^{r+1}(\Omega))} \), and \( C_m^t(u) := |u(t_m)|^2_{H^{r+1}(\Omega)} \).

Moreover, assuming \( \tau_n \lesssim \tau_{n-1} \) for all \( n = 2, \ldots, N \), the following bound holds:

\[
\|\tilde{e}\|^2_{L^2(I, L)} \leq (E_0)^2 + T \max_{1 \leq n \leq N} \left\{ C_n^T(u) \tau_n^{2(k+2)} + C_n^S(u) h^{2(r+1)} \right\}.
\]

**Proof.** From definitions (5.5)-(5.6) of \( E_n^T(u) \) and \( E_n^S(u) \) for all \( n = 1, \ldots, N \), we infer that

\[
(E_n^T(u))^2 \lesssim \tau_n \left( \tau_n^{2(k+2)} |u|^2_{C^k+2(I_n, L)} + \tau_n^{2(k+2)} |u|^2_{C^k+2(I_n, V)} \right),
\]

\[
(E_n^S(u))^2 \lesssim \tau_n h^{2r+1} \|u\|^2_{C_n(I_n,H^{r+1}(\Omega))},
\]

where the bound on \( E_n^T(u) \) results from (4.5) with \( B = L \) and (4.9) with \( B = V \), and that on \( E_n^S(u) \) from the approximation property (3.25) of \( P_h \) combined with the stability of \( R_h^{r+1} \) from Lemma 4.4 with \( B = H^{r+1}(\Omega) \) and the assumption \( \tau_n \lesssim 1 \). Moreover, recalling the error decomposition (5.3), we observe that, for all \( n = 1, \ldots, N \),

\[
\|\eta(t_n)\|_{L} = \|u(t_n) - P_h R_h^{r+1} u(t_n)\|_{L} = \|u(t_n) - P_h u(t_n)\|_{L} \lesssim h^{r+1} |u(t_n)|_{H^{r+1}(\Omega)},
\]
where we used Lemma 4.3, and
\[
\|\eta\|^2_{L^2(I_n,L)} = \|u - P_h R^{k+1} u\|_{L^2(I_n,L)}^2
\leq 2\|u - P_h u\|_{L^2(I_n,L)}^2 + 2\|P_h (u - R^{k+1}_\tau u)\|_{L^2(I_n,L)}^2
\leq 2\|u - P_h u\|_{L^2(I_n,L)}^2 + 2\|u - R^{k+1}_\tau u\|_{L^2(I_n,L)}^2
\leq \tau_n \left( h^{2(r+1)} \|\tilde{c}_0\|^2_{C^0(I_n,H^{r+1}(\Omega))} + \tau_n^{2(k+2)} \|\tilde{c}_k\|^2_{L^2(I_n,L)} \right).
\]

We conclude using Lemma 5.3 and the triangle inequality, as well as $h \leq \text{diam}(\Omega) \lesssim 1$ and $\| \cdot \| \leq \| \cdot \|_V$ for (5.10).

\textbf{Remark 5.5 (Assumption on the time steps).} The assumption $\tau_n \lesssim \tau_{n-1}$ is quite mild; it means that the time step can be increased at most by a uniformly bounded factor. The assumption $\tau_n \lesssim 1$ is also quite mild; it means that the time steps resolve the fastest time scale present in the governing equations, which is here given by $\min(\mu_0, L_\beta)$ with $\mu_0$ from (2.2) and $L_\beta$ the Lipschitz constant of $\beta$.

\textbf{Remark 5.6 (Initial error).} The initial error $E_0$ vanishes when the discrete initial condition is chosen to be $u_{0h} = P_h u_0$. Otherwise, this error is typically of order $h^{r+1}$ if $u_0$ is smooth enough.

\textbf{Remark 5.7 (Estimate on the error $(u - u_{th})$).} Since $\tilde{c}(t_m) = u(t_m) - L_{\tau} u_{th}(t_m) = u(t_m) - u_{th}(t_m)$ for all $m = 1, \ldots, N$, the right-hand side of (5.9) also bounds the error $\|u(t_m) - u_{th}(t_m)\|_{L^1}$ showing that a superconvergent $L^2$-error estimate of order $(\tau^{k+2} + h^{r+1/2})$ also holds under the assumptions of Theorem 5.4 for the original fully discrete solution $u_{th}$ at the discrete nodes defining the time partition. Instead, the bound on $\|u - u_{th}\|_{L^2(I,L)}$ is of order $(\tau^{k+1} + h^{r+1/2})$, which is optimal with respect to $\tau$. This bound can be derived from
\[
\|I^\text{GR}_\tau u - u_{th}\|^2_{L^2(I_n,L)} = Q_n(\|I^\text{GR}_\tau u - u_{th}\|^2_2) = Q_n(\|\tilde{e}\|^2_2) \lesssim Q_n(\|\tilde{e}_{th}\|^2_2) + Q_n(\|\eta\|^2_2),
\]
where $\tilde{e}$, $\tilde{e}_{th}$, and $\eta$ are defined in (5.3). The sum over all $n = 1, \ldots, N$ yields as in the previous analysis the same upper bound as the right-hand side of (5.10). Then, invoking the triangle inequality $\|u - u_{th}\|_{L^2(I,L)} \leq \|u - I^\text{GR}_\tau u\|_{L^2(I,L)} + \|I^\text{GR}_\tau u - u_{th}\|_{L^2(I,L)}$ yields the claim. Finally, since $[u_{th}]_{n-1} \partial_n(t) = u_{th}(t) - L_{\tau} u_{th}(t)$ for all $t \in I_n$, we infer by means of the triangle inequality the same bound for the jump seminorm $\left( \sum_{n=1}^N \|u_{th} - u_{th, n-1}\|^2_2 \right)^{1/2}$.

\textbf{Remark 5.8 (Implicit Euler).} For $k = 0$, the interpolate $R^{k+1}_\tau u$ is not available since the construction of Section 4.2 requires $k \geq 1$. The analysis proceeds by replacing in the above proofs $R^{k+1}_\tau u$ by the piecewise affine Lagrange interpolate of $u$ in time and leads to an error bound of order $(\tau + h^{r+1/2})$ for the error $\tilde{e}$ in the $L^2$ norm at the discrete times defining the time partition and in the $L^2(I,L)$ norm.

\subsection*{5.2. Time-varying meshes.} Now, we allow that, on each time interval $I_n = (t_{n-1}, t_n]$, we can have a new mesh $T^n_h$, which can be created from the previous mesh $T^{n-1}_h$ by means of local refinements and derefinements. Therefore, it is necessary to use the superscript $n$ also for the finite element space $V^n_h$ and the discrete differential operator $A^n_h$. By $h_n$ we denote the maximum of all diameters $h_K$ of the mesh cells $K \in T^n_h$. For each $n = 0, 1, \ldots, N$, let $P^n_h : L \to V^n_h$ denote the $L^2$-projector onto $V^n_h$. For a time-dependent function $w : I \to L$, we define its space projection
Error estimates with projection error. Recall the error \( \tilde{e}(t) \) defined in (5.1). In the case of time-varying meshes, the decomposition (5.3) of the error \( \tilde{e}(t) \) has to be modified as

\[
\tilde{e}(t) = \left( u(t) - L_\tau P_h P^{k+1}_h u(t) \right) + \left( L_\tau P_h P^{k+1}_h u(t) - L_\tau u_{\text{ch}}(t) \right) =: \eta(t) + \varepsilon_{\text{ch}}(t) \quad \forall t \in \bar{I},
\]

where the use of the lifting operator in the definition of \( \eta \) allows us to recover a continuous function in time. We can write \( \eta(t) \) for \( t \in I_n \) as

\[
\eta(t) = \left( u(t) - P^n_h P^{k+1}_h u(t) \right) + [P_h u]_{n-1} \vartheta_n(t),
\]

where we have used that \( P^{k+1}_h u(t_{n-1}) = u(t_{n-1}) \) and \( \eta^{\text{old}}(t) \) denotes the interpolation error used for the \( L^2 \)-analysis in the case of static meshes. The part \([P_h u]_{n-1}\) leads to an extra term in the error analysis for time-varying meshes and can be regarded as the projection error for the time interval \( I_n \). Note that again \( \eta \) and \( \varepsilon_{\text{ch}} \) are contained in the space \( \hat{X} \) defined in (4.2). Let \( \Pi^{-1}_h : V^{n-1}_h + V^n_h \rightarrow V^{n-1}_h \) denote an \( L^2 \)-stable, linear quasi-interpolation operator satisfying the following properties:

\[
(5.14) \quad \Pi^{-1}_h v_h = v_h, \quad \forall v_h \in V^{n-1}_h, \\
(5.15) \quad ||\Pi^{-1}_h v_h||_L \lesssim ||v_h||_L, \quad \forall v_h \in V^{n-1}_h + V^n_h.
\]

**Lemma 5.9 (Boundedness).** For all \( n = 1, \ldots, N \), the following bound holds:

\[
(5.16) \quad |\hat{B}_h^n(\eta, v_{\text{ch}})| \lesssim \left\{ (E^n(u))^2 + (E^n_S(u))^2 \right\}^{1/2} \left\{ Q_n \left( \|v_{\text{ch}}\|_n \|v_{\text{ch}}\|_{n-1} \right) \right\}^{1/2} + E^n_p(u) ||v_{\text{ch}}||_{n-1}||L|, \\
\]

with \( E^n(u) \) given by (5.5), \( (E^n_S(u))^2 := Q_n \left( \|R^{k+1}_P u - P^n_h P^{k+1}_h u\|_{h, n}^2 \right) \), and the local projection error defined by

\[
(5.17) \quad E^n_p(u) := \sup_{v_h \in V^n_h} \frac{u(t_{n-1}) - P^n_h u(t_{n-1})}{v_h - \Pi^{-1}_h v_h}_L, \\
\]

with the convention that the ratio is zero if \( v_h \in V^{n-1}_h \), which means, in particular, that \( E^n_p(u) = 0 \) in the case that \( V^n_h \subset V^{n-1}_h \).
Proof. Since \( \vartheta_n \) vanishes at the \((k+1)\) right-sided Gauss–Radau integration points, we can decompose \( \tilde{B}_h^n(\eta, v_{\text{th}}) \) as

\[
\tilde{B}_h^n(\eta, v_{\text{th}}) = \tilde{B}_h^n(\eta^\text{old}, v_{\text{th}}) + \tilde{B}_h^n([P_h u]_{n-1} \vartheta_n, v_{\text{th}}) = (T_1 + T_2 + T_3) + Q_n([P_h u]_{n-1} \vartheta_n, v_{\text{th}})_L, =: T_4
\]
Moreover, assuming \( \tau_n \lesssim \tau_{n-1} \) for all \( n = 2, \ldots, N \), the following bound holds:

\[
(5.20) \quad \| \bar{e} \|^2_{L^2(I, L)} \lesssim (E_0)^2 + T \max_{1 \leq n \leq N} \left\{ C_n u \tau_n^{2(k+2)} + C_{n} u \hbar^{2r+1} \right\} + (E_{P,N}(u))^2.
\]

**Proof.** Applying Lemma 5.1, we again infer that \( \tilde{B}_h^\mu (\tilde{e}_\tau, v_\tau) = -\tilde{B}_h^\mu (\eta, v_\tau) \), so that Lemma 5.9 leads to

\[
\tilde{B}_h^\mu (\tilde{e}_\tau, v_\tau) \lesssim (E_0^T(u))^2 + (E_0^S(u))^2 \right\}^{1/2} \{ Q_n(\| v_\tau \|_n^2) \}^{1/2} + E_{n}^\mu(u)\| v_\tau \|_{n-1}\| \nabla v_\tau \|_n^2 \}
\]

Since \( \tilde{e}_\tau(t_n, u) \in V_h^n \) for all right-sided Gauss–Radau integration points \( t_n, u \in I_n \), the function \( w = \tilde{e}_\tau \) satisfies the assumption \( w \in C^0(I, L) \cap X_{\tau}^2(\Omega) \cap X_{\tau}^1(\Omega) \) in Lemma 4.2 (stability property of \( \tilde{B}_h^\mu \)) so that by setting \( v_\tau = I^\kappa_h \tilde{e}_\tau \in X_{\tau}^1 \), we infer the lower bound

\[
\tilde{B}_h^\mu (\tilde{e}_\tau, v_\tau) \geq \frac{1}{2} \| \tilde{e}_\tau(t_n) \|_n^2 - \frac{1}{2} \| \tilde{e}_\tau(t_n) \|_n^2 + \frac{1}{2} \| v_\tau \|_{n-1}\| \tilde{e}_\tau \|_n^2 \quad \forall \tilde{e}_\tau \in X_{\tau}^1.
\]

The rest of the proof is similar to that of Theorem 5.4 and is skipped for brevity. \( \square \)

5.2.2. **Bound on the projection error.** Our goal is now to derive estimates on the cumulated projection error \( E_{P,m}(u) \) for all \( m = 1, \ldots, N \). Obviously, \( E_{P,m}(u) = 0 \) if \( V_h^n \subseteq V_h^{n-1} \) for all \( n = 1, \ldots, m \), i.e., if only mesh coarsenings occur from one time interval to the next one. To treat more general situations, we introduce some additional notation.

Let \( n = 1, \ldots, N \). We denote by \( T_h^n \) the subset of the coarse mesh cells in \( T_h \), which are such that either they are in \( T_h^{n-1} \) or they can be decomposed by means of mesh cells from \( T_h^{n-1} \), and by \( T_h^{n,ref} \) the subset of the finer mesh cells in \( T_h \), i.e.,

\[
T_h^{n,coa} := \{ K \in T_h^n ; \exists T \subset T_h^{n-1} : K = \bigcup T \} \quad T_h^{n,ref} := T_h^n \setminus T_h^{n,coa}.
\]

We denote by \( \Omega_{n}^{ref} \) the subset of the domain \( \Omega \) where the mesh \( T_h^n \) is finer than \( T_h^{n-1} \), i.e.,

\[
\Omega_{n}^{ref} := \bigcup_{K \in T_h^{n,ref}} K, \quad h_{n}^{ref} := \max_{K \in T_h^{n,ref}} h_K, \quad |\Omega_{n}^{ref}| \quad \text{denotes the \( d \)-dimensional measure of} \quad \Omega_{n}^{ref}.
\]

We assume that the quasi-interpolation operator \( \Pi_h^n \) has the property that

\[
(v_h - \Pi_h^n v_h) |_{K} = 0 \quad \forall v_h \in V_h^n : \forall K \in T_h^{n,coa}.
\]

All the assumptions (5.14), (5.15) and (5.22) are satisfied if we choose for \( \Pi_h^n v_h \) the standard Lagrange finite element interpolate of \( v_h \in V_h^{n-1} + V_h^n \) defined on the mesh \( T_h^{n-1} \) in the case of conforming FEM or the \( H^2 \)-orthogonal projection of \( v_h \) onto the space \( V_h^{n-1} \) in the case of DG methods where piecewise polynomial spaces are used. We first estimate the local projection error \( E_{P}^n(u) \) defined in (5.17).

**Lemma 5.11 (Local projection error).** The following bounds hold: In the case of DG spaces,

\[
E_{P}^n(u) \lesssim \| \Omega_{n}^{ref} \|^{1/2} (h_{n}^{ref})^{1/2} \left\{ (h_{n}^{ref})^{r+1/2} C_n^{P,S}(u) \right\},
\]

with \( C_n^{P,S}(u) := |u(t_{n-1})|_{W^{r+1,\infty}(\Omega_{n}^{ref})} \), and in the case of conforming FEM, under assumption \( (H) \),

\[
E_{P}^n(u) \lesssim (h_{n}^{ref})^{1/2} \left\{ (h_{n}^{ref})^{r+1/2} C_n^{P,S}(u) \right\},
\]

with \( C_n^{P,S}(u) := |u(t_{n-1})|_{H^{r+1}()} \).
Proof. Owing to (5.22), we infer that \( \|v_h - \Pi_h^{n-1}v_h\|_{L^2(\Omega,\Omega_{ref}^{n-1})} = 0 \) for all \( v_h \in V_h^n \). Hence,
\[
E_h^P(u) \leq \|u(t_{n-1}) - P_h^{n-1}u(t_{n-1})\|_{L^2(\Omega_{ref}^{n-1})}.
\]
In the case of DG methods, we use the bound
\[
\|u(t_{n-1}) - P_h^{n-1}u(t_{n-1})\|_{L^2(\Omega_{ref}^{n-1})} \leq \Omega_{ref}^{1/2}\|u(t_{n-1}) - P_h^{n-1}u(t_{n-1})\|_{L^\infty(\Omega_{ref}^{n-1})},
\]
and the local approximation properties of the \( L^2 \)-orthogonal projection in \( W^{r+1,\infty}(\Omega_{ref}^{n-1}) \) to infer (5.23). In the case of conforming FEM, we observe that
\[
E_h^P(u) \leq (h_n^{ref})^{1/2}\|h^{-1/2}(u(t_{n-1}) - P_h^{n-1}u(t_{n-1}))\|_{L^2(\Omega_{ref}^{n-1})} \leq (h_n^{ref})^{1/2}\|h^{-1/2}(u(t_{n-1}) - P_h^{n-1}u(t_{n-1}))\|_{L^2(\Omega)},
\]
and proceed as in the proof of Lemma 3.1 to conclude. \( \square \)

We now estimate the cumulated projection error. We define the index set \( \mathcal{N}_m^{ref} \) of those \( n \leq m \), where \( V_h^n \) contains some refinement with respect to \( V_h^{n-1} \), and the number \( M_m \) of its elements, i.e.,
\[
(5.25) \quad \mathcal{N}_m^{ref} := \{ n \in \{1, \ldots, m\}; V_h^n \not\subset V_h^{n-1} \}, \quad M_m := \text{card}(\mathcal{N}_m^{ref}).
\]
A straightforward consequence of Lemma 5.11 is the following result.

**Corollary 5.12 (Cumulated projection error).** The following bounds hold for all \( m = 1, \ldots, N \): In the case of DG methods,
\[
(5.26) \quad |E_{P,m}(u)| \lesssim M_m^{1/2} \max_{n \in \mathcal{N}_m^{ref}} \left\{ \Omega_n^{ref}/2(h_n^{ref})^{1/2} (h_n^{ref})^{r+1/2}C_n^{P,S}(u) \right\},
\]
and in the case of conforming FEM under assumption (H),
\[
(5.27) \quad |E_{P,m}(u)| \lesssim M_m^{1/2} \max_{n \in \mathcal{N}_m^{ref}} \left\{ (h_n^{ref})^{1/2} (h_n^{ref})^{r+1/2}C_n^{P,S}(u) \right\}.
\]

**Remark 5.13 (Comparison of (5.23) and (5.24)).** In both estimates, the term between braces has the same order as the other terms stemming from space errors. Note, however, that for DG methods, the constant \( C_n^{P,S}(u) \) and the mesh size depend on \( \Omega_n^{ref} \) only, while this dependency concerns the whole domain \( \Omega \) for conforming FEM. Furthermore, the bound on the local projection error in the case of DG spaces contains the additional factor \( |\Omega_n^{ref}|^{1/2} \). In practical refinement regimes, a reasonable assumption is that
\[
(5.28) \quad \max_{n \in \mathcal{N}_m^{ref}} |\Omega_n^{ref}| \lesssim h_n^{ref},
\]
which is mostly due to the fact that singularities or critical parts of the exact solution are typically located in \( (d - 1) \)-dimensional manifolds that are covered by a grid part with \( d \)-dimensional measure of order \( h_n^{ref} \). In this situation, the bound on \( E_h^P(u) \) for DG methods is improved by a factor \( (h_n^{ref})^{1/2} \) with respect to that for conforming FEM. The price to pay is a slightly more stringent regularity assumption on the exact solution. If assumption (5.28) cannot be exploited, both bounds (5.23) and (5.24) exhibit the same asymptotic behavior.
Remark 5.14 (Interpretation of Corollary 5.12). Let $\tau_{av,m} := \frac{t_m}{m}$ denote the averaged time step in the interval $[0, t_m]$. Then, owing to the obvious estimate $M_m \leq m$, we infer in the case of DG methods that

\begin{equation}
|E_{P,m}(u)| \lesssim t_m^{1/2} \left( \frac{(h_{av,m}^{ref})^{1+\alpha}}{\tau_{av,m}} \right)^{1/2} \max_{n \in \mathbb{N}} \left\{ (h_n^{ref})^{\tau + 1/2} C^{p,s}(u) \right\},
\end{equation}

where $h_{(m)}^{ref} := \max_{n \in \mathbb{N}} h_n^{ref}$ and $\alpha = 1$ if assumption (5.28) is valid, while $\alpha = 0$ otherwise. This means that the projection error due to dynamic grids only causes a weakening of the overall order of accuracy if the averaged time step $\tau_{av,m}$ is strongly less than $(h_{(m)}^{ref})^{1+\alpha}$. This is a mild restriction to practical regimes for controlling the ratio between mesh and time steps. In the case of conforming FEM, the bound (5.29) holds with $\alpha = 0$ and $h_n$ in place of $h_n^{ref}$ in the term between braces.

6. Estimates on error derivatives

This section is devoted to estimating the time-derivative error in the $L$-norm and the error in the discrete graph norm. Throughout this section, we consider static meshes for simplicity, so that we drop the superscript $n$ on the mesh $\mathcal{T}_h$, the finite element space $V_h$, the discrete differential operator $A_h$, and the $L^2$-orthogonal projector $P_h$ onto $V_h$. In what follows, we assume that the exact solution $u$ has the regularity $u \in C^1(I, W) \cap C^2(I, L)$ (so that $f \in C^1(I, L)$). Moreover, we assume $k \geq 1$ as in Section 5.

6.1. Time-derivative error estimates. Our main idea is to derive a time-derivative error estimate by comparing the time-derivative of the exact solution with the post-processed time-derivative of the post-processed discrete solution. Since $\mathcal{L}_tu_{\tau,h} \in X_k^{h+1}(V_h) \cap C^0(I, V_h)$, the time-derivative of $\mathcal{L}_tu_{\tau,h}$ is well-defined in the interior intervals $(t_{n-1}, t_n)$ and can be continuously extended from the left at all $t_n$ by setting

\begin{equation}
\partial_t \mathcal{L}_tu_{\tau,h}(t_n) := \lim_{t \uparrow t_n} \partial_t \mathcal{L}_tu_{\tau,h}(t) \quad \forall n = 1, \ldots, N.
\end{equation}

This defines the piecewise polynomial function $\partial_t \mathcal{L}_tu_{\tau,h}$ over $I$, and at $t = 0$, we define

\begin{equation}
\partial_t \mathcal{L}_tu_{\tau,h}(0) := P_h f(0) - A_h u_{\tau,h}(0).
\end{equation}

The function $\partial_t \mathcal{L}_tu_{\tau,h}$ is now defined over $I$, and $\partial_t \mathcal{L}_tu_{\tau,h} \in X_k^h$.

Lemma 6.1. The fully discrete solution $u_{\tau,h}$ is such that

\begin{equation}
\partial_t \mathcal{L}_tu_{\tau,h}(t) + A_h u_{\tau,h}(t) = P_h I^{GR}_\tau f(t) \quad \forall t \in \tilde{I},
\end{equation}

where the time-interpolate $I^{GR}_\tau f$ of $f$ is defined as in (3.8).

Proof. Recalling (3.28), we obtain, for all $n = 1, \ldots, N$ and all $v_{\tau,h} \in P_k(I_n, V_h)$,

\begin{equation}
\int_{I_n} (\partial_t \mathcal{L}_tu_{\tau,h} + A_h u_{\tau,h}, v_{\tau,h})_L dt = Q_n((f, v_{\tau,h})_L)
= \int_{I_n} (I^{GR}_\tau f, v_{\tau,h})_L dt = \int_{I_n} (P_h I^{GR}_\tau f, v_{\tau,h})_L dt.
\end{equation}
Hence, (6.3) holds in the interior of all time intervals. Moreover, (6.3) holds by definition at \( t = 0 \), see (6.2), and at all \( t_n \) for all \( n = 1, \ldots, N \), owing to (6.1) since both \( A_h u_{\tau h} \) and \( P_h I_T^{GR} f \) are continuous from the left at \( t_n \). \( \square \)

The error on the time-derivative can now be defined as

\[
\tilde{e}(t) := \partial_t u(t) - L_\tau \partial_t L_\tau u_{\tau h}(t) \quad \forall t \in \bar{I}.
\]

We observe that \( \tilde{e} \) is continuous in time on \( \bar{I} \).

**Lemma 6.2** (Consistency). Assume \( u \in C^1(\bar{I}, W) \cap C^2(I, L) \). For all \( n = 1, \ldots, N \), the following identity holds:

\[
\tilde{B}_h^n(\tilde{e}, v_{\tau h}) = Q_n((\partial_t f - \partial_t L_\tau^{k+1} f, v_{\tau h})_L) \quad \forall v_{\tau h} \in X_{\tau h}^k,
\]

where \( L_\tau^{k+1} f \big|_{I_n} \) is the Lagrange interpolate of \( f \) in \( P_{k+1}(\bar{I}_n, L) \) based on the \((k+1)\) right-sided Gauss–Radau integration points on each \( \bar{I}_n \) and the left endpoint \( t_{n-1} \).

**Proof.** Since \( \partial_t^2 u(t) + A_h \partial_t u(t) = \partial_t f(t) \) for all \( t \in I \), applying this equation at the \((k+1)\) right-sided Gauss–Radau integration points in \( I_n \) and using the consistency (3.16) of the discrete operator \( A_h \), it is inferred that

\[
\tilde{B}_h^n(\partial_t u, v_{\tau h}) = Q_n((\partial_t f, v_{\tau h})_L).
\]

Moreover, applying the linear operator \( L_\tau \) to (6.3) yields

\[
L_\tau \partial_t \partial_t L_\tau u_{\tau h}(t) + A_h L_\tau u_{\tau h}(t) = L_\tau P_h I_T^{GR} f(t) \quad \forall t \in \bar{I},
\]

where we have used that \( L_\tau A_h u_{\tau h}(t) = A_h L_\tau u_{\tau h}(t) \). Taking the time-derivative, we infer that, for all \( \mu = 1, \ldots, k+1 \) and all \( n = 1, \ldots, N \),

\[
\partial_t L_\tau \partial_t L_\tau u_{\tau h}(t_{n, \mu}) + \partial_t A_h L_\tau u_{\tau h}(t_{n, \mu}) = \partial_t L_\tau P_h I_T^{GR} f(t_{n, \mu}),
\]

where we have taken the limit from the left at \( t_{n,k+1} = t_n \). Recalling the definition (4.1) of the bilinear form \( \tilde{B}_h^n \), we obtain

\[
\tilde{B}_h^n(L_\tau \partial_t L_\tau u_{\tau h}, v_{\tau h}) = Q_n((\partial_t L_\tau \partial_t L_\tau u_{\tau h} + A_h \partial_t L_\tau u_{\tau h}, v_{\tau h})_L) = Q_n((\partial_t L_\tau \partial_t L_\tau u_{\tau h} + A_h \partial_t L_\tau u_{\tau h}, v_{\tau h})_L) = Q_n((\partial_t L_\tau P_h I_T^{GR} f, v_{\tau h})_L) = Q_n((\partial_t L_\tau f, v_{\tau h})_L).
\]

Our analysis hinges on the following error decomposition:

\[
\tilde{e}(t) = (\partial_t u(t) - L_\tau P_h \partial_t L_\tau^{k+1} u(t)) + (L_\tau P_h \partial_t L_\tau^{k+1} u(t) - L_\tau \partial_t L_\tau u_{\tau h}(t)) \quad \forall t \in \bar{I},
\]

where to define \( L_\tau P_h \partial_t L_\tau^{k+1} u(t) \) on the first time interval, we define \( \partial_t P_h L_\tau^{k+1} u(0) := \partial_t u(0) \). We observe that both \( \tilde{\eta} \) and \( \tilde{\epsilon}_{\tau h} \) are continuous functions in time on \( \bar{I} \).
Lemma 6.3 (Boundedness). For all $n = 1, \ldots, N$, the following bound holds:

\begin{equation}
|\tilde{B}_h^n(\tilde{u}, v_{\text{th}})| \lesssim \left\{ (\tilde{E}_h^n(u))^2 + (\tilde{E}_h^n(u))^2 \right\}^{1/2} \left\{ Q_n(\|v_{\text{th}}\|^2) \right\}^{1/2},
\end{equation}

with the time and space errors respectively given by

\begin{equation}
(\tilde{E}_h^n(u))^2 := Q_n(|\partial_t(u - R_{\tau}^{k+1})u|^2 + |\partial_t^2(u - I_{\tau}^{k+2})u|^2),
\end{equation}

\begin{equation}
(\tilde{E}_h^n(u))^2 := Q_n(|\partial_tR_{\tau}^{k+1}u - P_h\partial_tR_{\tau}^{k+1}u|_{h_{\tau}^{1/2}}^2).
\end{equation}

Proof. We decompose $\tilde{B}_h^n(\tilde{u}, v_{\text{th}})$ as

$$
\tilde{B}_h^n(\tilde{u}, v_{\text{th}}) = Q_n((\partial_t(\partial_tu - L_\tau P_h \partial_t R_{\tau}^{k+1}u), v_{\text{th}})_L) + Q_n((A_h(\partial_tu - \partial_t R_{\tau}^{k+1}u), v_{\text{th}})_L)
$$

$$
+ Q_n((A_h(\partial_t R_{\tau}^{k+1}u - P_h \partial_t R_{\tau}^{k+1}u), v_{\text{th}})_L) =: T_1 + T_2 + T_3,
$$

where we have used $Q_n((A_h(\partial_tu - \partial_t R_{\tau}^{k+1}u), v_{\text{th}})_L) = Q_n((A_h(\partial_tu - \partial_t R_{\tau}^{k+1}u), v_{\text{th}})_L)$ owing to (3.14). We first bound $T_2$ and $T_3$. Since $(\partial_tu - \partial_t R_{\tau}^{k+1}u)$ is in $W$, the consistency of the discrete operator $A_h$ together with the Cauchy-Schwarz inequality lead to

$$
|T_2| = |Q_n((A(\partial_tu - \partial_t R_{\tau}^{k+1}u), v_{\text{th}})_L)|
\lesssim \left\{ Q_n(|\partial_t(u - R_{\tau}^{k+1}u)|_L^2) \right\}^{1/2} \left\{ Q_n(\|v_{\text{th}}\|^2) \right\}^{1/2}.
$$

For $T_3$, we use boundedness on orthogonal subscales (3.18) to infer that

$$
|T_3| \leq \left\{ Q_n(\|\partial_t R_{\tau}^{k+1}u - P_h \partial_t R_{\tau}^{k+1}u|_{h_{\tau}^{1/2}}^2) \right\}^{1/2} \left\{ Q_n(\|v_{\text{th}}\|^2) \right\}^{1/2}.
$$

Finally, concerning $T_1$, we observe that

$$
T_1 = Q_n((\partial_t^2(u - I_{\tau}^{k+2}u), v_{\text{th}})_L) + Q_n((\partial_t(I_{\tau}^{k+2}u - L_\tau P_h \partial_t R_{\tau}^{k+1}u), v_{\text{th}})_L)
= T_{1,1} + T_{1,2}.
$$

The term $T_{1,1}$ can be simply bounded as

$$
|T_{1,1}| \leq \left\{ Q_n(|\partial_t^2(u - I_{\tau}^{k+2}u)|_L^2) \right\}^{1/2} \left\{ Q_n(\|v_{\text{th}}\|^2) \right\}^{1/2}.
$$

Turning to $T_{1,2}$, we can drop the projection $P_h$, and since both arguments of the $L^2$-inner product are in $P_h(I_n, L)$, we infer that

$$
T_{1,2} = \int_{I_n} (\partial_t(I_{\tau}^{k+2}u - L_\tau \partial_t R_{\tau}^{k+1}u), v_{\text{th}})_L
= -\int_{I_n} (\partial_t I_{\tau}^{k+2}u - L_\tau \partial_t R_{\tau}^{k+1}u, \partial_t v_{\text{th}})_L + \int_{I_n} [(\partial_t I_{\tau}^{k+2}u - L_\tau \partial_t R_{\tau}^{k+1}u, v_{\text{th}})_L]_{t_{n-1}^+}^{t_n^+}.
$$

The first term in the right-hand side vanishes since the integrand is in $P_{2h}(I_n)$ and vanishes at all the right-sided Gauss–Radau integration points by construction. The contribution of the second term at $t_n$ vanishes for the same reason. Finally, the contribution of the second term at $t_{n-1}$ also vanishes since

$$
\partial_t I_{\tau}^{k+2}u(t_{n-1}^+) - L_\tau \partial_t R_{\tau}^{k+1}u(t_{n-1}^+) = \partial_t I_{\tau}^{k+2}u(t_{n-1}^+) - \partial_t R_{\tau}^{k+1}u(t_{n-1}) = \partial_t I_{\tau}^{k+2}u(t_{n-1}^+) - \partial_t I_{\tau}^{k+2}u(t_{n-1}) = 0.
$$

Collecting the above bounds yields the assertion. \qed
Lemma 6.4 (Estimates on \(\hat{e}_{\text{th}}\)). For all \(m = 1, \ldots, N\), the following bound holds:

\[
\|\hat{e}_{\text{th}}(t_m)\|_L^2 + \sum_{n=1}^m Q_n \bigl(\|\hat{e}_{\text{th}}\|_n^2\bigr) \lesssim (\hat{E}_0)^2 + \sum_{n=1}^m \{(\hat{E}_{n}^T(u))^2 + (\hat{E}_{n}^S(u))^2 + (\hat{E}_{n}^R(f))^2\},
\]

with right-hand side error \((\hat{E}_{n}^R(f))^2 := Q_n (\|\partial_t f - \partial_t L_{L_0}^k f\|_V^2)\) and initial error \((\hat{E}_0)^2 := \|P_h A u_0 - A_h u_{0h}\|_L^2\). Moreover, assuming \(\tau_n \lesssim \tau_{n-1}\) and \(\tau_1 \lesssim 1\), the following bound holds:

\[
\|\hat{e}_{\text{th}}\|_{L^2(I,L)}^2 \lesssim (\hat{E}_0)^2 + \sum_{n=1}^N \{(\hat{E}_{n}^T(u))^2 + (\hat{E}_{n}^S(u))^2 + (\hat{E}_{n}^R(f))^2\}.
\]

Proof. Owing to Lemma 6.2 (consistency) and the error decomposition (6.6), we infer that

\[
\hat{B}_n^e(\hat{e}_{\text{th}}, v_{\text{th}}) = -\hat{B}_n^e(\hat{e}, v_{\text{th}}) + Q_n (\|\partial_t f - \partial_t L_{L_0}^k f\|_V^2, v_{\text{th}})_L.
\]

The first term in the right-hand side is bounded using Lemma 6.3 and the second one using the Cauchy–Schwarz inequality, yielding

\[
\hat{B}_n^e(\hat{e}_{\text{th}}, v_{\text{th}}) \lesssim \left\{(\hat{E}_{n}^T(u))^2 + (\hat{E}_{n}^S(u))^2 + (\hat{E}_{n}^R(f))^2\right\}^{1/2} \{Q_n (\|v_{\text{th}}\|_n^2)\}^{1/2}.
\]

Setting \(v_{\text{th}} = I_{GR}^e \hat{e}_{\text{th}}\) and using the stability property of \(\hat{B}_n^e\) stated in Lemma 4.2 for the time-continuous function \(\hat{e}_{\text{th}}\) together with a Young inequality, we infer, as in the proof of Lemma 5.3, that

\[
\frac{1}{2} \|\hat{e}_{\text{th}}(t_n)\|_L^2 - \frac{1}{2} \|\hat{e}_{\text{th}}(t_{n-1})\|_L^2 + Q_n \bigl(\|\hat{e}_{\text{th}}\|_n^2\bigr) \lesssim (\hat{E}_{n}^T(u))^2 + (\hat{E}_{n}^S(u))^2 + (\hat{E}_{n}^R(f))^2.
\]

Moreover, the initial discrete error is \(\hat{e}_{\text{th}}(0) = P_h \partial_t u(0) - \partial_t L_{L_0} \hat{e}_{\text{th}}(0) = -P_h A u_0 + A_h u_{0h}\). We conclude as in the proof of Lemma 5.3. \(\square\)

Theorem 6.5 (Time-derivative error estimate). Let \(u\) be the exact solution and let \(u_{\text{th}}\) be the fully discrete solution. Assume \(k \geq 1\). Assume (H) in the case of conforming FEM. Then, for the error \(\tilde{e}(t)\) defined in (6.4), the following bound holds for all \(m = 1, \ldots, N\),

\[
\|\tilde{e}(t_m)\|_L^2 \lesssim (\tilde{E}_0)^2 + t_m \max_{1 \leq n \leq m} \left\{\tilde{C}_n^T(u,f) \tau_n^{2(k+1)} + C_n^S(u) h^{2r+1}\right\} + \tilde{C}_m^T(u) h^{2(r+1)},
\]

with \(\tilde{C}_n^T(u,f) := C_n^T(u) + |f|^2_{C_{k+2}(I_n,L)}\), \(C_n^T(u)\) and \(C_n^S(u)\) defined in Theorem 5.4, and \(\tilde{C}_m^T(u) = \|\partial_t u(t_m)\|^2_{C_{k+2}(I_m,L)}\). Moreover, assuming \(\tau_n \lesssim \tau_{n-1}\) for all \(n = 2, \ldots, N\) and \(\tau_1 \lesssim 1\), the following bound holds:

\[
\|\tilde{e}\|_{L^2(I,L)}^2 \lesssim (\tilde{E}_0)^2 + T \max_{1 \leq n \leq N} \left\{\tilde{C}_n^T(u,f) \tau_n^{2(k+1)} + C_n^S(u) h^{2r+1}\right\}.
\]

Proof. We infer that, for all \(n = 1, \ldots, N\),

\[
|\tilde{E}_n^T(u)|^2 \lesssim \tau_n \left(\tau_n^{2(k+1)}|u|^2_{C_{k+2}(I_n,L)} + \tau_n^{2(k+1)}|u|^2_{C_{k+2}(I_n,V)}\right),
\]

\[
|\tilde{E}_n^S(u)|^2 \lesssim \tau_n h^{2r+1} \|u\|^2_{C_{k+2}(I_n,H^{r+1}(V))},
\]

\[
|\tilde{E}_n^R(f)|^2 \lesssim \tau_n \tau_n^{2(k+1)} \|f\|^2_{C_{k+2}(I_n,L)}.
\]
using (4.6) with $B = L$ and (4.10) with $B = V$ for the time error, the approximation property (3.25) of $P_h$ combined with the stability of $R^{k+1}_h$ from Corollary 4.5 with $B = H^{r+1}(\Omega)$ for the space error, and the approximation properties of the Lagrange interpolate $L^{k+1}_h$ for the right-hand side error. Moreover, recalling the error decomposition (6.6), we observe that, for all $m = 1, \ldots, N$,  
\[ \| \hat{\eta}(t_m) \|_L = \| \partial_t u(t_m) - P_h \partial_t u(t_m) \|_L \lesssim h^{r+1} | \partial_t u(t_m) |_{H^{r+1}(\Omega)} , \]

since $\vartheta_m(t_m) = 1$ and $\partial_t R^{k+1}_h u(t_m) = \partial_t u(t_m)$. In addition, using the definition of $L$ and the triangle inequality, we infer that  
\[ \| \hat{\eta}(t_m) \|_L \lesssim \| \partial_t u - P_h \partial_t u \|_L^2 \lesssim \sum_{m=1}^N \| \partial_t u(t_m) - \partial_t u(t_{m-1}) \|_L^2 \lesssim \tau_n \left( h^{2(r+1)} |u|_{C^2(I_n,H^{r+1}(\Omega))}^2 + \tau_n^{2(k+1)} |u|_{C^{s+2}(I_n,\Omega)}^2 \right) , \]

while using the regularity of $u$, the fact that $\partial_t R^{k+1}_h u(t_{n-1}) = \partial_t u(t_{n-1})$, and (4.10) with $B = L$ leads to  
\[ |T_2| \lesssim \tau_n \| \partial_t u - \partial_t R^{k+1}_h u \|_{L^2(I_n,\Omega)}^2 = \tau_n \| \partial_t \tilde{u}(t_{n-1}) - \partial_t u(t_{n-1}) \|_{L^2(I_n,\Omega)}^2 \lesssim \tau_n \| \partial_t u - \partial_t R^{k+1}_h u \|_{L^2(I_n,\Omega)}^2 \lesssim \tau_n \| \partial_t u - \partial_t R^{k+1}_h u \|_{L^2(I_n,\Omega)}^2 \lesssim \tau_n \| \partial_t u - \partial_t R^{k+1}_h u \|_{L^2(I_n,\Omega)}^2 \lesssim \tau_n \| \partial_t u - \partial_t R^{k+1}_h u \|_{L^2(I_n,\Omega)}^2 . \]

We conclude using Lemma 6.4 and the triangle inequality, as well as $h \lesssim 1$ and $\| \cdot \|_L \lesssim \| \cdot \|_V$ for (6.13). \hfill $\square$

Remark 6.6 (Initial error). The initial error $\hat{E}_0$ vanishes when the discrete initial condition is chosen as the solution of the steady transport problem $A_h u_{0h} = P_h A u_0$. Otherwise, this error is typically of order $h^{r+1/2}$ if $u_0$ is smooth enough.

6.2. Discrete graph norm error estimates.

Lemma 6.7 (Graph norm estimate on $\tilde{e}_{\text{ch}}$). For all $m = 1, \ldots, N$, the following bound holds:  
\[ \sum_{n=1}^m \| \tilde{e}_{\text{ch}}(t_{n,m}) \|_L^2 \lesssim (\hat{E}_0)^2 + \sum_{n=1}^m \left( (E^T_n(u))^2 + (E^S_n(u))^2 + (\tilde{E}^T_n(u))^2 + (\tilde{E}^R_n(f))^2 \right) . \]

Proof. Owing to the discrete inf-sup condition satisfied by $A_h$, see (3.20), we know that, for all $n = 1, \ldots, N$ and all $\mu = 1, \ldots, k+1$, there is $w_{n,\mu} \in V_h$ such that  
\[ \| \tilde{e}_{\text{ch}}(t_{n,m}) \|_L^2 \lesssim (A_h \tilde{e}_{\text{ch}}(t_{n,m}), w_{n,\mu})_L \text{ and } \| w_{n,\mu} \|_L \lesssim \| \tilde{e}_{\text{ch}}(t_{n,m}) \|_L . \]

Let $w_{\text{ch}}$ be the function in $X^k_{\text{ch}}$ uniquely defined by $w_{\text{ch}}(t_{n,m}) := w_{n,\mu}$, for all $n = 1, \ldots, N$ and all $\mu = 1, \ldots, k+1$. Then, we obtain  
\[ Q_n(\tilde{e}_{\text{ch}}^2)_L \lesssim Q_n((A_h \tilde{e}_{\text{ch}}, w_{\text{ch}})_L) \text{ and } Q_n(\| w_{\text{ch}} \|_L^2) \leq Q_n(\| \tilde{e}_{\text{ch}} \|_L^2) . \]

Using the definition of $\tilde{B}^n_h$ and consistency (Lemma 5.1), we obtain  
\[ Q_n((A_h \tilde{e}_{\text{ch}}, w_{\text{ch}})_L) = -\tilde{B}^n_h(\tilde{e}_{\text{ch}}, w_{\text{ch}}) - Q_n((\partial_t \tilde{e}_{\text{ch}}, w_{\text{ch}})_L) \]

\[ \quad = -\tilde{B}^n_h(\eta, w_{\text{ch}}) - Q_n((\partial_t \tilde{e}_{\text{ch}}, w_{\text{ch}})_L) \]

\[ \quad = -\tilde{B}^n_h(\eta, w_{\text{ch}}) - Q_n((\tilde{e}_{\text{ch}}, w_{\text{ch}})_L) . \]
since it is readily deduced from (5.3) and (6.6) that \( \hat{\varepsilon}_{\nu n}(t_{n, \mu}) = \mathcal{L}_n \partial_t \hat{\varepsilon}_{\nu n}(t_{n, \mu}) = \partial_t C_{\nu n}(t_{n, \mu}) \) for all \( n = 1, \ldots, N \) and all \( \mu = 1, \ldots, k+1 \). The first term in the right-hand side is bounded using Lemma 5.2 and the second term using the Cauchy–Schwarz inequality, yielding

\[
Q_n(\| \hat{\varepsilon}_{\nu n} \|^2_2) \lesssim \left\{ (E_n^r(u))^2 + (E_n^s(u))^2 + Q_n(\| \hat{\varepsilon}_{\nu n} \|^2_2) \right\}^{1/2} \left\{ Q_n(\| w_{\nu n} \|^2) \right\}^{1/2}.
\]

Observing that \( Q_n(\| w_{\nu n} \|^2) \leq Q_n(\| \hat{\varepsilon}_{\nu n} \|^2_2) \leq Q_n(\| \hat{\varepsilon}_{\nu n} \|^2_2) \), we obtain by Young’s inequality

\[
Q_n(\| \hat{\varepsilon}_{\nu n} \|^2_2) \lesssim (E_n^r(u))^2 + (E_n^s(u))^2 + Q_n(\| \hat{\varepsilon}_{\nu n} \|^2_2).
\]

We conclude summing from \( n = 1 \) to \( m \), and using Lemma 6.4 to bound \( Q_n(\| \hat{\varepsilon}_{\nu n} \|^2_2) \).

**Theorem 6.8** (Graph norm error estimate). Let \( u \) be the exact solution and let \( u_{\nu n} \) be the fully discrete solution. Assume \( k \geq 1 \) and \( \tau_n \lesssim 1 \) for all \( n = 1, \ldots, N \). Assume (H) in the case of conforming FEM. Then, for the error \( \varepsilon(t) \) defined in (5.1) and all \( m = 1, \ldots, N \), the following bound holds:

\[
(6.15) \sum_{n=1}^m Q_n(\| \varepsilon \|^2_2) \lesssim (\hat{\varepsilon}_0)^2 + t_m \max_{1 \leq n \leq m} \left\{ C^r_n(u, f) \tau_n^{2(k+1)} + C^s_n(u) h^{2r+1} \right\},
\]

where \( C^r_n(u, f) := |u|^2_{C^{k+1}(I_n, L)} + |u|^2_{C^{k+2}(I_n, W)} + |f|^2_{C^{k+2}(I_n, L)} \) and \( C^s_n(u) \) defined in Theorem 5.4.

**Proof.** Recalling the error decomposition (5.3) and using the triangle inequality, we need to bound \( \sum_{n=1}^m Q_n(\| \hat{\varepsilon}_{\nu n} \|^2_2) \) and \( \sum_{n=1}^m Q_n(\| \varepsilon \|^2_2) \). For the first term, we use Lemma 6.7 together with the bounds on the various errors derived in the proofs of Theorems 5.4 and 6.5 to infer that \( \sum_{n=1}^m Q_n(\| \hat{\varepsilon}_{\nu n} \|^2_2) \) is bounded by the right-hand side of (6.15) (observe in particular for the time error that \( \| \cdot \|_V \lesssim \| \cdot \|_W \) so that \( C^r_n(u, f) \lesssim C^r_n(u, f) \)). Concerning the second term, we use the triangle inequality, Lemma 4.4 (with \( B = W \)), the fact that \( \| \cdot \|^2_2 \lesssim \| \cdot \|_W \) for all \( w \in W \), the approximation property of \( P_h \) in the \( \| \cdot \|_2 \)-norm, and the stability of \( R_{h^{r+1}}^2 \) (with \( B = H^{r+1}(\Omega) \)) to infer that

\[
Q_n(\| \varepsilon \|^2_2) \leq 2Q_n(\| u - R_{h^{r+1}} u \|^2_2) + 2Q_n(\| R_{h^{r+1}} u - P_h R_{h^{r+1}} u \|^2_2)
\]

\[
\lesssim \tau_n^{2(k+2)} |u|^2_{C^{k+2}(I_n, W)} + h^{2r+1} |u|^2_{C^1(I_n, H^{r+1}(\Omega))}.
\]

Summing over \( n \) and recalling that \( \tau_n \lesssim 1 \) yields the assertion. \( \square \)

7. Appendix

**Proof of Lemma 4.4.** Let \( \hat{I} := [-1, 1] \) denote the reference time interval and \( T_n \) : \( \hat{I} \to I_n \) the affine reference mapping with \( t = T_n(\hat{I}) := (t_{n-1} + t_n)/2 + \frac{t_n - t_{n-1}}{2} \hat{I} \). We assign to \( u \in C^{k+2}(I_n, B) \) a reference function \( \hat{u} \in C^{k+2}(\hat{I}, B) \) defined by \( \hat{u}(\hat{t}) := u|_{T_n(\hat{I})} \) for all \( \hat{t} \in \hat{I} \), where we take the right-sided limit \( u(t_{n-1}) \) for \( \hat{t} = -1 \). Then, for \( m = 1, \ldots, k+2 \), we infer that

\[
\hat{\partial}_t^m \hat{u}(\hat{t}) = \partial_t^m u(T_n(\hat{t}))(\frac{T_n}{2})^m \quad \forall \hat{t} \in \hat{I},
\]
where for boundary points \( \hat{t} = \pm 1 \) the one-sided derivatives of \( u \) are taken that come from interval \( I_\nu \). The idea of the proof is to construct an interpolation operator \( \hat{R}^{k+1}_t : C^1(\hat{I}, B) \to \mathbb{P}_{k+1}(\hat{I}, B) \), which is related to \( R^{k+1}_t \) by
\[
(7.1) \quad \hat{R}^{k+1}_t \hat{u}(\hat{t}) = R^{k+1}_t u(t) \quad \forall \ \hat{t} \in \hat{I}, \quad t = T_\nu(\hat{t}),
\]
and satisfies the properties
\[
(7.2) \quad \hat{R}^{k+1}_t \hat{p} = \hat{p} \quad \forall \ \hat{p} \in \mathbb{P}_{k+1}(\hat{I}, B),
\]
\[
(7.3) \quad \|\hat{R}^{k+1}_t \hat{w}\|_{C^0(\hat{I}, B)} \leq M \|\hat{w}\|_{C^1(\hat{I}, B)} \quad \forall \ \hat{w} \in C^1(\hat{I}, B).
\]
Let \( \hat{p} \in \mathbb{P}_{k+1}(\hat{I}, B) \) be the Taylor polynomial \( \hat{p}(\hat{t}) := \sum_{j=0}^{k+1} \frac{1}{j!} \partial^{j}_t \hat{u}(0) \hat{t}^j \). Since \( \partial_{\hat{t}} \hat{p} \) is the Taylor polynomial for \( \partial_{\hat{t}} \hat{u} \) of order \( k \), we infer that
\[
\|\hat{u} - \hat{\hat{p}}\|_{C^1(\hat{I}, B)} \leq \frac{1}{(k + 1)!} |\hat{u}|_{C^{k+1}(\hat{I}, B)} = \frac{\tau_{n}^{k+2}}{2^{k+2}(k + 1)!} |\hat{u}|_{C^{k+2}(I_\nu, B)}
\]
Then, using (7.2) and (7.3) leads to
\[
\|u - \hat{R}^{k+1}_t u\|_{C^0(I_\nu, B)} = \|\hat{\hat{u}} - \hat{R}^{k+1}_t \hat{u}\|_{C^0(I_\nu, B)} \\
\leq \|\hat{u} - \hat{\hat{p}}\|_{C^0(I, B)} + \|\hat{R}^{k+1}_t (\hat{p} - \hat{u})\|_{C^0(I, B)} \\
\leq (1 + M) \|\hat{u} - \hat{\hat{p}}\|_{C^1(I, B)} \lesssim \tau_{n}^{k+2} |u|_{C^{k+2}(I_\nu, B)},
\]
yielding (4.9), while the stability of \( R^{k+1}_t \) results from (7.3) and the use of the reference mapping. It remains to construct the operator \( \hat{R}^{k+1}_t \) and to verify (7.1), (7.2), and (7.3). Let \( \hat{\varphi}_j \in \mathbb{P}_{k+2}(\hat{I}) \), \( j = 0, \ldots, k+2 \), denote the basis functions of the Lagrange/Hermite interpolation with respect to the nodal points \(-1 = \hat{s}_0 < \cdots < \hat{s}_k = 1\) such that the interpolate \( \hat{I}^{k+2}_t \hat{u} \in \mathbb{P}_{k+2}(\hat{I}, B) \) verifying \( \hat{I}^{k+2}_t \hat{u}(\hat{s}_j) = \hat{u}(\hat{s}_j) \), \( j = 0, \ldots, k \), and \( \partial_t (\hat{I}^{k+2}_t \hat{u}) (\pm 1) = \partial_t \hat{u}(\pm 1) \) has the representation
\[
\hat{I}^{k+2}_t \hat{u} = \sum_{j=0}^{k} \hat{u}(\hat{s}_j) \hat{\varphi}_j + \partial_t \hat{u}(-1) \hat{\varphi}_{k+1} + \partial_t \hat{u}(1) \hat{\varphi}_{k+2}.
\]
This representation implies the stability estimate
\[
(7.4) \quad \|\hat{I}^{k+2}_t \hat{u}\|_{C^0(\hat{I}, B)} \leq M_1 \|\hat{\hat{u}}\|_{C^1(\hat{I}, B)} \quad \text{with} \quad M_1 := \sum_{j=0}^{k+2} \|\hat{\varphi}_j\|_{C^1(\hat{I}, B)}.
\]
Moreover, \( \hat{I}^{k+2}_t \hat{u}(\hat{t}) = I^{k+2}_t u(T_\nu(\hat{t})) \) for all \( \hat{t} \in \hat{I} \). Now, let \( \hat{\varphi}_j \in \mathbb{P}_k(\hat{I}) \), \( j = 1, \ldots, k + 1 \), denote the basis functions of the Lagrange interpolation with respect to the right-sided Gauss–Radau integration points \( \hat{\mu} \in \hat{I}, \mu = 1, \ldots, k + 1 \), satisfying the property \( \hat{\varphi}_j(\hat{\mu}) = \delta_{j, \mu} \) for all \( j, \mu = 1, \ldots, k + 1 \) where \( \delta_{j, \mu} \) denotes Kronecker symbol. Using these basis functions, we define functions \( \hat{\psi}_j \in \mathbb{P}_{k+1}(\hat{I}) \), \( j = 0, \ldots, k+1 \), by means of
\[
\hat{\psi}_0(\hat{t}) := 1, \quad \hat{\psi}_j(\hat{t}) := \int_{\hat{t}^{-1}}^{\hat{t}} \hat{\varphi}_j(s) \, ds \quad \forall \ j = 1, \ldots, k + 1.
\]
These functions satisfy the properties \( \partial_t \hat{\psi}_j(\hat{\mu}) = \delta_{j, \mu} \) for all \( j = 0, \ldots, k + 1 \) and \( \mu = 1, \ldots, k + 1 \) as well as \( \hat{\psi}_j(-1) = \delta_{j, 0} \) for all \( j = 0, \ldots, k + 1 \). Therefore, the
functions \( \hat{\psi}_j \) form a basis of \( \mathbb{P}_{k+1}(I) \) and the interpolate
\[
\hat{R}^{k+1}_\tau \hat{u} := \hat{I}^{k+2}_\tau \hat{u}(-1) + \sum_{j=0}^{k+1} \partial_t \hat{R}^{k+2}_\tau \hat{u}(\hat{t}_j) \hat{\psi}_j
\]
satisfies the conditions
\[
\hat{R}^{k+1}_\tau \hat{u}(-1) = \hat{I}^{k+2}_\tau \hat{u}(-1), \quad \partial_t \hat{R}^{k+1}_\tau \hat{u}(\hat{t}_\mu) = \partial_t \hat{I}^{k+2}_\tau \hat{u}(\hat{t}_\mu) \quad \forall \mu = 1, \ldots, k + 1.
\]
This shows that (7.1) holds since the polynomial \( \hat{R}^{k+1}_\tau u(T_n(\hat{t})) \) is also in \( \mathbb{P}_{k+1}(I, B) \) and satisfies the above conditions owing to (4.7)-(4.8). Applying the definition (7.5) to an arbitrary \( \hat{w} \in C^4(I, B) \), we obtain by means of (7.4) the stability estimate
\[
\| \hat{R}^{k+1}_\tau \hat{w} \|_{C_0(I, B)} \leq \| \hat{I}^{k+2}_\tau \hat{w} \|_{C_1(I, B)} + M \| \hat{w} \|_{C^1(I, B)},
\]
where \( M = M_1 \sum_{j=0}^{k+1} \| \hat{\psi}_j \|_{C_0(I, R)} \), which proves (7.3). Finally, to prove (7.2), we observe that an arbitrary polynomial \( \hat{p} \in \mathbb{P}_{k+1}(I, B) \) has a basis representation of the form
\[
\hat{p}(\hat{t}) = \sum_{j=0}^{k+1} \hat{p}_j \hat{\psi}_j(\hat{t}) \quad \forall \hat{t} \in \hat{I}, \quad \hat{p}_j \in B.
\]
From the properties of the basis functions \( \hat{\psi}_j \), we obtain \( \hat{p}(-1) = \hat{p}_0 \) and \( \partial_t \hat{p}(\hat{t}_j) = \hat{p}_j \) for all \( j = 1, \ldots, k + 1 \). Since \( \hat{I}^{k+2}_\tau \) leaves \( \mathbb{P}_{k+1}(I, B) \) invariant, we infer that
\[
\hat{p} = \hat{p}(-1) \hat{\psi}_0 + \sum_{j=1}^{k+1} \partial_t \hat{p}(\hat{t}_j) \hat{\psi}_j = \hat{R}^{k+1}_\tau \hat{p}.
\]
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