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Abstract :

This paper provides empirical evidence that hetpanswer several key questions relating to the
extent and causes of urban sprawl in Europe. Bugldin the monocentric city model, this study uses
existing data sources to derive a set of panel fdata82 European cities at three time points (1990
2000 and 2006). Two indices of urban sprawl areuated and respectively reflect changes in
artificial area and the levels of urban fragemeatator each city. These are supplemented by afset
data on various economic and geographical varighktsmight explain the variation of these indices.
Estimating using a Hausman Taylor and random regrego control the possible correlation between
explanatory variables and unobservable city-leffelces, we find that the fundamental conclusiohs o
the standard monocentric model are valid in theope@an context for both indices. Although the
variables generated by the monocentric model ex@aldarge part of variation of artificial area, ithe

explanatory power for the fragmentation is reldsivew.
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1. Introduction

Europe has one of the world’s highest densitiegsrb&n settlement, with over 75% of the population
living in urban areas. Despite Europe’s relativiely rate of population growth, there continues o b
an uneven growth of urban areas across the cohntifiba size of many European cities is increasing
at a much faster rate than their populations. Treisd towards reduced population densities began in
the early 1970s, most prominantly in medium-sizedolgean cities. There is no sign that this trend is
slowing down and as a result, the demand for landral cities is becoming a critical issue in many
areas (EEA, 2006).

The phenonenon of increasingly large urban ardasgaip a greater proportion of the available land
area is often termed urban sprawl. Studies sug@zashet al. (2000), Johnson (2001) and Robinson
et al. (2005) have documented the negative environménizdcts that can be associated with urban
sprawl, while other studies (e.g. Hasse and Latl26p3) have also documented the increased social
costs involved in the provision of public infragtture as cities increase in size. Such impacts can
directly affect the quality of life for people livj in European cities. For this reason, it is eizleto

gain a better understanding of urban sprawl anghto some insights into what causes it. This paper,
therefore, sets out to explore the determinantsriodn sprawl in European cities and to compare its

findings with those of the existing literature disttopic.

The literature on urban sprawl incorporates thekwof economists, geographers and planners.
Surveys of important issues underlying this redeaan be found in, among others, Anas et al. (1998)
Brueckner (2000), Nechyba and Walsh (2004), Couchl.e(2007), and Anas and Pines (2008).
Although there is some debate over the preciseitiefi of urban sprawl, a general consensus seems
to be emerging that characterises urban sprawl msiladimensional phenomenon, typified by an
unplanned and uneven pattern of urban developrhentid driven by a multitude of processes and
which leads to inefficient utilisation of land resoes. Urban sprawl is observed globally, though i
characteristics and impacts vary. While early redean this area tended to focus on North American,
several recent studies have discussed the actieiecd urban sprawl across Europe (e.g. EEA, 2006;
Couch et al. 2007; Christiansen and Loftsgardeh1RAIthough differences in the nature and pattern
of spawl have been observed between Europe anch Marterica, there are also intra-European
variations in urban sprawl reflecting the formegreater diversity in geography, land-use policy,

economic conditions and urban culture.



Despite the increasing interest in urban spravitumope, relatively few empirical studies have been
undertaken at the continental scale. The heterayeniethe European urban context and limits to the
availability of data are probably the main reasfamghis lack of interest. That is not to say ttiegre
has not been an effort to study the process ofruspbeaw! in Europe. Various studies, includingtat
et al. (2003), Phelps and Parsons (2003), HoldenNamland (2005), Couch et al. (2007), Travisi et
al. (2010) and Pirotte and Madre (2011), focus dyam sprawl within particular regions or cities.
However, to the best of our knowledge, only Pa#itthand Zenou (2009) and Arribas-Bel et al.
(2011) consider a range of cities with the aim wing a general overview of the phenomenon for

Europe as a whole.

Pattichani and Zenou (2009) sought to contrastrugadaterns in Europe and the United States, using
data on a sample of European ChieBhey noted the lack of a standard definition fué tity or
metropolitan area in Europe and highlighted théadifties inherent in attempting a systematic cross
national comparison of European cities owing to lingted availability of data. Despite these
limitations, their study provided some evidencelmnextent of urban sprawl in cities in the Europea
Union. However, their study does not address thasmmement of urbanized areas and instead
concentrates on identifying the factors that infice population density. In their study, Arribas-Bél

al. (2011) used spatial data derived from the EemopCorine Land Cover database to consider the
issue of urban sprawl from a multidimensional vieip. Using six dimensions to define the concept
(i.e. connectivity, decentralisation, density, t&atg, availability of open space, and land-usg)mi
they developed various indices of sprawl! that vikem calculated for a sample of 209 European cities
for year 2000. Even though the study offered a nethodological approach using rich data sets to

measure urban sprawl, it did not explicitly addreesdeterminants of the phenomenon.

In this paper, we identify and gather existing dhtt can be used to identify the key determinahts
urban sprawl across a large sample of EuropeaascitVe base our analysis on the well-known
monocentric city model, which identifies populatiancome, transportation cost and the value of
agricultural land as essential drivers of sprawl. dddition to these economic variables, other
geographical, socio-cultural and climatic factdiighlighted by the literature, are also considered.
Our study makes two main contributions to the ditere on urban sprawl. The first concerns the
measurement of sprawl and makes some observatiang the data that is available for this purpose.
Two complementary indices of sprawl are used, iis¢ feflecting the change in spatial scale and the
second the fragmentation processes that are olosertven large urban areas grow. By considering
these two indices, we seek to ascertain whethdiatiers that lead to the expansion of urban aaeas

also responsible for discontinuities in its spatiahfiguration. Both indices are calculated using

? pattichani and Zenou (2009) used data provided by the Urban Audit database.
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Corine Land Cover data sets for three referencesy@®90, 2000 and 2006). Moreover, we use a
range of data sources to build a complete and stemdiset of explanatory variables for a sample of
282 European cities. To our knowledge this is thst fime that a study of this magnitude and scope

has been conducted in the European context.

The second important contribution of this studyakted to the econometric techniques used in the
estimation of the indices. Unlike previous studespmprehensive analysis of panel data is conducte
to account for unobservable individual heteroggnaitd to determine the best estimation method for
each index. Several tests were used to choose ée@lernative panel data estimators. Specifically,
modified random effects-type model (the Hausmaniefagnethod) is used, which allows us to
control for endogeneity bias while, simultaneoustientifying the estimates for the time-invariant

regressor.

The remainder of this paper is structured as fdlo8ection 2 reviews the theoretical and empirical

literature on sprawl and identifies its main det@ants. Section 3 presents some methodological
issues related to the measurement of sprawl andgbeciated data requirements, and goes on to
discuss some characteristics of urban sprawl iofgubased on our indices. Section 4 presents the
empirical model and results from a regression amaly he final section concludes and makes some

observations relevant to urban planning policy.

2. Determinants of urban sprawl

2.1. Theoretical background

The fundamental theory in urban economics relevantirban expansion is the monocentric city
model (Alonso 1994; Mills 1967; Muth 1969; and Wtuen1974). Within this model it is assumed
that all employment in the city takes place witlinsingle Central Business District (CBD). The
pattern of urban development is then shaped byréue-off between afforable housing further away
from the CBD and the associated commuting costss,Tto offset higher commuting costs, housing
prices decline with distance away from the CBD.tlh® monocentric city framework, space is
represented by a real lid2= (—oo, +00] with the CBD at its origin. Let be the boundary of the city,

r denotes urban land rent argdis the agricultural land rent. Land being rentedhie highest bidder,

the city can then be represented by the set:

C=f{x<x|rx,y,t,u)=r,. (1)

wherey andt are the household income and the commuting cepentively.u is a common utility

level enjoyed by all households in the metropolgaea. The urban area must be sufficient to provide



housing for all households who chosen to settlthéncity. To formalize this condition, It be the

population density anfl equal the number of radians of land availablehousing at eacl, with

0<6<2n (This means that the remaining land will be consdinby topographical irregularities).
Multiplying the density by gives the number of people fitting in a narrongramd integrating out to

x then yields the n households living in the citheTcondition that the urban population n fits iestd
may then be written :
j_: Bxplx,y,t,u)dx=n (2)

The interpretation of the urban equilibrium coratis (1) and (2) depends on whether the city is
closed or open to migration. In a closed city, veheiis fixed, the equilibrium conditions are givan

(1) and (2), determining the utility level (u) inet urban area. In an open-city, where migratioanid

out is costless, urban residents are neither battteor worse of than the rest of the populationthis
case, the urban utility level is fixed exogenouslyd population n becomes endogenous, adjusting to

whatever value is consistent with the prevailiniitytevel.

The influence of these parameters on the city'sisdpsize can be derived by comparative static
analysis of (1) and (2), as presented by Wheat&@4)Land Brueckner (1987). In the closed-city
model, the exogenous parameters are n, y, arRResults of the comparative static analysisifand

p can be expressed as:

ax ax ax ax
—=0=>0—=<0—< 3
an ﬂ'e;.- ﬂ'e: - ﬂ'er,: 0 ©)

dp __ dp _ . dp dap
E ﬂ'a_\- ' ar D'a»

>0 4

These results highlight the main predictions of thenocentric city model. First an increase in the
urban population should increase the distancedatige of the city and raise the population density
since more people must be housed. Second, an $ecie@icome increases housing demand and leads
to an extended city with a lower population densithird, an increase in commuting cost lowers
disposable income at all locations, reducing hausiemand and leading to a compact city with high
population density. Fourth, increasing the agrigalt rent raises the opportunity cost of urban land

and makes the city smaller and denser.

In the open-city model, where the population (n¢rslogenous and the utility level is exogenous the

impact of changes in y, t anid on x andp follow immediately from (1) and (2). The resultegict

that a high-income city will have a larger and dgrarea than a low-income city. Moreover, high

transportation costs in an open city leads to allsmand less dense city. The comparative static



analysis also predicts that a high agriculturat teads to a smaller city with a lower populatibof at

a given distance from the CBD the cities will bertical. More complicated comparative static
analyses that includes multiple resident classes baen presented by Miyao (1975) and Hartweick
al. (1976).

The question that arises is whether cities in #a world are best viewed according to the open- or
closed-city model. Several empirical studies sugtfest the predictions of both models are partly
borne out in reality. While the case of a closety seems to be considered typical of advanced

countries, the open city situation is more likelydieveloping country contexts (Wheaton,1974).

The basic version of the monocentric city modelncarexplain scattered development, where parcels
of land are left undeveloped while others fartheray are built up. One direction that urban
economists have followed to account for scattemablbpment is to assign an amenity value to public
open space so that individuals may be willing twimthe additional commuting costs associated with
locating farther away from the city center in orderhave open space near their home (Wu and
Plantinga, 2003; Turner, 2005; Wu, 2006; Tajibaeval. 2008; Newbern and Berck, 2011). This is
mainly due to the fact that the household bid-fiomcis not necessarily monotonous with regards to
the distance from the CBD. Following this line ekearch, Cavailhés et al. (2004) and Coisgtoal.
(2014) show that the spatial heterogeneity of adfrical amenities can also lead to leapfrog

development within a suburban area.

2.2. Empirical approaches

Several empirical studies have been undertakeestothhe empirical validity of the monocentric city

model. Brueckner and Fansler (1983) utilised cezsgional data from 40 small metropolitan regions
in the United States using linear and non-lineax-Box regressions. They found that income,
population and agricultural rent were statisticaflignificant determinants of urban land area.
However, the coefficients of the variables meagudommuting costs were not significant. They used
two proxies to measure the commuting cost: pergentaf commuters using public transit and

percentage of households owning one or more autibesob

Using a panel data set for 33 United States melitapostatistical areas, McGrath (2005) found
similar results to Brueckner and Fansler (1983yepk for the coefficient on the commuting costs
variablé, which was statistically significant. Both studiesed different proxies for commuting costs.
In order to capture the time-variant unobservalletdrs, McGrath (2005) included a time trend

variable to control for the fact that the data adedefive decades. Song and Zenou (2006), estinzated

> McGrath (2005) used average annual Consumer Pmidex|(CPI) for private transportation for each year
rescaled to each region using private transportatist data.
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model relating an urbanized area's size to theeptppgax rate and other control variables such as
population, income, agricultural rent, and transgayn expenditure. Their study covered 448 urban
areas in the US. They found that higher propentggsaesult in smaller cities. For the other vaeabl
they confirmed the predictions of the monocentiity enodel, except for the coefficient of the
agricultural rent variable which was not signifitaihey explained this result by arguing that the
constructed weighted average of agricultural laerd for the urbanized area did not reflect the actu

agricultural land rent at the periphery of the uibad area.

In addition to the key variables of the monocentity model, Burchfieldet al. (2006) included
different environmental and geographical varialdeaccount for differences between cities. Sprawl i
their study is measured as the amount of undeveltgred surrounding an average urban dwelling.
This involves capturing the extent to which urb&velopment is scattered across undeveloped land.
They concluded that sprawl in the United Statesvbenh 1976 and 1992 was positively related to
ground water availability, temperate climate, ruygerrain, decentralized employment, early public
transport infrastructure, uncertainty about mettitgo growth, and low impact of public service

financing on local taxpayers.

In the context of developing countries, Degigal. (2008), and Shanat al. (2009) investigate the
determinants of the spatial scale of Chinese citigi®g a consolidated monocentric city model.
Consistent with a number of the key hypothesesrgés® by that model, their results demonstrate the
crucial role that income growth has played in Clsinaban expansion. Similarly, while Deagal
(2008) find that industrialisation and the risetloé service sector both appear to have influeniced t
growth of urban development, they conclude that rble of these factors was relatively minor
compared to the direct effect of economic growthadldition, Shanzet al. (2009) illustrate that the
urban spatial scale of Chinese cities is betteerstdod by using a model that consolidates featvires
both closed and open city models. In another papenget al. (2010) estimated the elasticity of
economic growth on urban land expansion in Chinadigg spatial statistics. Using these techniques
they filter out the effects associated with spadigphendencies that can distort the relationshiywdest

GDP growth and the size of the urban core.

All of these studies confirm that the monocentiity enodel is empirically robust. The economic
variables identified by this literature explain timajority of spatial variation in the sizes of egtiin
different contexts. Moreover, many other geogragdhi@riables have also been found to play an

important role in explaining urban expansion.

It should also be noted that some models havededwariables that measure the ethnic composition
of the population (e.g. Selod and Zenou, 2006) eide rates (e.g. Freemant al, 1996). In the
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American context, it was established that increaisdbe percentage of ethnic minority populations
within cities and rising city centre crime rategtbled to a growth in urban sprawl. The latter baen

explained by the desire of many residents to impriheir personal security by moving further away
the central area of the city. In a European conteatachini and Zenou (2009) confirm the positive
impact of higher crime rates on sprawl, but obsdhe opposite effect for the impact of ethnic

minority populations.

Although there is evidence that urban spraw! isustidimensional issue that should be measured in a
particular way (Arribas-Bett al, 2011), each of the previous empirical studiesremas only a single
dimension of sprawl, i.e. the urbanised area owf@din density. Chin (2002), however, identified
four definitions of urban sprawl based upon: urfiam; land use; impacts; and density. In definision
based around urban form, sprawl is positioned agdire ideal of the compact city, any deviation
away from which may be regarded as sprawl. By esttthe land-use perspective tends to associate
sprawl with spatial segregation and with the extensnono-functional use of land. An alternative
definition is based on the impacts of sprawl. Hérie suggested that sprawl can be defined as any
development pattern leading to poor accessibilitprag related land uses (Ewing, 1994). Finally, the
density approach considers the relationship betwpeawl and the number of people living in a given
land area and concentrates on the intensity of lesed i.e. where a decrease in the population tyensi

of an urban area can be an indicator of urban dpraw

Chin (2002) also identifies three main dimensiohsrban sprawl, respectively based around: urban
spatial scale; population density decline; andtsoad urbanisation. These are used to provide the

rationale for the indicators used in this study.

3. Data
Based on the theoretical and empirical literatwe,seek to explain differences in urban sprawl in
Europe across space and time. Our approach isyraasked on the monocentric city framework and

conceptually our empirical model is given by:

Sprawl index = f( income, population, agricultutahd value, transportation costs, other socio-

economic, climatic and geographic variables)

We consider the two indices of sprawl that beskectfboth the spatial scale of cities and urban
morphology. By considering these indices, we exantiire extent to which the determinants of urban
expansion can explain the fragmentation of urbaasarAs independent variables, both indices will be

estimated using the same explanatory variablebidrsection we specify the sources and exterfief t



data used in this study before discussing the rdelbgical features of sprawl measurements and the

choice of explanatory variables.

3.1. Dataon urbanisation and sprawl measur es

We focus on a sample of European cities obtaineddoybining various existing data sources. Our
starting point was the complete set of 320 citiesduin the Urban Audit datab4sklere, all cities are
defined at three scales: the Core city, which eq@sves the administrative boundaries of the digy; t
Large Urban Zone (LUZ), which is an approximatidntiee functional urban region centred around
the Core city; and the Sub-City District, whichdssubdivision of the LUZ (Eurostat, 2004). We
concentrate on the LUZ, because sprawl is obsex@ahd the fringes of cities from where it spreads
out across the whole urban region. Therefore, thmblary of each LUZ defines the spatial units upon

which this study is based.

Urban Audit provides rather limited information tamd-use, with poor coverage for many cities. As
an alternative to this data set, we use data omrtJMorphological Zones (UMZ), compiled by the

European Environment Agency (EEA), which contaipatigl information for three years (1990, 2000
and 2006) Derived from Corine Land Cover, UMZ data covehe twhole EU-27 at a 200m

resolution for those urban areas that consideraxbtribute to urban tissue and function (Guerois e
al., 2012). Geospatial data on land-use for eaghbbtained by superimposing the LUZ boundaries
and the UMZ spatial data, using a Geographicalrinétion System (GIS). To illustrate this process

and the nature of the spatial data, maps are prdwideated for four selected cities.

Figure 1 shows the example of the urban regionKiefce and Radom (Poland), Eindhoven
(Netherlands) and Murcia (Spain), observed forttitee reference years (1990, 2000 and 2006). As
shown in Figure 1, the external boundary (in grepresenting each LUZ remains stationary through
time. However, the fragments of urbanised landespnted by the black patches vary in both their
size and numbers. The cities in Figure 1 were s=leto illustrate different urban dynamics. For
Kielce and Radom, both the number of fragments taedartificial area increased significantly in a
relatively short period of time (between 2000 aft®&). In Eindhoven the artificial area increased
while the number of fragments decreased over tleetieference years. Finally, Murcia experienced a
major urban development (as evidenced by the isergmartificial area), but the number of fragments

remained relatively steady over time, for examgmpared to Kielce and Radom.

* The Urban audit database arises from a projectdauated by Eurostat that aims to provide a widegeaof
indicators of socio-economic and environmentaléssiThese indicators are measured across fourdsei889-
1993, 1994-1998, 1999-2002, 2003-2006. For futletaits, refer to :
http://epp.eurostat.ec.europa.eu/portal/page/patpbn_cities/city _urban

> For further details, refer to : http://eea.europh.e



Kielce and Radom (Poland)

Eindhoven (Netherlands)

Murcia (Spain)

Figure 1: UMZ boundaries (in grey) and Artificial urban are@s black) for selected cities
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Although the urban audit database covers 320 citiespublicly available UMZ does not include data
for a number of countries for 1990 (UK, Cyprus &maland) and for 2006 (Greece and Cyprus). The
sample used in this study contains the 282 LUZ,vibich we have a complete information on
artificial areas, the number of urban fragmentgputation and GDP for the three reference periods
1990, 2000 and 2006. Figure 2 shows the exteriteo$ample and cities are identified by four colpurs
depending on their supra-national region gfoup

Figure 2: Study area with Urban Atlas Cities for supra-natbregions

g

Urban Atlas Cities

Study Area Cities (237)
E Cities not included
- Eastern European (77)
- Morthern European (10)
l:l Southemn European (65)

l:l Western European (85)
0 500

L
km

The data collected on urbanization, allow two iegdi®f urban sprawl to be constructed. The first
index aims to measure the spatial scale of eagh The total artificial area in square kilometers
(ArtifArea) is then considered as a proxy for atbanised land in each LUZ. These areas were
obtained directly from the spatial UMZ data accogdio Corine Land Cover nomenclature. This
simple measure reflects the evolution of urban lemeer in a given area without any prejudgment on

internal composition or urban morphology, i.e. $keattered nature of the urban area.

The second index reflects urban morphology, andsgiaial patterns of residential land development,

in particular, whether residential developmentaattered or compact. A simple scattering index is

® The supra-national regions are defined as follows : Southern European cities (Cyprus, Portugal, Spain, Italy,
Malte, Slovenia), West European cities (Austria, Germany, Belguim, France, Ireland, Luxembourg, Netherlands,
UK). Northern European cities (Danmark, Sweden, Finland, Estonia, Latvia, Lithuania) and Eastern European
cities (Poland, Romania, Slovakia, Hungary, Czech Republic, Bulgaria).
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adopted, measuring the degree to which urban dewelpnt is spread across land in different

fragments. We use the following expression:

Scatt = ——2 (5)

Artifdree
whereFrag represents the number of urban fragments (i.evithehl patches) within a specific LUZ.
This index reflects how scattered the urban deveéoy is across the whole urban region. Sprawl is
then identified as a high number of different fragts. We divide here by the artificial area within
each LUZ to correct for the size effect, since wpeet that larger urbanised areas will have more

fragments.

3.2. Dataon explanatory variables

The Urban audit database provides a wide rangaridibles, including those used in the monocentric
city model (urban area, population, revenue, trartspHowever, data are missing for different atie
and at different periods, which makes their useeasible. Therefore, the Urban Audit data is
supplemented using data obtained from the Eurodeservation Network, Territorial Development
and Cohesion (ESPORN)When combined, these data sources provide af stptanatory variables
covering a broad sample of European cities foretiperiods 1990, 2000 and 2006.

The ESPON database provides comprehensive daeadtr LUZ on Gross Domestic Product (GDP)
adjusted for Purchasing Power Standrdand total population (POP)We use GDP per capita
(GDPcap) as a proxy for income. All of these vagalare defined for the three reference years (1990
2000 and 2006) for 282 cities across Europe. Howewe direct measures of transport costs or
agricultural land rents exist for the whole of Epgmver the relevant time periods. Similarly, there

no European data sets relating to agricultral lmadkets or transport costs at the city level. Base
the empirical studies cited earlier, proxies aentdied that provide adequate measurements oéthes
variables. First, to account for agricultural laedt, we calculate the ratio of agricultural laredue to

the area of agricultural land (Agriprox). Data @rieultural added value was available from ESPON,
and the relevant data for agricultural land areaetich LUZ was calculated from the other available
data sets. The rationale for including this progythat the ratio could explain different levels of
agricultural productivity. Normally, higher agri¢utal productivity should be capitalised into land

rent. Similarly, highway density (Highway) data rfiahe Eurostat regional data set was used as a

7 ESPON is a European research programme, which gesvpan-European evidence and knowledge about
European territorial structures, trends, perspestignd policy impacts which enables comparisonsnggto
regions and cities. For further details, see ::Httatabase.espon.eu/

® Purchasing Power Standards (PPS) reflect the paties between the countries and are at the same ti
expressed in a single currency. They thus elimirfeden gross domestic products both the differenices
currency expression and the differences in theeprievels between the countries.

° Total population represents all residents who hbe# residence within the LUZ
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proxy for transport costs. The implicit assumptibare, is that investments in highways make

traveling faster and more convenient, which redtisesime and the costs of commuting.

Following Burchfieldet al. (2006) and Dengt al. (2008), a set of climatic and environmental data
was collected from the Urban Audit. The former udg the number of days of rain per year (Rain)
and the average temperature of the warmest monthiseoyear (Temperature). The latter includes the
annual average concentration of NO&O@) as a good indicator of air pollution in the cstié terrain
variable, median city centre altitude above sea&lléMedAlt), is also included. This variable is a
partial indicator for the ruggednes of the LUZ's&n which may have an impact on the potential for

urban growth.

In addition to the economic and geographical védemlof interest, various other social and cultural
variables are considered. First, data on recordidec(Crime) from the Urban Audit is used to
account for the security situation in the centity.cAs mentioned previously, Patachini and Zenou
(2009) find that higher crime rates increase spr&gcond, we include the number of cinema seats
(Cinema) as a proxy for the cultural attractivenafsthe central city. A vibrant central city woute
expected to discourage decentralisation, thus megwsprawl and resulting in more compact urban
areas. Despite some of these variables having ngis$ata for certain cities, they were used to
estimate the differentiating factors between difegrLUZs our sample. Table 1 provides a statistical
summary of the panel data used in this study.

Tablel: Statistical summary of explanatory variables

Variables Obs®  Missing Obs? Mean  Min Max St dev.

unit /( sourcef?

ArtifArea 801 45 211.41 9.64 2876.50 293.54

Km2(UMZ)

Scatt 801 45 0.472 0.017 1.438 0.275
fragmenst/Km (UMZ)

POP® 846 0 939.8  26.7 12961  1255.7
1000 inhabitants (ES)

GDPcap @ 846 0 19935.6 1152 149681  12288.2
Euros (ES)

Agriprox 240 42 5761.9 36.2 90364.2 10415.2
Euros per ha (ES and U)

Highway 282 0 28.6 0.1 289.0 36.4
km per km2(ER)

Crime 228 54 79.1 0.9 233.0 45.4
perl000 inhabitants (UA)

Rain 282 0 157.3 32.0 266.0 49.6

Number of days of rain per year

(UA)

Temperature 282 0 21.2 14.6 35.5 4.0
°C (UA)

AccessAir 248 34 94.6 26.0 187.0 34.4
EU=100(U A)

NO2 210 72 27.6 8.7 64.8 10.3

Annual average concentration

(UA)
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CineSeats 250 32 17.3 0.8 51.9 9.8
perl000 inhabitants (UA)
M edAlt 282 0 132.2 2 746 142.5
m (UA)
(a) The sample isonsisted 0082 cities observed in 1990, 2000 and 2006. (bsidisdata includes cities in
the UK and Greece for 1990, and Cyprus, FinlaneeGe, Sweden for 2006. (c). Data sources : ER:datab
Regional data; ES: ESPON; U: UMZ and UA:Urban Audit

3.3. Variationsin urban sprawl across Europe

Preliminary analysis of the data shows that onayeover the period 1990-2000, the urbanized area
increased by 18.4%, while population density f§ll907 % and the Scattering index decreased by
9.43% (Table 3). In general, European cities tmec&rger, less dense and more compact over this
period. Obviously these averages conceal a widati@r across countries and regions. To observe
the evolution of sprawl indices at the regionaklewe subdivide the sample into four supra-nationa
regions that are close geographically, as shoviAigare 2. Table 3 shows that the Southern European
cities achieve the highest urban growth (32.02 Bt}, with less fragmentation of urban areas (-
4.53%). Despite low growth in urban areas, thetdfascities are denser and more scattered. The
Western European cities experience a high urbantbr(l5.29%), a small decrease in density (-3.8%)
and a decrease in scattering close to the sampd@.nNorthern European cities show a low urban
growth (7.98%) but a sharp decline in density @1%) and scattering (-8.08).

In summary, sprawl shows different trends dependmghe index used and the region within which
cities are located. Southern cities have the fagi@svth of urbanization and the highest decrease i
density, but their morphology tends to be more cachpDespite their relatively low levels of urban
growth, northern cities experienced a relativetgdéadecline in both density and scattering. Frois th
it can be deduced that rapid urbanisation is noesgarily accompanied by a decrease in densitp. Als

urban areas within cities with declining densitg aot necessarily more scattered.

Table2: Growth rates of sprawl indices, population and GDP between 1990 and 2006 accor ding
to different supra-national region groups

Sprawl indices in growth rate Obs?® ArtifArea Scatt Density
1990-2006 (percent)

All cities 237 18.40 - 9.07 -9.43
Southern European cities 65 32.02 -13.98 -14.53
Western European cities 85 15.29 -9.62 -3.80
Eastern European cities 77 11.68 -4.36 -11.01
Northern European cities 10 7.98 -8.08 -11.91

(a). We consider only the cities for which we havieanization data for 1990 and 2006.
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To illustrate the interdependence between these timdices of urban sprawl and the time-varying
explanatory variables (Population and GDP per agpite divide our sample of LUZ into two groups
depending on the growth rate of each index. Th& fyroup corresponds to the bottom quartile
(relatively slow growth). The second group corregjoto the top quartile (relatively high growth).
Table 2 summarises changes across these groupsctias of Table 2 shows that GDP per capita
growth is lower for cities where growth is relaliwslow, compared to those that were growing at a
much faster rate. However, GDP per capita growtinversely related to density and the growth of
scattering. It should also be noted that populagjaowth is lower for cities having a slow growth of

urbanisation and density, but is higher for citaeth a slow growth of scattering.

Table3: Thegrowth rate of sprawl indices between 1990 and 2006 accor ding to the change of
population and GDP per capita

Items Population Growth (percent) GDPcap Growth (percent)
Relatively slowArtifArea growth® - 0.50 10.26
Relatively highArtifArea growth® 70.92 77.11
Relatively slow density growth 2.05 77.55
Relatively high density growth 8.77 56.06
Relatively slow scatt growth 7.44 78.44
Relatively high scatt growth 1.20 68.16

(a) Relatively slow growth is associated with the aittbat are in the lowest quartile. (b) Relativeighh
growth is associated with cities that are in thghbst quartile.

All changes in urban areas and density are movirige direction that is predicted by the monocentri
city model. Furthermore, the growth of populatiod &DP per capita are negatively corrolated to the

evolution of scattering.

4. Empirical model and regression results
4.1. Estimation strategy
The panel data analysis is adopted to deal witerwbsons from multiple cities over three periods.

Given the variables discused above, the estimatjgtion of sprawl indices is given by
fug[:jf::_-} =a; + B;. ]UEE:PDP:':-) + H:rng{GDPCﬂp:r} +vy:iD; + &, (5)

wherei andt stand for cities and time periods respectivelye Tependant variabl&l;, represents

urban sprawl indicesA¢tifArea or Scat)*®. We have two time-varying regressors including ifafon

' As there is a strong correlation between ArtiAsral density, we get similar results for both depend
variables (except for the sign of some coefficiseg equations (3) and (4)).
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(POP) and GDP per capitaGDPcap. D; is a vector of time-invariant variables; is specified as
random or fixed effectsg;. is the error term.

Eq. (5) may be estimated using OLS, pooling obsems across cities and over time. However, OLS
does not take into account the panel nature ofidi® and can yield invalid inferences (Baltagi, 300
Instead of OLS, the more relevant models are thdam effects and the fixed effects models, which
are the two estimators most commonly applied tepdata. Unobservable individual heterogeneity is
taken into account by both models. The distincbetween the two models is whether the individual-
specific time-invariant effects are correlated vilie regressors or not. The fixed effects modedreff
consistent estimators but does not allow us tanasé time-invariant variables since it is basedhen
within operator (it subtracts from the variablesithmean over time, so time-invariant variablesehav
mean equal to their value and the within estimbtads to a null value of the within transformatafn
these variables). The random-effects model inceedise efficiency of estimations but imposes a

strong assumption that individual effects are motedated with explanatory variables.

Furthermore, in order to improve on some of thertsbbmings of these two models, the Hausman-
Taylor instrumental variable estimator might alse &pplied (Hausman and Taylor. 1981). The
Hausman-Taylor model combines the fixed and randdfacts models to deal with the null

correlation between the specific effects and theadates by allowing some variables to be consitlere
as endogenous, i.e. correlated with individual atffe The variance matrix of the composite errors
maintains the random structure but the variablespestted of being correlated with the individual

effects are instrumented by their within transfaiiora(Wooldrige. 2002).

Our model selection process follows Baltagial (2003) in using the Hausman test to select betwee
alternative panel data estimators (Hausman. 1%i&t, we perform a Hausman test comparing the
fixed and random effects estimators. If the nulpdthesis of no systematic differences is not repct
the random effects model is preferred since itdgehe most efficient estimator under the assumptio
of no correlation between the explanatory varialaled the errors. However, if the Hausman test
between fixed and random effects is rejected, theecond Hausman test is performed comparing the
Hausman-Taylor estimator and the fixed effectavestior. Failure to reject this second Hausman test
implies the use of the more-efficient Hausman-Taglstimator, while rejection implies the use of the

fixed modet™.

The Hausman and Taylor method can be representtdritost general form as follows:
Y:.‘=X1:rl'31+';|".‘.::5.‘.+zl:]'rl+z.‘.:]'(.'+:l:+f:r (6)

" For more details see Hausman and Taylor (1981), Wooldridge (2002) and Baltagi et al. (2003).
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where X; ;; and X, ;. are time-varying variables, whereZg; andZ,; are individual time-invariant
regressorsy; is iid(0. g2) and =, is idd(0.¢2) and both are independent of each other. hand

Z; are assumed to be exogenous and not correlatéd vwitind £;,. while the X; and Z, are
endogenous due to their correction withbut not withw;. Thus, the endogeneity arises from the

potential correlation with individual fixed effectdausman and Taylor (1981) suggest an instrumental

variables estimator which premultiplies expresg®nby 1/+/A (whereA is the variance-covariance
term of the error componeiti+s;,) and then performs 2SLS using as instruments<jQZ;], where
Q is the within transformation matrix witfi’,= ¢ — X; andX, the individual mean. Thus we run 2SLS
with [x*.X, .Z,] as the set of instruments (Baltage et al..2003he model is identified in the sense
that there are at least as many time-varying exagemegressork; as there are individual time-
invariant endogenous regressars then this Hausman-Taylor estimator is more efficithan the

fixed effects estimator. How should the endogenand exogenous variables be defined? The
Hausman-Taylor estimator should produce estimataase to the fixed-effect estimator for time-
varying variables. Thus, a Hausman test betweerfixkd-effects model and the Hausman-Taylor

model allows the best specification to be chosen.

4.2. Results

We performed a Hausman test to discriminate betviized and random effects approaches. Under
the null hypothesis of the Hausman test, the estireafrom the random effects model are not
systematically different from those from the fixeffects model. If the null hypothesis cannot be
rejected (probability of the test higher than 10%, consider the estimators from the random effects
model to be consistent. Otherwise, if the null Hiesis is rejected (probability lower than 10%)lyon
the fixed-effects model is consistent and unbiasedhe case of our model, Hausman test results
show that the random effects hypothesis is rejeatethvour of the fixed effect estimator when
ArtifArea idex is the dependent variable. Howevehen the Scatt index is considered as the
dependent variable, the random effect regresseaoisistent. The results of the Hausman test are

reported in the bottom of tables 4 artdl 5

Some qualifications need to be made regardingdkeotithe Hausman-Taylor estimator, in the case of
the ArtifArea index. Although the fixed effects estimator is aatoption in our study, since it does not
allow the estimation of the coefficients of the éiimvariant regressors, it is still useful in ordertest

the strict exogeneity of the regressors that aeel @s instruments in the Hausman—Taylor estimation.

Thus, when strict exogeneity for a set of regresssrrejected, others must be considered in the

2 All estimates presented in this paper are obtained using the PIm package of R . For details see Croissant and
Millo ( 2008).
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estimation to act as instruments. Once the secangsidan test has identified which regressors are

strictly exogenous, they are subsequently usedsasiments in the Hausman—Taylor estimation.

After testing several configurations, we ret®#®P as endogenous, whil@DPcap and all time-
invariant variables are exogenous. Only this camfigion allowed us to obtain estimates close to the
fixed-effects for time-varying variables. In additi the Hausman test confirms the consistencyeof th

Hausman-Taylor estimator (see the bottom of Taple 4

Table 4 reports the results of a regression forAttigArea index obtained using the Hausman—Taylor
estimator. We present two configurations of our etodhe first includes only the main variables of
the monocentric city model, i.e. populatio, GDP papita, agricultral rent proxy and transportation
costs proxy (columns (1) and (2)). The second gondition adds all the explanatory variables setecte
in our study (columns (3) and (4)). Furthermorearydummies are used to control for time-specific

changes in the sprawl indices caused by otherriacto

Table 4 : Estimation of the determinants of ArtifArea indé*ausman-Taylor)

Dependent variable : Ln(ArtifArea)

1) (2) 3) (4)
Constant 7.051 8.264 6.9171 6.231
(4.40)*** (3.05)*** (2.99)** (2.80)**
Ln(POP) 0.223 0.272 0.153 0.184
(5.01)*** (5.46)*** (2.63)** (3.24)***
Ln(GDPcap) 0.134 0.243 0.191 0.277
(4.71)*** (17.30)*** (4.32)*** (15.08)***
Ln(Agriprox) -0.655 -0.971 -0.302 -0.302
(3.45)*** (2.89)** (6.16)*** (6.37)***
Ln(Highway) 0.105 0.077 0.059 0.054
(2.93)** (2.44)** (1.79)* (1.69)*
Ln(Crime) 0.273 0.261
(2.46)** (2.44)**
Ln(Rain) -0.586 -0.583
(2.91)* (2.99)**
Ln(Temperature) -1.306 -1.284
(2.94)** (2.98)**
L(AccessAir) 0.714 0.662
(3.39)*** (3.27)***
Ln(NO2) 0.229 0.200
(1.45) (1.31)
Ln(CineSeats) -0.199 -0.215
(2.14)** (2.40)**
Ln(MedAlt) -0.04 -0.039
(1.06) (0.99)
Year dummies Yes No Yes No
Obs. 677 677 466 466
Hausman FE-RE 171.91 95.85 93.35 91.08
(p-value) (0..000) (0.000) (0.000) (0.000)
Hausman FE-HT 0.207 0.101 2.128 1.085
(p-value) (0.999) (0.999) (0.712) (0.581)
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Notes: Absolute values of t-statistics in parenthegesgnificant at 10 per cent; ** significant at ®qent;

*** gignificant at 1 percent. Hausman FE-RE is fBhi-squared of the Hausman test comparing the fixed
effects and random effects estimator. Hausman FEsHAe Chi-squared of the Hausman test compahag t
fixed effects and Hausman-Taylor estimator. p-vadube p-value of this test.

All the coefficients of the main independent valgsbemerge as significant with the expected signs
(columns (1) and (2)). Population coefficient igréficant and positive, ranging between 0.223 and
0.272. GDP per capita coefficient is also significevith a positive sign, varying between 0.134 and
0.243. The sign on the coefficient of the Agriproxr proxy for agricultural land values, is negativ
and is in accordance with the monocentric modaliption. The higher the agricultural land values th
slower the expansion of artificial area. The caédfit on transportation cost proxy (Highway) is
positive which is also as expected. When transpontaetworks are dense, the cost of transportation
is low and the artificial area is relatively largés we add other explanatory variables, the main
variables of the monocentric model remain signiftoaith the expected signs. This is still true wath

without the dummies for years.

Interstingly, this study highlights the importarafeagricultural productivity in limiting the expaios
of urban areas. Unlike previous studies, a relbtikigh coefficient is observed for the agricultraht
proxy, ranging from -0.302 to -0.971. This meanat thgricultural productivity can be a genuine
barrier to urban sprawl in Europe. This reflects tact that in Europe, agriculture at the urbangei

is often highly intensive and offering relativeligh yields and profits.

The coefficient on the variablérime is significant and positive varying between 0.2r@ 0.261. A
high crime rate in the central city would promotban expansion, encouraging households to settle in
suburban areas. The climatic variablRsif andTemperaturghave a significant and negative effect,
which reflects the tendency towards urban spravtéinperate climates. The connectivity of cities to
the rest of world, measured through the relativedrtance of the nearest airpoftcEessAl), is also
significant and positive. Generally, cities withmajor airport attract significant economic activityd
therefore grow. The cultural attractiveness ofdity, approximated by the number of cinema seats, i
significant and negative, suggesting that attractultural amenities in the centre of the urbamare
discourage outward sprawl that makes those amemétss accessible. The coefficients of the vargable
NO2 and MedAlt are not significant, but show the expected sigimsis, pollution recorded in the
central city tends to encourage households to rtgeburban areas, promoting sprawl. We also note

that, as might be expected, increasing altitude asta brake to the expansion of cities.

Returning to theScattindex, where the Hausman test rejects the fixéettsf estimator in favour of
the random effects model. Table 5 reports the tesifl the regression and various statistical tests.
Again, two configurations, with and without yearngmies, are considered. Columns (1) and (2)
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includes the main variables of the monocentric pitydel, while Columns (3) and (4) add the other

explanatory variables.

The Breusch-Pagan test (Lagrange-Multiplier testjused to test for the existence of individual

heterogeneity, i.e. testing whether or not the @d@LS is an appropriate model (Breusch and Pagan,

1980). The OLS hypothesis is unsurprisingly regdah favour of the random effects estimator for al

configurations. Moreover, the Hausman test cleajgcts the fixed effects model in favour of a

random effects estimator.

Table5: Estimation of the determinants of Urban sprawlded (GLS Random effects)

Dependent variables : Ln(Scatt)

1) 2 3) (4)
Constant 3.300 3.640 1.490 2.224
(6.03)*** (8.97)** (0.66) (0.94)
Ln(POP) -0.307 -0.309 -0.226 -0.243
(7.54)** (7.54)** (4.80)*** (5.20)***
Ln(GDPcap) -0.158 -0.194 -0.031 -0.164
(3.96)*** (11.02)*** (8.20)*** (8.20)***
Ln(Agriprox) -0.093 -0.094 -0.059 -0.059
(2.96)** (2.85)** (2.17)** (2.17)**
Ln(Highway) -0.017 -0.011 -0.056 -0.049
(1.85)* (1.58)* (1.75)* (1.73)*
Ln(Crime) 0.149 0.175
(1.39) (1.43)
Ln(Rain) -0.19 -0.183
(0.98) (0.85)
Ln(Temperature) 0.464 0.486
(1.08) (1.02)
L(AccessAir) - 0.157 -0.103
(0.78) (0.48)
Ln(NO2) -0.428 -0.398
(2.79)** (2.45)**
Ln(CineSeats) 0.003 0.027
(0.035) (0.28)
Ln(MedAlt) 0.229 0.226
(5.72)*** (5.30)***
Year dummies Yes No Yes No
Obs. 654 654 433 433
Adj. R-squard 0.38 0.30 0.38 0.36
LM test 455.31 453.75 293.89 287.03
(p-value) (0.0080) 80.0080) (0.0600) (0.20%0)
Hausman FE-RE 1.74 .51 11.61 1.25
(p-value) (0.782) (0.771) (0.020) (0.532)

Notes: Absolute values of t-statistics in parenthesesgnificant at 10 per cent; ** significant at ®qent;

*** significant at 1 percent. LM test is the Chitsared of the Breusch-Pagan test comparing the mqmpaind
random effects estimators. Hausman FE-RE is thes@idred of the Hausman test comparing the fixkttesf
and random effects estimator. p-value is the pevalfuests.

Results reported in columns (5) to (8) are consist€he low adjusted R-squared values and non-

significance of several variables, shows that fragt@ation is not necessarily influenced by the same

set of variables that determines spatial scaleallncases, we observe that the coefficients for
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Populationand GDP per capita,are negative and significant. suggesting thatelapmppulations and
higher income levels in an urban area are assdciai#h lower rates of fragmentation. Therefore
increases in population and per capita incomeilkedy Ito result in cities that are both larger andre
compact. This reflects the strong demand for lanohore affluent LUZs and the associated levels of
population growth. Such demand may lead to a remluagh the number of urban fragments, as
discrete settlements start to expand and merge eatth other, or with the central city. Such
phenomena can be influenced by urban planning ipsliovhich may be designed to encourage

development within these interstitial spaces rath@&n around the fringes of the LUZ.

Furthermore, the coefficient of the agriculturahdavalue proxy is also negative but not always
significant. As might be expected, high agricultutand productiviy should constrain urban
fragmentation by limiting the amount of land avhi&a for development. The opposite might be
expected for less productive land provided thatothctors (e.g. topography, drainage) are favdarab
to development. The results reported here, suggmse level of heterogeneity in the agricultural
activities within each LUZ, resulting in complexthuse patterns specific to each area. The transpor
cost proxy also had a negative coefficent, andratfds was not always significant. Of the other
explanatory variables, onNO2 andMedAltwere significant in the models. The pollution prdwas a
negative impact on scattering, reflecting a tengemowards greater fragmentation in cities
experiencing higher levels of air pollution. Howewvhe effect of altitude is positive; cities loedtin
urban areas at higher altitudes are likely to beenfeagmented, possibly as a result of the local

terrain.

4.3. Investigating the effects of variablesthat vary over time

The relative importance of variables that vary owene (Population and GDP per capita in
explaining changes in the sprawl index, can beedrdccording to the magnitude of their elasticities
However, this criteria can be misleading, becahsetotal effect of one factor on another over time,

depends on both the magnitude of the elasticitytheadhange in the variable.

Decomposition analysis is used to help understhadeffect of these time-varying variables on the
dependent variables. This approach accounts fdn buté size of the marginal effects and the
magnitude of the change in the explanatory var@atliable 6 reports the results of the decomposition
analysis for bottArtifArea and ScattindeX®. GDP per capitais the most important factor affecting
change in artificial area. Nearly 70% of the growthurban areas between 1990 and 2006 is explained

by increases in income per capita. However, pojomagrowth explains only 4.45% of urban area

B Estimated parameters fértifArea correspond to those obtained in Table 4 columBsiimated parameters

for Scattcorrespond to those reported in Table 5 colum&@sidering estimated parameters without year
dummies does not change the conclusions drawntierdecomposition analysis.
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growth. Other explanatory variables explain ano#t#e9% of variation in the expansion of urban ares.
By contrast, 13.3% of the decline in scatteringxplained by population growth and 23% by growth

in income per capita.
The significance of this decomposition analysisvsfold. First, we show that income growth is by fa

the most important cause of urban expansion. Seseadind that other factors are more important

than changes in income and population in explaitiiegragmentation of urban areas within LUZs.

Table 6: Decomposition analysis of sources of urban spiagites®

Variables Ln(ArtifArea) Ln(Scatt)
@) ) (3 Q) ) (6) (7
Changes Estimatied  Impact on Contribution Estimatied Impact on  Contribution
in variables  parameter  ArtifArea (percent) parameter Scatt (percent)
(percent)
Ln(POP) 5.36 0.153 0.82 4.45 -0.226 -1.21 13.34
Ln(GDPcap) 68.00 0.191 12.98 70.58 -0.031 -2.10 23.24
Residual 24.96 63.41
ArtifArea 18.40 100
Scatt -9.07 100

(a) The decomposition analysis follows three st&ust. the percentage change of each variabledsatvt 990
and 2000 is calculated (column 1). Then columnrhugtiplied by parameters estimated for each indexumns
2 and 5) to obtain the impact of each time-varyiagiable on both indices respectively (column 3 &jd
Finally. the impact of each variable is dividedthg percentage changeAntifArea (18.4%) and Scatt (-9.07%)
to obtain the contribution of each variable to desinArtifArea (column 4) andcatt(colimn 7).

5. Conclusions

Using the framework of the monocentric city modilis paper has empirically investigated the
determinants that influence urban sprawl acrossrgelset of European cities. The phenomenon of
sprawl was examined both as an increase in theabpatle of urban areas and as a process of
fragmentation, where the urban area is shown tohleacterised by a number of discrete parcels of
urban settlement scattered around the central Ey.each city in our sample, data on these two
dimensions of urban sprawl were accurately measusedy GIS software. Based on the literature on
the causes of urban sprawl, a set of potentialaggtbry variables was drawn up and appropriate data
collected from a range of existing sources (e.gioftat, Urban Audit, ESPON). Where data on

potential explanatory variables was not availahlsyitable proxy variable was constructed.

Data was obtained for these variables over thréeramce years. The use of panel data allows
unobservable individual heterogeneity to be colgdobut also means that a simple OLS estimator is

unlikely to be suitable, as this would not accofamtsuch unobservable heterogeneity across cities.
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Several different estimators were considered aatisstal tests were performed to determine the
ability of each to account for the specific struetwf the panel data for the two aspects of sprawl
measured by the study. The Hausman-Taylor estimaierused in the case where sprawl is measured
in terms of changes to the urban (artificial) areat, where the dependent variable is an index of

fragmentation (i.e. scattering) a random effectisnedor was adopted.

Our results are robust and when urban sprawl isoappated by the spatial scale, i.e. changes to the
artificial area within the LUZ, they clearly confirthe predictions of the monocentric city model.
Thus, the coefficients of the main explanatory afales in the model are significant, with the expdct
signs. In addition, the significance of these Jaga does not change when other explanatory vasabl
are introduced. While increasing income per capitd population growth are clear drivers of the
expansion of urban areas, the models reported im ghper highlight the importance of the
productivity of adjacent agricultural land as atfaadiscouraging the outward growth of cities. High
productivity maintains or increases land values arakes development on the urban fringe more
expensive and therefore less atractive. This ecanastriction to the supply of available land nisey
supported by planning regulations, which limit theailability of land in the urban fringe for

development.

In terms of explaining the fragmentation of urbaeas, the growth of income and population are far
less important. A few other factors, such asualgtor terrain, are shown in the model to increhse
tendency towards fragmentation but much of theatian is left unexplained. It is suggested that
urban planning policies and land availabity maypbeticularly influential in determining the level o
fragmentation, along with any other factors thatuee the outward growth of cities and therefore

encourage in-fill development in the intersticesasen fragments.

Some limits of our study must be acknowledged, saslour current inability to include variables

relating to important political and institutionaldtors, such as land supply and zoning, that keéyli

to affect both urban scale and fragmentation. Tlhelehalso omits information on some specific

geographical features therefore limiting our apitid explore the variation in urban sprawl! indices
more deeply. It is also possible that there magdraplex interactions between some environmental
factors (such as coastal and mountain amenitiet)udman sprawl, that are not accounted for in our

model.

Although we have not accounted explicitly for tladerof land use policies (mainly due to the lack of
data), our study can provide some insights intodigsign of policies seeking to control sprawl. \&hil
environmental and landscape protection are impbrééms, such policies should not ignore the

important economic mechanisms that can drive udgawl. This research confirms that in many
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cities, urban sprawl is associated with increasiaglth. Therefore policies that limit the expansidn
urban areas may risk restricting economic growth, hause prices within the LUZ increase,
development land becomes scarce and individualsbasthesses decide to relocate to cities where

there is still room for new development on the jpleary.

Policy makers reluctant to place regulatory restns on sprawl but who are concerned about the los
of environmental quality or amenity from the deyetent of the urban fringe, may wish to consider
other policies that use the market to discourageotitward expansion of cities. Our results suggest
that agricultural productivity, and by extensiorofis, can restrict development by driving up land
prices around cities. Therefore the adoption ofcped that have a positive impact on farm incones o
the urban periphary can have a direct impact ondied the likelihood of outward sprawl, while at
the same time potentially encouraging the develaprognon-urban areas within the LUZ boundary,
therefore reducing urban fragmentation and makheg dity more compact. Within such compact
cities, achieving low crime rates and maintainingbaant cultural life appear to be key considenasi
when encouraging residents to live close to thg céintre rather than in the outer suburbs. These
conclusions appear to offer some support for thds® argue that planners should implement policies
that encourage an urban morphology that maximtsesjtiality of life for residents, while at the same

time minimizing the environmental impacts of urlggowth.
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