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Abstract: A detailed characterization of the coherent x-ray wavefront produced by a partially illuminated Fresnel zone plate is presented. We show, by numerical and experimental approaches, how the beam size and the focal depth are strongly influenced by the illumination conditions, while the phase of the focal spot remains constant. These results confirm that the partial illumination can be used for coherent diffraction experiments. Finally, we demonstrate the possibility of reconstructing the complex-valued illumination function by simple measurement of the far field intensity in the specific case of partial illumination.
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1. Introduction

Diffraction of coherent x-ray beams such as the ones delivered by third generation synchrotron sources [1] is a powerful tool to probe structural properties in condensed matter. The well-defined phase relation of the coherent wavefront, which is preserved through the scattering process, assures a high sensitivity to the exact position of the single scatterers [2, 3]. This is the basic principle of lens-less microscopy techniques as coherent diffraction imaging (CDI), Fourier transform holography and ptychography, aiming at the model-free investigation of materials at the sub-micron scale. These techniques are based on the measurement of far-field coherent intensity patterns; from those, numerical methods are used to retrieve at the sample position the complex exit wavefield $E(r)$, where $r$ defines the scatterer position inside the sample. Due to the weak interaction of x-rays with matter, the Born approximation can be used to relate the exit wavefield $E(r)$ to the product of the complex-valued function $\rho(r)$, that describes the sample, and the illumination probe $\psi(r)$. As long as we can assume that the focal spot of $\psi(r)$ has a constant phase, the exit wavefield $E(r)$ coincides with the sample scattering function $\rho(r)$. The cited lens-less microscopy approaches have been largely applied in the forward direction, i.e. small angle scattering regime [4–6]. In this case $\rho(r)$ is interpreted as the electron density of the object and morphological information like shape and density are obtained. The use of coherent diffraction techniques in Bragg geometry [7–11] gives access to the strain fields encoded in the phase of the complex function $\rho(r)$. In the case of CDI and ptychography, the phase is reconstructed by means of iterative phase retrieval algorithms [12–14], while in holography it is directly measured with the intensity interference pattern. In all cases, the retrieved phase represents in good approximation the projection of the displacement of the crystalline lattice onto the scattering vector [15].

The recent development of dedicated focusing optics, i.e. compound refractive lenses (CRL) [16], Kirckpatrick-Baez (KB) mirrors [17] and Fresnel Zone Plate (FZP) [18–20] offers the possibility of focusing x-ray beams to sub-micron size to increase the photon flux while preserving the wavefront of the coherent beam [21]. This allows the exploitation of lens-less microscopy methods for the investigation of matter at the nanoscale. However, x-rays provided by a third generation synchrotron source have only partial coherence properties [22], with typical transverse coherence lengths in the 10-100 $\mu$m range for hard x-rays. A lens with a radius small enough to match these lengths can be used to ensure the coherent illumination at the expense of reducing the focal distance, which decreases linearly with the lens diameter. Hence, a good compromise between the preservation of working distances and the loss of photon flux can be obtained reducing the illuminated area on the lens by means of an opening (partial illumination) matching the coherent lengths [23]. This approach, which is at the focus of the present manuscript, is particularly interesting for short synchrotron beamlines, e.g. the undulator beamline ID01 at the European Synchrotron Radiation Facility (ESRF, Grenoble) [24] distant 50 m from the source. The partial illumination necessarily affects the wavefront of the focused x-ray beam with a consequent modification of the exit wavefield. Consequently, the strong contribution of $\psi(r)$ in the retrieved exit field $E(r)$ has to be ruled out, as a local wavefront curvature or a change in the phase of the illuminating complex field affect the sample reconstruction [25–27]. Therefore, an accurate investigation of the sample requires a detailed knowledge of the probe wavefront. Unfortunately, the resolution of available 2D detectors does not allow to perform direct imaging of the focal spot. A solution to this problem is offered by the ptychography approach, that enables the simultaneous reconstruction of the sample electron density and the illumination function [28, 29]. However, the convergence of the inversion process relies on a reasonable a priori knowledge of the initial probe estimate in terms of typical width and shape. In the case of weak scattering objects, a good knowledge of the initial probe is mandatory [5].
In this work, based on numerical and experimental approaches, we propose a detailed characterization of the wavefront produced by a partially illuminated circular FZP with the aim of disentangling the contributions of $\psi(r)$ and $\rho(r)$ to the retrieved exit field $E(r)$. Our simulations allow to predict and understand the influence of the partial illumination of a FZP demonstrating that this approach can be used to produce a focal spot with a constant phase. Finally we show the possibility of reconstructing the amplitude and phase of the wavefront of the illumination function by simple measurement of the intensity in the divergent part of the focused beam as proposed in Ref. [30] also in the specific case of partial illumination conditions. The manuscript is organized as follows: in section 2, the experimental set-up is described together with the associated numerical tools to simulate, fit and retrieve the wavefront at the focus. Section 3 illustrates the numerical results obtained for different partial illumination conditions, which are further used to fit the experimental data. The last section discusses the possibility to reconstruct the wavefront directly from experimental intensity pattern at the detector.

2. Experimental set-up and numerical tools

2.1. The nano-focusing set-up for coherent diffraction at ID01

This work is based on the set-up used on the ID01 beamline at the ESRF for coherent diffraction experiments. This undulator beamline has an effective source size, measured after the monochromator, of $125_h \times 30_v \, \mu m^2$ (FWHM) in the horizontal (h) and vertical (v) directions, respectively [31]. At the sample position, 50 m downstream from the source, the transverse coherence lengths are $60_v \times 20_h \, \mu m^2$ (FWHM).

Figure 1 shows the schematics of the set-up. A 200 $\mu m$ diameter gold FZP with an outermost zone width of 70 nm [32] is used to focus the coherent beam. The thickness of the zones is equal to 1 $\mu m$. This provides an efficiency of 15% in the 6 - 9 keV energy range [33]. At 8 keV, the energy used during the experiments, the calculated focal length is $L = 0.09$ m. As the FZP diameter is larger than the coherence lengths, a pair of slits located 1.15 m upstream the FZP is used to provide the partial illumination. The slit aperture is laterally shifted (Fig. 1a)
to avoid the illumination of the central stop (CS). A 65 μm diameter CS and an order sorting
aperture (OSA) with a diameter of 50 μm are introduced to avoid direct beam contribution
and to block higher diffraction orders (Fig. 1b). The measurements of the direct beam in the
forward direction are performed in the far-field regime using a Maxipix 2D pixel detector, with
256 × 256 pixels of 55 × 55 μm² size [34]. This photon counting detector produces zero read-
out noise and is installed at a distance of 0.954 m downstream the focal plane (Fig. 1b, not in
scale).

2.2. Wavefront propagation: numerical calculations

The models used for the propagation of the wavefront produced by a partially illuminated FZP
are detailed in this section. For all the numerical simulations, we assume a monochromatic
and fully coherent beam. In the (x, y, z) laboratory frame, x (horizontal direction) and y (vertical
direction) define the plane perpendicular to the direction of propagation z, i.e. FZP axis (Fig. 1).
In the partial illumination conditions, due to the absence of an axial symmetry, the propagation
must be taken into account. The propagation of the exit field is computationally demanding with respect to the case of full illumination condition [35]. The
origin of the reference frame is set at the FZP position. The initial wavefield \( \Psi(x, y, z_{FZP}) \), where \( z_{FZP} = 0 \), is defined as:

\[
\Psi(x, y, z_{FZP}) = \exp \left( -i \phi_{FZP}(r_n) \right) \times M_1(x, y)
\]  

where \( f_{FZP}(r_n) \) is function of the radius \( r_n \approx \sqrt{n \lambda f} \) for \( n = 1, \ldots, \text{number of zones} \), and represents the zone plate profile and \( \lambda \) is the wavelength. The phase factor \( \phi_{FZP} \) defines the phase shift occurring when x-ray propagate through the zones and depends on the structural characteristics of the FZP. \( M_1(x, y) \) is a mask function that takes into account the presence of both CS and rectangular slits. For the first calculations, we neglected the propagation of the beam from
the slits to the FZP. However, we know that, for a satisfactory comparison with data, such a
propagation must be taken into account.

The propagation of the exit field \( \Psi(x, y, z_{FZP}) \) along \( z \) is performed through [36] :

\[
\Psi(x, y, z) = FT^{-1} \left( P_z(q, z) FT \left( \Psi(x, y, z_{FZP}) \right) \right),
\]

where \( FT \) denotes the Fourier Transform operator and \( P_z(q, z) = \exp(-izq^2/(2k)) \) is the Fresnel
propagator in Fourier space. At \( z = z_{OSA} \) the propagated field \( \Psi(x, y, z_{OSA}) \) is multiplied with a
mask \( M_2(x, y) \), modelling the OSA. The resulting field is further propagated to the focal plane.

For the numerical calculations, the two dimensional zone plate has been computed using a pixel
size of 20 nm, as a compromise between the available computer memory and the resolution
required to define the outermost zone width. At 8 keV, the FZP phase shift is 1.39 rad. The
OSA is introduced at \( z_{OSA} = 0.08 \) m.

The final step of our calculations is the wavefront propagation to the detector position ac-

\[
\Psi(x_f, y_f, z_f) = -\frac{i}{\lambda z_{if}} \exp \left( \frac{2 \pi i z_{if}}{\lambda} \right) \exp \left( \frac{\pi i \rho_i^2}{\lambda z_{if}} \right) \times \int \int \Psi(x_i, y_i, z_i) \exp \left( \frac{\pi i \rho_i^2}{\lambda z_{if}} \right) \exp \left( -\frac{2 \pi i \rho_i \cdot \rho_f}{\lambda z_{if}} \right) dx_i dy_i,
\]

where \( z_{if} = z_i - z_f \) is the distance between the initial (i) and the final (f) positions along the
propagation axis, \( \rho^2 = x^2 + y^2 \) defines the radial distance from the optical axis in the xy plane.
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Fig. 2. Simulated complex field at the focal plane of a Fresnel Zone Plate for different conditions of partial illumination. Color rendition of the complex-valued probe for (a) $120_v \times 40_h \mu m^2$, (b) $60_v \times 20_h \mu m^2$ and (c) $40_v \times 20_h \mu m^2$ slits aperture. The phase is represented by colors and the amplitude (in logarithmic scale) by colors intensities.

This choice allows to handle smaller two-dimensional matrices, reducing both computational memory and time, and to rescale the pixel size of the matrices at each position along the propagation. For our numerical simulations, a range $\Delta x \approx 2.6 \mu m$, corresponding to 129 pixels of 20 nm, has been selected at the focal plane to obtain a pixel size $d_{pix}$ of 57 $\mu m$ at the detector plane, calculated through the formula: $d_{pix} \approx \frac{\lambda}{2N\Delta \theta}$, where $\Delta \theta = \arcsin(\frac{\lambda \Delta x}{2N})$ is the angular resolution at the detector plane and $N$ the total number of pixels.

2.3. Phase retrieval algorithm

In order to reconstruct the wavefront at the focal plane we use the phase retrieval algorithm described in Ref. [30]. In this algorithm the Fourier transform approach is replaced in both directions (from lens to detector and vice versa) by Eq. (3). According to the proposed method, the wavefront reconstruction is done without employing any sample at the focal position. The wavefield at the focus is retrieved from the direct beam intensity at the detector position. The algorithm, consisting of error reduction, hybrid input-output and charge flipping cycles, can be summarized in three steps and follows the cycle: detector-focus-FZP. To make the algorithm converging, constraints are applied both in direct and reciprocal space. The support, whose size is defined by the illuminated area on the lens, is added at the FZP position with the shrink-wrap algorithm [14] and the calculated intensity at the detector is replaced by experimental data. At each iteration, the reconstruction is controlled using the metric error.

3. Wavefront of a partially illuminated FZP: numerical calculations

In this section we discuss the effects of the partial illumination of the FZP on the focused beam characteristics. The results shown are fully based on simulation described in section 2.2. The theoretical values obtained in the case a fully illuminated FZP are used as comparison. In this case, the focal depth and the focal spot size are 290 $\mu m$ and $85_v \times 85_h \ nm^2$, respectively, and the phase of the focal spot is constant. Figure 2 shows the calculations in the case of partial
Fig. 3. Section of the simulated complex field in the direction of propagation for different conditions of partial illumination. Amplitude (expressed in logarithmic scale) for an opening of (a) $120_v \times 40_h \mu m^2$, (b) $60_v \times 20_h$ and (c) $40_v \times 20_h \mu m^2$.

Table 1. Values of Beam Size and Focal Depth Calculated for Different Illumination Conditions

<table>
<thead>
<tr>
<th>Slit Opening $\mu m^2$</th>
<th>Focal Spot Size (FWHM) $\mu m^2$</th>
<th>Focal depth (FWHM) mm</th>
<th>Phase rad</th>
</tr>
</thead>
<tbody>
<tr>
<td>$200_v \times 200_h$</td>
<td>$0.085_v \times 0.085_h$</td>
<td>0.29</td>
<td>const.</td>
</tr>
<tr>
<td>$120_v \times 40_h$</td>
<td>$0.20_v \times 0.58_h$</td>
<td>0.74</td>
<td>const.</td>
</tr>
<tr>
<td>$60_v \times 20_h$</td>
<td>$0.39_v \times 1.20_h$</td>
<td>2.66</td>
<td>const.</td>
</tr>
<tr>
<td>$40_v \times 20_h$</td>
<td>$0.60_v \times 1.20_h$</td>
<td>5.68</td>
<td>const.</td>
</tr>
</tbody>
</table>

*Calculated phases at the focal spot is also tabulated. The ideal case of a fully illuminated FZP is shown for comparison.
illumination. In order to simulate our experimental conditions, a slit opening of $60_v \times 20_h \mu m^2$
has been chosen to match the transverse coherent length of the x-ray beam used. Two additional
illumination conditions have been used for comparison: $120_v \times 40_h \mu m^2$ - which corresponds to
the transverse coherence at a double distance from the source. This choice is motivated by the
planned upgrade programme for the extended ID01 beamline. A $40_v \times 20_h \mu m^2$ slit aperture
has been also used, as a lower size limit. Both focal depth and transverse dimensions of the
focal spot are strongly influenced by the opening. The beam size is diffraction limited: the
wavefront profile is related to the slit opening and to the number of illuminated zones. The
focal spot becomes larger for smaller openings (Figs. 2a-2c). The focal depth is also inversely
proportional to the slit opening (Fig. 3) and it is found to be significantly larger than the one
observed in the case of a fully illuminated FZP. This effect is attributed to the decreased numeri-
cal aperture of the lens, i.e. the smaller divergence of the beam produced with a slit smaller
than the transverse FZP dimensions. One can see that the effective direction of propagation
is tilted with respect to the Fresnel Zone Plate axis by 0.47 mrad (Fig. 3). This is due to the
lateral shift of the illuminated area on the lens (cf. Fig. 1). This shift produces a linear phase in
the focal plane which has been corrected in Figs. 2a-2c. The corrected phases refer to a plane
wave along the effective direction of propagation. This allows to emphasize the constant phase
near the center of the focal spot. These results indicate that the partial illumination of the FZP
does not affect the phase of the focused beam, which justifies the plane wave assumption in
CDI experiments, as long as the object studied is smaller than the focal spot. The values of the
simulated focal spot dimensions are summarized in Table 1 together with the full illumination
case to emphasize the influence of slits.

Fig. 4. (a) Measured intensities in logarithmic scale of the illumination probe at the detector.
It is compared to (b) simulated intensities with the slits distant 1.15 m from the lens plane
and (c) close (neglecting the propagation from the slits) to the FZP. The best agreement is
obtained with a slit opening of $72_v \times 28_h \mu m^2$. The non-zero intensity pixels in the center
of the detector are due to direct beam photons transmitted by the central stop.

4. Propagation to the detector plane and comparison with measurements

A typical measurement of the direct beam at the detector position is shown in Fig. 4a. Using
the numerical tools described in section 2, the x-ray propagation to the detector plane can be
simulated using different slits opening until an agreement with experimental data is found. The slit scattering, which is responsible for the strong background, clearly imposes to introduce the propagation between the slit and the FZP (equal to 1.15m in our set-up) in our calculations. The best agreement of the far-field intensity is obtained for a slit opening of $72_v \times 28_h \ \mu m^2$ (Fig. 4b). The discrepancy between these values and the expected ones of $60_v \times 20_h \ \mu m^2$ is attributed to an error in the calibration of the slit. The case of an identically open slit located directly at the FZP is shown in Fig. 4c. In Fig. 4a, the non-zero intensity pixels in the center of the detector are due to direct beam photons transmitted by the central stop (most likely higher harmonics).

5. Reconstruction of the focused complex wavefield from experimental data

The analysis of the experimental data are performed using the phase retrieval approach described in section 2.3. To facilitate the algorithm convergence, the simulated phase at the detector plane was used as initial guess in the retrieval algorithm. The non-zero intensity pixels in the center of the detector (Fig. 4a) have been masked for the reconstruction. Results obtained from the inversion are shown in Fig. 5a. The range in x and y-directions is limited by the detector resolution. The wavefield at the focus of the FZP in the illumination conditions which better reproduce our data (cf. Fig. 4a), is shown in Fig. 5b. This calculation is used as comparison for the reconstructed wavefield. The size of the reconstructed focal spot is $\approx 280_v \times 730_h \ \mu m^2$ (Fig. 5a) and the focal depth is equal to $\approx 1.76 \ mm$ (Fig. 6). The asymmetry of the focal spot in the horizontal direction compares very well with the calculations (cf. Fig. 5b). A similar asymmetry is found also in the vertical direction, which is not expected from the simulations. This effect is attributed to the peculiar illumination of the FZP obtained with vertical slit blades with an offset in the longitudinal direction [37]. Most interestingly, the reconstructed phase is constant in the focal spot (Fig. 5a).

![Fig. 5. (a) Color rendition of the reconstructed complex-valued field at the focal plane compared to (b) the calculated propagation of Fig. 4b back to the focal plane. The phase is represented by colors and the amplitude (in logarithmic scale) by colors intensities.](image-url)
6. Conclusions

In this study we provide a numerical approach to characterize the coherent complex field at the focus of a partially illuminated circular FZP. Systematically varying the illumination conditions, we observe noteworthy changes in the characteristic sizes of the beam at the focal plane. Namely, the focal spot size and the focal depth are found to be diffraction limited, with size increasing by decreasing the illuminated area on the lens. By means of the proposed calculations, we demonstrate to be able to understand and predict the role of the different optical elements in our set-up, e.g. size and position of the slits defining the illumination of the FZP. In particular, we learned the importance of defining the partial illumination via an aperture placed very close to the FZP. This helps avoiding diffraction effects which could induce asymmetric intensity of the focal spot. This has an important impact for a reliable characterization of nanoscale objects using coherent diffraction techniques both in Bragg geometry, where the crystal deformation is encoded in the phase of the reconstructed complex function, and in forward direction. Finally, calculations of the far field amplitude produced by a partially illuminated FZP, have been used to support the reconstruction of the complex illumination function at the focal plane from experimental data. Even in presence of an asymmetry of the focal spot, due to the specific set-up used, the reconstructed wavefront has been found to have a constant phase within the central spot, in agreement with our calculations. The use of the new set-up recently developed at the beamline ID01 will provide us with new opportunities for a direct wavefront characterizations, through the increased resolution for the measurement of the far field data, and a better control of the illumination conditions of the focusing optics. The use of the ptychography approach on a test sample, for the characterization of the wavefield produced by FZP in the same illumination conditions presented in this manuscript is also planned. This is expected to give us a comparison with the presented results.
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