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Abstract

Compatible Discrete Operator schemes preserve basic properties of the continuous model at the
discrete level. They combine discrete differential operators that discretize exactly topological laws
and discrete Hodge operators that approximate constitutive relations. We devise and analyze two
families of such schemes for the Stokes equations in curl formulation, with the pressure degrees of
freedom located at either mesh vertices or cells. The schemes ensure local mass and momentum
conservation. We prove discrete stability by establishing novel discrete Poincaré inequalities. Using
commutators related to the consistency error, we derive error estimates with first-order convergence
rates for smooth solutions. We analyze two strategies for discretizing the external load, so as to
deliver tight error estimates when the external load has a large curl-free or divergence-free part.
Finally, numerical results are presented on three-dimensional polyhedral meshes.

1 Introduction

Compatible Discrete Operator (CDO) schemes belong to the broad class of compatible or mimetic
schemes, which preserve basic properties of the continuous model at the discrete level; see [3, 4, 9, 14, 16,
18, 22, 30, 35, 38, 42, 44] and references therein. Following the seminal ideas of [43] and [12], the degrees
of freedom (DoFs) are defined using de Rham maps, and their localization results from the physical
nature of the fields. Moreover, a distinction is operated between topological laws (that are discretized
exactly) and constitutive relations (that are approximated). CDO schemes are formulated using discrete
differential operators for the topological laws and discrete Hodge operators for the constitutive relations.
The discrete differential operators produce a cochain complex and they commute with the de Rham
maps. The discrete Hodge operator is the key operator in the CDO framework. The design of this
operator is not unique, and each design leads to a specific scheme [see [41, 31, 11]. CDO schemes involve
two meshes: a primal mesh (the only one seen by the end-user) and a dual mesh. The discrete Hodge
operator links DoFs defined on the primal mesh to DoFs defined on the dual mesh. Moreover, discrete
adjunction properties hold for discrete differential operators on the primal and dual mesh. In [11], CDO
schemes have been analyzed for elliptic problems on polyhedral meshes.

The Stokes equations model flows of incompressible and viscous fluids where the advective inertial
forces are negligible with respect to the viscous forces. In this paper, we focus on the stationary Stokes
equations posed on an open, bounded and connected domain Ω ⊂ ℝ³ with boundary ∂Ω and outward
normal ν∂Ω. Our starting point is to formulate the viscous stresses in the momentum balance using the
curl operator. This way, all the terms in the Stokes equations can be interpreted using scalar-valued
differential forms. We analyze two formulations. The first one, hereafter called 2-field curl formulation,
takes the form

\[
\begin{align*}
\text{curl}(\text{curl}(u)) + \text{grad}(p) &= f, & \text{in } \Omega, \\
\text{div}(u) &= 0, & \text{in } \Omega,
\end{align*}
\]

where \( u \) is the velocity, \( p \) the pressure, and \( f \) the external load. Introducing the vorticity \( \omega := \text{curl} \ u \), the second formulation, hereafter called 3-field curl formulation (also called Velocity-Vorticity-Pressure formulation in the literature), takes the form

\[
\begin{align*}
-\omega + \text{curl}(u) &= 0, & \text{in } \Omega, \\
\text{curl}(\omega) + \text{grad}(p) &= f, & \text{in } \Omega, \\
\text{div}(u) &= 0, & \text{in } \Omega.
\end{align*}
\]

Essential and natural boundary conditions (BCs) can be considered for both formulations. The first set of BCs enforces the value of the normal component of the velocity \( u \cdot \nu \) on the boundary. These BCs are natural for (1) and essential for (2). As the pressure is then determined up to an additive constant, the additional requirement of \( p \) having zero mean-value is typically added. The second set of BCs enforces the value of the tangential components of the vorticity \( \omega \times \nu \) at the boundary. These BCs are essential for (1) and natural for (2). Curl formulations of the Stokes equations have been considered, e.g., by [37] and [25, 26] for the 3-field curl formulation and by [13] for the 2-field curl formulation.

In the present work, we devise and analyze CDO schemes for the Stokes problem in the curl formulations (1) and (2). Since the pressure plays the role of a potential, its DoFs are located at primal or dual mesh vertices. The former case hinges on (1) leading to vertex-based pressure schemes, while the latter hinges on (2) leading to cell-based pressure schemes (since primal cells are in one-to-one correspondence with dual mesh vertices). Both CDO schemes involve two discrete Hodge operators, one linking the velocity (seen as a circulation) to the mass flux and the other linking the vorticity to the viscous stress. The present CDO schemes feature several interesting properties. They can be deployed on polyhedral meshes, and the discrete solution satisfies local mass and momentum conservation. Another benefit from the CDO framework is to deliver two possible discretizations of the external load. This issue is quite important in practice so as to obtain tight error estimates when the external load has a large curl-free or a large divergence-free part (see [34] for a related work on classical Finite Element (FE) schemes and loads with a large curl-free part). In CDO schemes, both situations can be handled by simply choosing a discretization of the external load on primal or dual mesh entities, without using explicitly any Hodge–Helmholtz decomposition of the external load.

The present CDO schemes are, to our knowledge, new on polyhedral meshes, and so is the idea of considering two possible discretizations of the external load. On specific meshes, previous schemes can be recovered from the present CDO schemes. On simplicial meshes and using Whitney forms to build the discrete Hodge operator, the present vertex-based (resp., cell-based) pressure schemes yield the recent FE scheme by [11] (resp., by [37] and [25, 26]). On Delaunay–Voronoi meshes where diagonal discrete Hodge operators can be used, the present CDO schemes are closely related to the recent MAC schemes by [27] on triangular meshes; see also [39]. Furthermore, the present cell-based pressure schemes share the same algebraic structure (same discrete differential operators, but different discrete Hodge operators) as the recent Mimetic Spectral Element method on general quadrilateral/hexahedral meshes analyzed by [32]; see also [5]. We also mention the Discrete Duality Finite Volume (DDFV) scheme on general 2D meshes by [21], which also hinges on the 3-field formulation (2).

The numerical analysis of the present CDO schemes entails some novelties. The most salient one are new Poincaré inequalities for the discrete gradient and curl operators. Similar inequalities have been derived by [11] in a conforming setting where the discrete functions belong to the functional spaces where the continuous Poincaré inequalities hold, e.g., \( H^1(\Omega) \) and \( H(\text{curl}; \Omega) \). The difference is that the present inequalities are stated on the spaces of DoFs (and not on discrete functions) and, more importantly, that the orthogonality is stated using a discrete Hodge operator; even if this operator is devised from local reconstruction functions, the latter need not be conforming. Once these discrete Poincaré inequalities are established, the stability analysis proceeds along fairly classical lines [15, 26], which are adapted here.
to the CDO framework. Furthermore, we prove \textit{a priori} error estimates with first-order convergence rates for smooth solutions. In the first step of the proof, extending ideas from \cite{[12]} \cite{[31]} to the Stokes equations, we bound the error by the consistency error, the latter being expressed as a commutator involving the two discrete Hodge operators for the Stokes equations. In the second step, we proceed as in \cite{[11]} to estimate the consistency error using polynomial approximation in Sobolev spaces. Another novel feature of the convergence analysis is to introduce two possible discretizations of the external load since they lead to substantially different error bounds.

The more classical formulation of the Stokes equations uses the vector Laplacian of the velocity in the momentum balance. Various schemes were proposed to discretize this formulation on polygonal or polyhedral meshes, including Mixed Finite Volumes by \cite{[24]}, Mimetic Finite Differences (MFD) by \cite{[31], [32]} and \cite{[7]}, DDFV by \cite{[33]}, an extension of the Crouzeix–Raviart finite element by \cite{[24]}, and a scheme on triangular meshes based on Finite Element Exterior Calculus (FEEC) by \cite{[29]}. Discretizing the vector Laplacian with CDO schemes is the subject of ongoing work.

This paper is organized as follows. In Section 2, we briefly recall the CDO framework. Then, we present and analyze vertex- and cell-based pressure CDO schemes for the Stokes equations in Sections 3 and 4, respectively. Finally, we present numerical results in Section 5. For simplicity, we often assume in what follows that $\Omega$ is simply connected and that its boundary $\partial \Omega$ is connected. Whenever needed, we refer to this assumption as (H$_{\Omega}$).

## 2 The CDO Framework

### 2.1 Meshes and degrees of freedom

The discretization of the domain $\Omega \subset \mathbb{R}^3$ relies on a primal mesh $M = \{V, E, F, C\}$, where $V$ collects primal vertices (or 0-cells) generically denoted $v$, $E$ primal edges (or 1-cells) $e$, $F$ primal faces (or 2-cells) $f$, and $C$ primal cells (or 3-cells) $c$. The primal mesh has the structure of a cellular complex, in the sense that the boundary of a $k$-cell in $M$, $1 \leq k \leq 3$, can be decomposed into $(k - 1)$-cells belonging to $M$ \cite{[17]}. The spaces of DoFs are denoted $V, E, F, C$ and are defined as the codomains of de Rham maps acting as follows:

\begin{align}
\forall v \in V, \quad (R_V(p))_v &:= p(v), & \forall e \in E, \quad (R_E(u))_e &:= \int_e \frac{u \cdot \tau_e}{e}, \\
\forall f \in F, \quad (R_F(\phi))_f &:= \int_f \phi \cdot \nu_f, & \forall c \in C, \quad (R_C(s))_c &:= \int_c s,
\end{align}

where $\tau_e$ is a unit tangent vector to the edge $e$ and $\nu_f$ is a unit normal vector to the face $f$. The orientation of $\tau_e$ and that of $\nu_f$ is arbitrary, but fixed once and for all (more precisely, the orientation of $f$ is fixed and determines the orientation of $\nu_f$). The definitions \cite{[3]} are in agreement with the underlying physical nature of fields: a scalar potential field is discretized at vertices, a circulation at edges, a flux at faces, and a density at cells. The domain of the de Rham maps can be specified using Sobolev spaces. Fixing a real number $p \in [1, \infty]$ and taking $s_k > \frac{1 + k}{p}$ for all $0 \leq k \leq 2$, one possibility is to require that $p \in W^{s_0,p}(\Omega)$, $u \in W^{s_1,p}(\Omega)^3$, $\phi \in W^{s_2,p}(\Omega)^3$, and $s \in L^p(\Omega)$; it is also possible to use (broken) Sobolev spaces \cite{[30], [45]).

In addition to the primal mesh, we introduce a dual mesh $\hat{M} := \{\hat{V}, \hat{E}, \hat{F}, \hat{C}\}$, where $\hat{V}$ collects dual vertices generically denoted $\hat{v}$, $\hat{E}$ dual edges $\hat{e}$, $\hat{F}$ dual faces $\hat{f}$, and $\hat{C}$ dual cells $\hat{c}$. There are several ways to build a dual mesh, for instance using Voronoi diagrams or a barycentric subdivision \cite{[11]}. The precise way $\hat{M}$ is built is not needed at this stage. We only require that there is a one-to-one correspondence between primal vertices and dual cells, primal edges and dual faces, primal faces and dual edges, and primal cells and dual vertices. As a result, $\#\hat{V} = \#C$, $\#\hat{E} = \#F$, $\#\hat{F} = \#E$ and $\#\hat{C} = \#V$, where $\#X$ denotes the cardinality of the set $X$. To stress this one-to-one pairing, we denote $\hat{v}(c) \in \hat{V}$ the dual vertex related to the primal cell $c \in C$, $\hat{e}(f) \in \hat{E}$ the dual edge related to the primal
face $f \in F$, $\tilde{f}(e) \in \tilde{F}$ the dual face related to the primal edge $e \in E$, and $\tilde{c}(v) \in \tilde{C}$ the dual cell related to the primal vertex $v \in V$. The de Rham maps on the dual mesh act similarly to [3], with codomains denoted $\tilde{V}, \tilde{E}, \tilde{F}, \tilde{C}$. The orientation of the unit vector $\Sigma_{\epsilon(f)}$ is determined by $\Sigma_{\epsilon}$ for all $f \in F$ and that of $\Sigma_{\tilde{\epsilon}(e)}$ by $\Sigma_{\epsilon}$ for all $e \in E$. This means that we operate a transfer of orientation from the primal mesh to the dual mesh. Figure 1 illustrates primal and dual mesh entities. Contrary to the primal mesh, the dual mesh is not a cellular complex because some part of the boundary of a $k$-cell, $1 \leq k \leq 3$, in $M$ is not in $M$ if this cell touches the boundary $\partial \Omega$. For instance, for a primal vertex $v \in \partial \Omega$, only $\partial \tilde{c}(v) \cap \tilde{\Omega}$ consists of dual faces in $\tilde{F}$; similarly, for a primal edge $e \subset \partial \Omega$, only $\partial \tilde{f}(e) \cap \tilde{\Omega}$ consists of dual edges in $\tilde{E}$, and so on.

Figure 1: Examples of primal and dual mesh entities; note that in general dual edges are not straight segments (but consist of two straight segments) and dual faces are not planar (but consist of a finite number of triangles).

The analysis of CDO schemes requires some regularity assumptions on the underlying meshes. A rather general way to assert the regularity of polyhedral meshes is the following assumption, which we denote $(H_M)$ in what follows: There exists a matching simplicial submesh that is shape-regular in the usual sense and that is a common refinement of both primal and dual meshes with each primal and dual cell containing a uniformly bounded number of subsimplices. Moreover, we assume for simplicity that primal faces are planar.

### 2.2 Discrete differential operators

The discrete differential operators on the primal mesh

$$
\text{GRAD} : \mathcal{V} \to \mathcal{E}, \quad \text{CURL} : \mathcal{E} \to \mathcal{F}, \quad \text{DIV} : \mathcal{F} \to \mathcal{C},
$$

(4a)

act such that, for all $p = (p_v)_{v \in V} \in \mathcal{V}$, $u = (u_e)_{e \in E} \in \mathcal{E}$ and $\phi = (\phi_f)_{f \in F} \in \mathcal{F}$,

$$
\text{GRAD}(p)|_e := \sum_{v \in V_e} \iota_{v,e} p_v, \quad \text{CURL}(u)|_f := \sum_{e \in E_f} \iota_{e,f} u_e, \quad \text{DIV}(\phi)|_c := \sum_{f \in F_c} \iota_{f,c} \phi_f,
$$

(4b)

where $V_e := \{ v \in V \mid v \subset \partial c \}$ with $\iota_{v,e} = 1$ if $\Sigma_{\epsilon}$ points towards $v$, $\iota_{v,e} = -1$ otherwise; $E_f := \{ e \in E \mid e \subset \partial f \}$ with $\iota_{e,f} = 1$ if $\Sigma_{\epsilon}$ shares the same orientation as that induced by $\Sigma_{\epsilon}$ on $\partial f$, $\iota_{e,f} = -1$ otherwise; and $F_c := \{ f \in F \mid f \subset \partial c \}$ with $\iota_{f,c} = 1$ if $\Sigma_{\epsilon}$ points outward $c$, $\iota_{f,c} = -1$ otherwise. Algebraically, the discrete differential operators are represented by an incidence matrix (with entries in $\{0, \pm 1\}$). This reflects the topological or metric-free nature of these operators, which is a feature shared by many mimetic schemes; see e.g. [12, 18, 44, 9, 22, 30, 40]. The discrete differential operators commute with
the de Rham maps,

\[ R_\mathcal{C}(\text{grad}) = \text{GRAD}(R_\mathcal{V}), \quad R_\mathcal{F}(\text{curl}) = \text{CURL}(R_\mathcal{E}), \quad R_\mathcal{C}(\text{div}) = \text{DIV}(R_\mathcal{F}), \]

they produce a cochain complex,

\[ \text{CURL}(\text{GRAD}) = 0, \quad \text{DIV}(\text{CURL}) = 0, \]

and, under assumption (H_Ω), they generate an exact sequence,

\[ \text{Im GRAD} = \text{Ker CURL}, \quad \text{Im CURL} = \text{Ker DIV}, \]

where \( \text{Im} \) is the range of an operator and \( \text{Ker} \) the kernel.

The discrete differential operators on the dual mesh commute with the de Rham maps on all interior dual mesh entities, one dual vertex (the extremity of \( \tilde{e} \) located in \( \Omega \)). The discrete differential operators on the dual mesh and, under assumption (H_Ω), they generate an exact sequence,

\[ \text{Im GRAD} = \text{Ker CURL}, \quad \text{Im CURL} = \text{Ker DIV}, \]

where \( \text{Im} \) is the range of an operator and \( \text{Ker} \) the kernel.

The discrete differential operators on the dual mesh

\[ \text{GRAD} : \tilde{\mathcal{V}} \to \tilde{\mathcal{E}}, \quad \text{CURL} : \tilde{\mathcal{E}} \to \tilde{\mathcal{F}}, \quad \text{DIV} : \tilde{\mathcal{F}} \to \tilde{\mathcal{C}}, \]

are defined similarly to (1a). For instance, \( \text{GRAD}(p)|_\mathcal{E} := \sum_{p\in\mathcal{V}} \xi_p \cdot e_p \) for all \( p = (p_\mathcal{E})_{p\in\mathcal{V}} \in \tilde{\mathcal{V}} \), and so on. Notice that the sets \( \mathcal{V}_\mathcal{E}, \tilde{\mathcal{E}}, \) and \( \tilde{\mathcal{E}} \) do not contain geometric entities located at the boundary \( \partial\Omega \); for instance, if the dual edge \( \tilde{e} \) is associated with a primal face \( f \subset \partial\Omega \), then the set \( \tilde{\mathcal{V}}_\mathcal{C} \) contains only one dual vertex (the extremity of \( \tilde{e} \) located in \( \Omega \)). The discrete differential operators on the dual mesh commute with the de Rham maps on all interior dual mesh entities,

\[ R_{\mathcal{\tilde{E}}}(\text{grad})|_\mathcal{E} = \text{GRAD}(R_{\mathcal{\tilde{V}}})|_\mathcal{E}, \quad R_{\mathcal{\tilde{E}}}(\text{curl})|_\mathcal{E} = \text{CURL}(R_{\mathcal{\tilde{E}}})|_\mathcal{E}, \quad R_{\mathcal{\tilde{E}}}(\text{div})|_\mathcal{E} = \text{DIV}(R_{\mathcal{\tilde{E}}})|_\mathcal{E}, \]

for all \( \mathcal{E}, \mathcal{\tilde{E}}, \) and \( \mathcal{\tilde{C}} \) which do not intersect the boundary \( \partial\Omega \). Moreover, these operators produce a cochain complex,

\[ \text{CURL}(\text{GRAD}) = 0, \quad \text{DIV}(\text{CURL}) = 0, \]

and, under assumption (H_Ω), they generate an exact sequence,

\[ \text{Im GRAD} = \text{Ker CURL}, \quad \text{Im CURL} = \text{Ker DIV}. \]

The last important property is an adjunction between discrete differential operators on the primal and dual meshes. We define global duality products as follows:

\[ [p, s]_{\mathcal{\tilde{V}}} := \sum_{v \in \mathcal{V}} p_v s_{\phi(v)}, \quad [u, \phi]_{\mathcal{\tilde{E}}} := \sum_{e \in \mathcal{E}} u_e \phi_{\xi(e)}; \]

\[ [s, p]_{\mathcal{\tilde{C}}} := \sum_{c \in \mathcal{C}} s_c p_{\phi(c)}, \quad [\phi, u]_{\mathcal{\tilde{F}}} := \sum_{f \in \mathcal{F}} \phi_f u_{\xi(f)}, \]

for all \( (p, s) \in \mathcal{V} \times \mathcal{\tilde{C}} \) and \( (u, \phi) \in \mathcal{E} \times \mathcal{\tilde{E}} \) in (12a) and for all \( (s, p) \in \mathcal{C} \times \mathcal{\tilde{V}} \) and \( (\phi, u) \in \mathcal{F} \times \mathcal{\tilde{E}} \) in (12b).

Then, the following identities hold:

\[ \forall (p, \phi) \in \mathcal{V} \times \mathcal{\tilde{F}}, \quad [\text{GRAD}(p), \phi]_{\mathcal{\tilde{E}}} = -[p, \text{DIV}(\phi)]_{\mathcal{\tilde{V}}}; \]

\[ \forall (u, \omega) \in \mathcal{E} \times \mathcal{\tilde{C}}, \quad [\text{CURL}(u), v]_{\mathcal{\tilde{E}}} = [u, \text{CURL}(v)]_{\mathcal{\tilde{C}}}; \]

\[ \forall (\phi, p) \in \mathcal{F} \times \mathcal{\tilde{V}}, \quad [\text{DIV}(\phi), p]_{\mathcal{\tilde{E}}} = -[\phi, \text{GRAD}(p)]_{\mathcal{\tilde{C}}}. \]

Algebraically, the matrix representing a discrete differential operator on the dual mesh is the transpose of that of the corresponding operator on the primal mesh.
2.3 Discrete Hodge operators

In the CDO framework, the crucial point is the design of the discrete Hodge operator. This operator is related to the discretization of a constitutive relation, and in contrast to discrete differential operators, its design is not uniquely defined. The discrete Hodge operator maps DoFs attached to primal mesh entities to DoFs attached to the corresponding dual mesh entities in one-to-one pairing, and is algebraically represented by a (small) dense SPD matrix of order \( \#X \). The space of local primal DoFs \( X \) written as \( \{ \tilde{\tau}, \tilde{x}, \tilde{\tau}, \tilde{c} \} \) and where \( a \) refers to the material property involved in the constitutive relation. The set of primal (resp., dual) mesh entities associated with \( X \) (resp., \( \tilde{Y} \)) is denoted \( X \) (resp., \( \tilde{Y} \)).

In the context of the Stokes equations, the two most salient discrete Hodge operators are \( H^{\alpha}_{\tilde{\tau}} \) and \( H^{\alpha}_{\tilde{\tau}} \), so that we focus on the case where \( \tilde{\alpha} \in \{ \tilde{\tau}, \tilde{x}, \tilde{\tau}, \tilde{c} \} \). These operators are assembled from local discrete Hodge operators attached to primal cells. Let \( c \in C \). We introduce the local subsets

\[
X_c := \{ x \in X | x \subseteq \partial c \}, \quad \tilde{Y}_c := \{ \tilde{y}_c(x) := \tilde{y}(x) \cap c, x \in X_c \}. \tag{14}
\]

In particular, we need the local subsets \( E_c := \{ e \in E | e \subset \partial c \} \) and \( \tilde{E}_c := \{ \tilde{e}_c(e) := \tilde{e}(e) \cap c | e \in E_c \} \), and \( F_c := \{ f \in F | f \subset \partial c \} \) and \( \tilde{E}_c := \{ \tilde{e}_c(f) := \tilde{e}(f) \cap c | f \in F_c \} \). The local de Rham maps \( R_{X_c} \) mapping onto the space of local primal DoFs \( X_c \) are defined as in [5], while the local de Rham maps \( R_{\tilde{Y}_c} \) mapping onto the space of local dual DoFs \( \tilde{Y}_c \) are defined by restricting the domain of integration to \( c \); for instance,

\[
\begin{align*}
(R_{\tilde{Y}_c}(u))_{\tilde{e}_c(t)}(x) & := \int_{\tilde{e}_c(t)} u \cdot \tilde{z}_{\tilde{e}_c(t)}(x), \\
(R_{\tilde{Y}_c}(\tilde{\phi}))_{\tilde{e}_c(e)}(x) & := \int_{\tilde{e}_c(e)} \tilde{\phi} \cdot \tilde{w}_{\tilde{e}_c(e)}(x),
\end{align*}
\tag{15}
\]

where \( \tilde{z}_{\tilde{e}_c(t)}(\text{resp., } \tilde{w}_{\tilde{e}_c(e)}) \) is consistently oriented by \( u \) (resp., \( \tilde{\phi} \)). Then, the assembly of \( H^{\alpha}_{\tilde{\tau}} \) can be written as

\[
H^{\alpha}_{\tilde{\tau}} = \sum_{c \in C} P_{X,c}^* \cdot H^{\alpha}_{\tilde{\tau}} \cdot P_{X,c}, \tag{16}
\]

where \( P_{X,c} : X \rightarrow X_c \) is the (full-rank) map from global to local spaces of DoFs, \( P_{X,c} \) the adjoint map, and \( H^{\alpha}_{\tilde{\tau}} : X_c \rightarrow \tilde{Y}_c \) the local discrete Hodge operator attached to the primal cell \( c \). Observe that \( H^{\alpha}_{\tilde{\tau}} \) is algebraically represented by a (large) sparse SPD matrix of order \( \#X = \#\tilde{Y} \), while \( H^{\alpha}_{\tilde{\tau}} \) is represented by a (small) dense SPD matrix of order \( \#X_c = \#\tilde{Y}_c \).

The local discrete Hodge operators \( H^{\alpha}_{\tilde{\tau}} \) must fulfill, for all \( c \in C \), two key properties: stability and \( P_0 \)-consistency; see [11]. To state these properties, we introduce some notation. Similarly to [12], we define local duality products as \( \left[ a, b \right]_{X_c, \tilde{Y}_c} := \sum_{x \in X_c} a_x b_{\tilde{y}_c(x)} \) for all \( (a, b) \in X_c \times \tilde{Y}_c \). We introduce the local mesh-dependent norm

\[
\forall a \in X_c, \quad \| a \|_{2, X_c} := \sum_{x \in X_c} | p_{x,c}(a_x \cdot x) |^2,
\tag{17}
\]

where \( p_{x,c} \) denotes a subvolume of \( c \) attached to the primal mesh entity \( x \). There are several possible definitions for these subvolumes; an example is presented in Figure 2 for vertices, edges, and faces using a barycentric subdivision of an hexahedral cell. Observe that owing to mesh regularity, see (H3), the measure of \( p_{x,c} \) is uniformly equivalent to \( h_c^3 \), where \( h_c \) denotes the diameter of \( c \). Then, the stability and \( P_0 \)-consistency properties of the local discrete Hodge operators assert that, for all \( c \in C \),

(A1) [Stability] There exists \( \eta_0 > 0 \) such that

\[
\forall a \in X_c, \quad \eta_0 \| a \|_{2, X_c}^2 \leq \left[ a, H^{\alpha}_{\tilde{\tau}}(a) \right]_{X_c, \tilde{Y}_c} \leq \eta_0^{-1} \| a \|_{2, X_c}^2. \tag{18}
\]

(A2) [\( P_0 \)-consistency] The local commuting operator \( [\alpha, x_{\tilde{\tau}}]_{X_c, \tilde{Y}_c}(\bullet) := H^{\alpha}_{\tilde{\tau}} \cdot R_{X_c}(\bullet) - R_{\tilde{Y}_c}(\alpha \bullet) \) satisfies \( [\alpha, x_{\tilde{\tau}}](\xi) = 0 \) for all \( \xi \) constant in \( c \).
Whenever the context is unambiguous, we write $H$ applied to the Stokes equations. We postpone their proof to Appendix A. The discrete Hodge operator $p$ defined by (17), i.e.,

$$W \int e^{\alpha}$$

We introduce global mesh-dependent norms by summing cellwise the local mesh-dependent norms defined by (21). Recalling (17), we infer that

$$\forall a \in X^\alpha, \quad \eta_a \|a\|_{2, X} \leq \|a\|_{a, X} := \|a, H_{a}^\alpha(v)\|_{a, \tilde{X}} \leq \eta_a^{-1} \|a\|_{2, X}.$$  (19)

Whenever the context is unambiguous, we write $[a]_{\alpha, X}$ instead of $[a]_{\alpha, X}$.

The following two discrete Poincaré inequalities are important tools for the analysis of CDO schemes. These two properties share the same spirit as those introduced for MFD schemes by [14, 16]. One way to design local discrete Hodge operators matching these two properties is to define them as local mass matrices built from reconstruction functions satisfying suitable properties inspired from the Discrete Geometric Approach of [19]; see [11].

2.4 Discrete functional analysis

We introduce global mesh-dependent norms by summing cellwise the local mesh-dependent norms defined by (17), i.e., $\|a\|_{2, X} := \sum_{c \in C} \|P_X(a)\|_{2, X}$. Summing cellwise (A1) and using (16), we infer that

$$\forall a \in X^\alpha, \quad \eta_a \|a\|_{2, X} \leq \|a\|_{a, X} := \|a, H_{a}^\alpha(v)\|_{a, \tilde{X}} \leq \eta_a^{-1} \|a\|_{2, X}.$$  (19)

The following two discrete Poincaré inequalities are important tools for the analysis of CDO schemes applied to the Stokes equations. We postpone their proof to Appendix A. The discrete Hodge operator $H_{1}^{\alpha}$ in Lemma 2.1 is diagonal with entries equal to $|\bar{c}(v)|$, while $1 \in V$ has entries equal to 1. The discrete Hodge operator $H_{0}^{\alpha}$ in Lemma 2.2 only needs to satisfy the stability property (A1).

**Lemma 2.1** (Discrete Poincaré–Wirtinger inequality). Assume $(H_{M})$. Then, there exists $C_{1}^{(0)}$ (independent of the mesh size, but dependent on mesh regularity) such that, for all $p \in V$ verifying $[p, H_{1}^{\alpha}(1)]_{\tilde{V}} = 0$, the following inequality holds:

$$\|p\|_{2, V} \leq C_{1}^{(0)} \|\text{GRAD}(p)\|_{2, \tilde{\mathcal{E}}}.$$  (20)

**Lemma 2.2** (Discrete Poincaré inequality for the curl). Assume $(H_{M})$ and $(H_{Q})$. Let $H_{0}^{\alpha}$ satisfy (A1). Then, there exists $C_{1}^{(1)}$ (independent of the mesh size, but dependent on mesh regularity and the stability constant $\eta_a$) such that, for all $u \in \mathcal{E}$ such that $[u, H_{0}^{\alpha}(1)]_{\tilde{X}} = 0$ for all $v \in \text{Ker CURL}$, the following inequality holds:

$$\|u\|_{2, \tilde{\mathcal{E}}} \leq C_{1}^{(1)} \|\text{CURL}(u)\|_{2, \tilde{\mathcal{E}}}.$$  (21)

2.5 Bound on consistency error

In CDO schemes, the discrete errors are bounded only by the consistency error introduced by the lack of commuting property of the discrete Hodge operators with the de Rham maps; see [12, 31, 20], and [11]. Recalling (A2), the global commuting operators are defined as follows:

$$[\alpha, x\tilde{\gamma}]_{\tilde{\gamma}}(\bullet) := H_{x}^{\alpha\tilde{\gamma}} \cdot R_{X}(\bullet) - R_{\gamma}(\alpha \bullet).$$  (22)

We define the discrete norm such that $\|b\|_{\alpha, \tilde{\gamma}} := [H_{a}^{\alpha\tilde{\gamma}}]^{-1}(b, b)_{x\tilde{\gamma}}$ for all $b \in \tilde{\gamma}$. Whenever the context is unambiguous, we write $\|b\|_{\alpha, \tilde{\gamma}}$ instead of $\|b\|_{\alpha, \tilde{\gamma}}$.
In what follows, we abbreviate \( A \lesssim B \) the inequality \( A \leq cB \) with positive constant \( c \) whose value can change at each occurrence and is independent of any mesh size (but can depend on the mesh regularity and the stability constants of the discrete Hodge operators). Let \( H^1(\Omega) \) denote the broken Sobolev space \( H^1 \) on the primal mesh. Let \( h_M := \max_{e \in C} h_e \) denote the maximal mesh size. We now derive a first-order estimate on the consistency error for smooth enough vector fields.

**Lemma 2.3** (Error bound for smooth fields). Assume \( (H_M) \). Let \( \mathbf{b} \in H^1(\Omega)^3 \) be such that curl(\( \mathbf{b} \)) \( \in L^4(\Omega)^3 \). Let \( \tilde{\mathbf{J}}^\alpha \) satisfy (A1) and (A2) with \( \tilde{x} = \varepsilon \tilde{x} \) or \( \tilde{x} \). Then, the following inequality holds:

\[
\| \alpha, \tilde{x} \tilde{\mathbf{J}}(\mathbf{b}) \|_{H^{-1}(\mathbf{b})}^2 \lesssim h_M^2 \left( \| \text{curl} \mathbf{b} \|_{H^1(\Omega)^3}^2 + \| \mathbf{b} \|_{H^4(\Omega)^3}^2 \right),
\]

(23)

**Proof.** We preliminarily observe that the smoothness assumption on \( \mathbf{b} \) entails that this vector field is in the domain of the de Rham maps \( R_e, R_F, R_{\tilde{F}} \); see in particular [36]. We only prove (23) for \( \tilde{x} = \varepsilon \tilde{x} \), the proof for \( \tilde{x} = \tilde{x} \) being similar. The proof follows the same lines as [11] Theorem 3.3]. Using the algebraic result of [20, Theorem 9] yields \( \| \alpha, \varepsilon \tilde{x}, (\mathbf{b}) \|_{H^{-1}(\mathbf{b})}^2 \leq \sum_{e \in E} (T_e)^2 \) where \( (T_e)^2 := \| \alpha, \varepsilon \tilde{x}, (\mathbf{b}) \|_{H^{-1}(\mathbf{b})}^2 \) with \( \| \mathbf{b} \|_{H^2(\mathbf{b})}^2 = \| (\mathbf{H}^{e,x})^{-1}(\mathbf{b}), \tilde{x}, \tilde{x}, \tilde{x} \|_{H^{-1}(\tilde{F})}^2 \) for all \( \mathbf{b} \in \tilde{F} \). Then, owing to (A1), (A2), the triangle inequality, and (H_M), we infer that

\[
(T_e)^2 = \| \alpha, \varepsilon \tilde{x}, ((\mathbf{b} - \mathbf{b}^e(\cdot)\|_{H^{-1}(\mathbf{b})}^2 \lesssim h_c \sum_{e \in E_c} (T_{e,c})^2 + h_{e,c}^{-1} \sum_{e \in E} (T_{e,c})^2,
\]

where \( T_{e,c} := \int_{l_{e,c}} (\mathbf{b} - \mathbf{b}^e) \cdot \mathbf{n} \), \( T_c := \int_{l_{e,c}} (\mathbf{b} - \mathbf{b}^e) \cdot \mathbf{n} \), and \( \mathbf{b}^e \) is the piecewise constant approximation of \( \mathbf{b} \) on the primal mesh. Using mesh regularity and approximation results, we finally obtain that \( |T_{e,c}|^2 \lesssim h_{e,c}^2 |H|_{H^1(\Omega)^3}^2 \) and \( |T_c| \leq \lesssim h_{c,e} \left( |\mathbf{b}|_{H^4(\Omega)^3}^2 + |\text{curl} \mathbf{b}|_{H^4(\Omega)^3}^2 \right) \); see [2] Lemma 4.7] applied with \( p = 4 \). □

### 3 Vertex-Based Pressure Schemes

#### 3.1 Discrete systems

In vertex-based pressure schemes, the starting formulation is the 2-field curl formulation [1]. Although the mass density \( \rho \) and the viscosity \( \mu \) are constant, we rewrite (1) using these material properties so as to identify where a discrete Hodge operator should be used. We obtain

\[
\begin{cases}
\text{curl}(\mu \text{curl}(\mathbf{u})) + \rho \text{grad}(p^\ast) = \rho f^\ast, & \text{in } \Omega, \\
\text{div}(\rho \mathbf{u}) = 0, & \text{in } \Omega,
\end{cases}
\]

(24)

where we have introduced the pressure potential \( p^\ast := \rho^{-1} p \) and the external load density \( f^\ast := \rho^{-1} f \).

We focus on natural BCs for (24), which are given by

\[
\rho \mathbf{u} \cdot \mathbf{n} = u_\nu, \quad \mu \omega \times \mathbf{n} = \omega_{r,bc}, \quad \text{on } \partial \Omega,
\]

(25)

with data \( u_\nu \) and \( \omega_{r,bc} \); for essential BCs, see Remark 3.1. In what follows, we also consider the mass flux \( \tilde{\phi} := \rho \tilde{u} \), the vorticity \( \tilde{\omega} := \text{curl}(\tilde{\mathbf{u}}) \), and the auxiliary field \( \omega^\ast := \mu \tilde{\omega} \) to which we loosely refer as viscos stress circulation. With these quantities, (24) can be rewritten as \( \text{curl}(\omega^\ast) + \rho \text{grad}(p^\ast) = \rho f^\ast \) and \( \text{div}(\tilde{\omega}) = 0 \) in \( \Omega \).

In vertex-based pressure schemes, the two unknowns are the pressure potential \( p^\ast \) and the velocity \( \mathbf{u} \). The DoFs of the pressure potential, denoted \( p^\ast \), are located at primal vertices. The DoFs of the velocity, denoted \( \mathbf{u} \), are located at primal edges. The velocity field is therefore seen as a circulation. The vorticity DoFs, which are located at primal faces, are directly obtained from the velocity DoFs by setting \( \omega := \text{CURL}(\mathbf{u}) \). The translational invariance of the discrete pressure potential is fixed by the condition

\[
\left[ p^\ast, \mathcal{H}_v^0(1) \right]_{\partial \mathcal{I}^2} = 0,
\]

(26)
where $H^x_0$ and $\mathbf{1}$ are defined before Lemma 2.1, so that (26) can be rewritten as $\sum_{\mathbf{v} \in V}[\tilde{c}(\mathbf{v})]|\mathbf{p}^*_v = 0$, which is the discrete counterpart of the zero mean-value condition on the pressure.

There are two discrete Hodge operators, one related to the mass density $\rho$ and the other to the viscosity $\mu$. The discrete Hodge operator $H^x_\rho$ allows us to define the discrete mass flux $\phi := H^x_\rho(\mathbf{u})$ located at dual faces (compare with $\tilde{\phi} := \rho \mathbf{u}$), and the discrete Hodge operator $H^x_\mu$ the discrete visous stress circulation $\omega^x := H^x_\mu(\omega)$ located at dual edges (compare with $\omega^x := \mu \omega$). Both discrete Hodge operators are assumed to satisfy the stability and $P_0$-consistency properties (A1) and (A2). In what follows, we consider the following discrete norms:

\[
\|\mathbf{u}\|_p^2 := \left[\mathbf{u}, H^x_\rho(\mathbf{u})\right]_{x^x}, \quad \|\phi\|_{p^{-1}}^2 := \left[(H^x_\rho)^{-1}(\phi), \phi\right]_{x^x}\tag{27a}
\]

\[
\|\omega\|_p^2 := \left[\omega, H^x_\mu(\omega)\right]_{x^x}, \quad \|\omega^x\|_{p^{-1}}^2 := \left[(H^x_\mu)^{-1}(\omega^x), \omega^x\right]_{x^x}\tag{27b}
\]

for all $\mathbf{u} \in \mathcal{E}$, $\phi \in \tilde{\mathcal{E}}$, $\omega \in \mathcal{F}$, and $\omega^x \in \tilde{\mathcal{F}}$. Owing to the Cauchy–Schwarz inequality, we infer that

\[
\left[\mathbf{u}, \phi\right]_{x^x} \leq \|\mathbf{u}\|_p \|\phi\|_{p^{-1}}, \quad \left[\omega, \omega^x\right]_{x^x} \leq \|\omega\|_p \|\omega^x\|_{p^{-1}}.\tag{28}
\]

We introduce the following operators:

\[
A^{vb} : \mathcal{E} \to \tilde{\mathcal{F}}, \quad B : \mathcal{E} \to \tilde{\mathcal{C}}, \quad B^T : V \to \tilde{\mathcal{F}},
\]

\[
A^{vb} := \nabla \cdot H^x_\mu \cdot \nabla, \quad B := -\nabla \cdot H^x_\rho, \quad B^T := H^x_\rho \cdot \nabla.
\tag{29}
\]

The operators $B$ and $B^T$ are indeed adjoint and $A^{vb}$ is selfadjoint, owing to the selfadjointness of $H^x_\rho$ and $H^x_\mu$ and the discrete adjunctions of $\nabla$ and $\nabla \cdot$ and of $\nabla \cdot$ and $\nabla$.

The vertex-based pressure scheme with homogeneous natural BCs is: Find $(\mathbf{p}^*, \mathbf{u}) \in \mathcal{V}_1 \times \mathcal{E}$, with

\[
\mathcal{V}_1 := \{\mathbf{0} \in \mathcal{V} ; \left[\mathbf{0}, H^x_\rho(\mathbf{1})\right]_{\mathbf{v}\mathbf{c}} = 0\},
\]

such that

\[
\begin{pmatrix}
A^{vb} & B^T \\
B & 0
\end{pmatrix}
\begin{pmatrix}
\mathbf{u} \\
\mathbf{p}^*
\end{pmatrix} = \begin{pmatrix}
\mathbf{S}^{vb}(\rho, \mathbf{f}^*) \\
0 \mathbf{c}
\end{pmatrix}.\tag{30}
\]

The right-hand side $\mathbf{S}^{vb}(\rho, \mathbf{f}^*) \in \tilde{\mathcal{F}}$ discretizes the external load $\rho \mathbf{f}^*$. Two expressions are considered in the analysis, respectively termed discrete primal and dual load and defined as follows:

\[
\mathbf{S}^{vb}_p(\rho, \mathbf{f}^*)|_{l(e)} := (H^x_\rho \cdot \mathbf{R}_e(\mathbf{f}^*)|_{l(e)}), \quad \mathbf{S}^{vb}_d(\rho, \mathbf{f}^*)|_{l(e)} := \mathbf{R}_e(\rho \mathbf{f}^*)|_{l(e)}, \quad \forall e \in \mathcal{E}.\tag{31}
\]

A sufficient condition for the discrete primal and dual load to be well-defined is to fix a real number $p \in [1, \infty]$ and to require that $f^*$ is in the Sobolev space $W^{s,p}(\Omega)^3$ with $s > \frac{1}{2}$ and $s > \frac{1}{p}$, respectively. For simplicity, we consider the Hilbertian setting and require that $f^* \in H^s(\Omega)^3$ with $s > 1$ and $s > \frac{1}{2}$, respectively. Furthermore, non-homogeneous natural BCs can be easily incorporated by modifying the right-hand side of (30) accordingly. We observe that in (30), mass balance holds in each dual cell and momentum balance at each dual face. Specifically,

\[
\sum_{l(e) \in F_{\mathbf{v}\mathbf{c}}(\mathbf{v})} t_{l(e)} \phi_l = 0, \quad \forall \mathbf{v} \in \mathcal{V},\tag{32a}
\]

with the discrete shear stress $\tau := \nabla \cdot (\omega^x) \in \tilde{\mathcal{F}}$, the discrete pressure gradient $\mathbf{g} := H^x_\rho \cdot \nabla$ and $\mathbf{p}^* = \rho \mathbf{p}^* \cdot \nabla$. All the relations involved in (30) are summarized in Figure 3.

Remark 3.1 (Essential BCs). Essential BCs for (24) are $\mathbf{u} \times \nu_{\partial \Omega} = \mathbf{n}_{\partial \Omega}$ and $\mathbf{p}^* = \mathbf{p}^*_{\partial \Omega}$. Such BCs can be enforced strongly by removing the corresponding DoFs from the discrete spaces or weakly by a (consistent) penalty method using the full spaces of DoFs. The analysis of vertex-based pressure schemes with essential BCs is left for future work; the main point consists of either deriving suitable discrete Poincaré inequalities on smaller spaces of DoFs if strong enforcement is considered or analyzing the consistency and penalty terms if weak enforcement is considered.
3.2 Stability and well-posedness

Owing to (A1) and recalling (19), the norms $\| \cdot \|_{2,E}$ and $\| \cdot \|_{\rho}$ are uniformly equivalent on $\mathcal{E}$ (with respect to the mesh size); the same holds for the norms $\| \cdot \|_{2,F}$ and $\| \cdot \|_{\mu}$ on $\mathcal{F}$. We equip the space $\mathcal{V}$ with the norm $\| \cdot \|_{2,\mathcal{V}}$ from Lemma 2.1 (obtained by summing cellwise the local norms (17) for vertices).

**Lemma 3.1** (Coercivity). Assume ($H_M$) and ($H_{\Omega}$). Then, there exists $\eta_A > 0$ (independent of the mesh size) such that, for all $u \in \text{Ker } B$, the following inequality holds:

$$\left[ u, A_v^b(u) \right]_{x,\mathcal{E}} \geq \eta_A \| u \|_{\rho}^2.$$  \hspace{1cm} (33)

**Proof.** Let us verify that $u \in \text{Ker } B$ implies that $\left[ u, H^x_{\rho}(v) \right]_{x,\mathcal{E}} = 0$ for all $v \in \text{Curl }$. Owing to ($H_{\Omega}$) and (7), there is $\theta \in \mathcal{V}$ such that $v = \text{Grad } (\theta)$. As a result,

$$\left[ u, H^x_{\rho}(v) \right]_{x,\mathcal{E}} = \left[ u, B^x(\theta) \right]_{x,\mathcal{E}} = \left[ \theta, B(u) \right]_{\nu,\mathcal{E}} = 0.$$

Applying Lemma 2.2 and the stability property (19), we infer that

$$\eta_\rho \| u \|_{\rho}^2 \leq \left[ u, H^x_{\rho}(v) \right]_{x,\mathcal{E}} \leq (C^{(1)})^2 \| \text{Curl } (u) \|_{2,\mathcal{E}} \leq (C^{(1)})^2 \eta_\mu^{-1} \| \text{Curl } (u) \|_{2,\mathcal{E}},$$

whence we infer (33) with $\eta_A = \eta_\rho \eta_\mu (C^{(1)})^{-2}$ since $\| \text{Curl } (u) \|_{\mu} = \left[ u, A_v^b(u) \right]_{x,\mathcal{E}}$. \hfill $\square$

**Lemma 3.2** (Discrete inf-sup condition). Assume ($H_M$). Then, there exists $\beta_B > 0$ (independent of the mesh size) such that

$$\inf_{\theta \in \mathcal{V}} \sup_{u \in \mathcal{E}} \left[ \theta, B(u) \right]_{\nu,\mathcal{E}} \geq \beta_B.$$  \hspace{1cm} (34)

**Proof.** For all $\theta \in \mathcal{V}$, set $u := \text{Grad } (\theta)$. Then, $\left[ \theta, B(u) \right]_{\nu,\mathcal{E}} = \left[ u, B^x(\theta) \right]_{x,\mathcal{E}} = \| u \|_{\rho}^2$ and owing to Lemma 2.1 and (A1), we infer that $\| B(u) \|_{2,\mathcal{V}} \leq C^{(0)}_{\rho,\mu} \eta_\rho^{1/2} \| u \|_{\rho}$. This yields the inf-sup condition with $\beta_B = \eta_\rho^{1/2} (C^{(0)}_{\rho,\mu})^{-1}$. \hfill $\square$

A classical consequence of Lemmata 3.1 and 3.2 is the following (15):

**Corollary 3.3** (Well-posedness). Assume ($H_M$) and ($H_{\Omega}$). Then, the discrete system (30) is well-posed.

3.3 Error analysis for discrete dual load

Let $u, p^*$ solve the 2-field curl formulation (24) and recall that $\omega = \text{Curl } (u)$. Let $u, p^*$ solve the discrete system (30) and recall that $\omega = \text{Curl } (u)$. We define the following discrete errors:

$$\delta p^* := R_{\mathcal{V}}(p^*) - p^*, \quad \delta u := R_{\mathcal{E}}(u) - u, \quad \delta \omega := R_{\mathcal{E}}(\omega) - \omega.$$  \hspace{1cm} (35)

Recall the global commuting operators $[\rho, \varepsilon^{\varepsilon}](\bullet) := H^x_{\rho}(\varepsilon^{\varepsilon}) \cdot R_{\mathcal{E}}(\bullet) - R_{\mathcal{E}}(\rho \varepsilon^{\varepsilon})$ and $[\mu, \varepsilon^{\varepsilon}](\bullet) := H^x_{\mu}(\varepsilon^{\varepsilon}) \cdot R_{\mathcal{E}}(\bullet) - R_{\mathcal{E}}(\mu \varepsilon^{\varepsilon})$. For simplicity, we assume that there are no quadrature errors when evaluating the external load.
Theorem 3.4 (Error bounds with discrete dual load). Let \( \mathbf{u}, p^* \) solve the 2-field curl formulation \(^{[24]}\) with homogeneous natural BCs. Let \( \mathbf{u}, p^* \) solve the discrete system \(^{[30]}\) with the discrete dual load \( S^b_\delta(\rho, f^*) \) with \( f^* \in H^s(\Omega)^3 \), \( s > \frac{1}{2} \). Assume \((H_{\Omega})\) and \((H_{\Omega})\). Then, the following error bounds hold:

\[
\|\text{GRAD}(\Delta \delta^*)\|_{\rho} \leq \|\rho, \varepsilon \|_{|\text{GRAD}(p^*)|}\|_{\rho^{-1}},
\]

(36a)

\[
\|\delta \omega\|_{\mu} \leq \|\rho, \varepsilon \|_{\text{GRAD}(p^*)}\|_{\rho^{-1} + \|\mu, \varepsilon \|}(\omega)\|_{\mu^{-1}},
\]

(36b)

\[
\|\delta \mathbf{u}\|_{\rho} \leq \|\rho, \varepsilon \|_{\text{GRAD}(p^*)}\|_{\rho^{-1} + \|\mu, \varepsilon \|}(\omega)\|_{\mu^{-1} + \|\rho, \varepsilon \|}(\omega)\|_{\rho^{-1}}.
\]

(36c)

Moreover, if \( \mathbf{u}, \omega, \text{grad}(p^*) \in [H^1(\Omega)]^3 \) and \( f^* \in [L^4(\Omega)]^3 \), the following error bounds hold:

\[
\|\text{GRAD}(\Delta \delta^*)\|_{\rho} \leq h_{\text{m}} \|\text{grad}(p^*)\|_{|H^1(\Omega)|},
\]

(37a)

\[
\|\delta \omega\|_{\mu} \leq h_{\text{m}} \left(\|\text{grad}(p^*)\|_{|H^1(\Omega)|} + \|\omega\|_{|H^1(\Omega)|} + \|f^*\|_{|L^4(\Omega)|}\right),
\]

(37b)

\[
\|\delta \mathbf{u}\|_{\rho} \leq h_{\text{m}} \left(\|\text{grad}(p^*)\|_{|H^1(\Omega)|} + \|\omega\|_{|H^1(\Omega)|} + \|f^*\|_{|L^4(\Omega)|} + \|\mathbf{u}\|_{|H^1(\Omega)|}\right).
\]

(37c)

Proof. (1) We first derive the error equations. Applying \( R_{\delta} \) to the momentum and \( R_{\varepsilon} \) to the mass balance equation in \(^{[24]}\) yields

\[
\text{CURL}(R^\epsilon_{\delta}(\mu \omega)) + R^\epsilon_{\delta}(\rho \text{grad}(p^*)) = S^b_\delta(\rho, f^*),
\]

\[
\text{DIV}(R^\epsilon_{\delta}(p \omega)) = 0.
\]

to owing to the commuting property \(^{[1]}\) on the interior dual mesh entities and the homogeneous BCs \(^{[25]}\) on the dual mesh entities touching the boundary \( \partial \Omega \). Subtracting from the corresponding equation in \(^{[30]}\) and introducing the global commuting operators leads to

\[
\text{CURL}(\mathbf{H}_{\rho}^\epsilon \delta^*(\omega) + H_{\rho}^\epsilon \mathbf{GRAD}(\delta^*) = \text{CURL}(\|\mu, \varepsilon \|_{\text{grad}(p^*)})),
\]

(38a)

\[
\text{DIV}(\mathbf{H}_{\rho}^\epsilon \delta^*(\mathbf{u}) = \text{DIV}(\|\rho, \varepsilon \|_{\text{grad}(p^*)}))
\]

(38b)

since \( R_{\epsilon}(\text{grad}(p^*)) = \text{GRAD}(R_{\epsilon}(p^*)) \).

(2) Bound on the pressure gradient. We take the dual product of \(^{[38a]}\) with \( \text{GRAD}(\delta^*) \). Since

\[
[\text{GRAD}(\delta^*), \text{CURL}(\mathbf{x})]_{\epsilon, \delta} = [\text{CURL}(\text{GRAD}(\delta^*)), \mathbf{x}]_{\epsilon, \delta} = 0 \text{ for all } \mathbf{x} \in \mathbf{E} \text{, we infer that } \|\text{GRAD}(\delta^*)\|_{2, \mathbf{E}} = \|\text{GRAD}(\delta^*)\|_{2, \mathbf{E}},
\]

whence \(^{[36a]}\) follows from the Cauchy–Schwarz inequality \(^{[28]}\).

(3) Bound on the vorticity. We use the discrete Hodge decomposition

\[
\mathbf{E} = \text{Im} \text{GRAD} \left( \text{Im} \text{CURL} \right) \left( H^2(\Omega) \right) ^{1, H},
\]

(39)

where \( \text{Ker} \text{CURL} \left( H^2(\Omega) \right) ^{1, H} := \{ \mathbf{u} \in \mathbf{E} : [\mathbf{u}, \mathbf{H}_{\rho}^\epsilon \delta^*(\mathbf{v})]_{\epsilon, \delta} = 0, \forall \mathbf{v} \in \text{Ker} \text{CURL} \} \), which results from the decomposition \( \mathbf{E} = \text{Im} \text{GRAD} \left( \text{Im} \text{CURL} \right) \left( H^2(\Omega) \right) ^{1, H} \) and \( \text{Im} \text{GRAD} = \text{Ker} \text{CURL} \). Using \(^{[35]}\), we set \( \delta \mathbf{u} = \text{GRAD}(\delta \theta) + \delta \mathbf{u}_1 \) with \( \delta \theta \in \mathcal{V} \) and \( \delta \mathbf{u}_1 \in \text{Ker} \text{CURL} \left( H^2(\Omega) \right) ^{1, H} \). Observe that \( \text{CURL}(\delta \mathbf{u}_1) = \text{CURL}(\delta \mathbf{u}) = \delta \omega \) and that \( \|\delta \mathbf{u}_1\|_{\rho} \leq \|\delta \omega\|_{\mu} \) owing to Lemma 2.2 and the stability of \( \mathbf{H}_{\rho}^\epsilon \) and \( \mathbf{H}_{\mu}^\epsilon \). We take the dual product of \(^{[38a]}\) with \( \delta \mathbf{u}_1 \). Since \( [\delta \mathbf{u}_1, \mathbf{H}_{\rho}^\epsilon \delta^*(\text{GRAD}(\delta^*))]_{\epsilon, \delta} = 0 \), we infer that

\[
\|\delta \omega\|_{\mu} = \|\delta \mathbf{u}_1, \|\mu, \varepsilon \|_{\text{grad}(p^*)}\|_{\epsilon, \delta} + \|\delta \mathbf{u}_1, \|\rho, \varepsilon \|_{\text{grad}(p^*)}\|_{\epsilon, \delta}.
\]

(40)

The estimate \(^{[36b]}\) results from Cauchy–Schwarz inequalities and \( \|\delta \mathbf{u}_1\|_{\rho} \leq \|\delta \omega\|_{\mu} \). We take the dual product of \(^{[38b]}\) with \( \delta \theta \). Since \( \|\delta \mathbf{u}_1, \mathbf{H}_{\rho}^\epsilon \delta^*(\text{GRAD}(\delta^*))\|_{\epsilon, \delta} = 0 \), we infer that

\[
\|\text{GRAD}(\delta \theta)\|_{2, \mathbf{E}} = \|\mathbf{H}_{\rho}^\epsilon \delta^*(\delta \mathbf{u})\|_{\epsilon, \delta} = \|\text{GRAD}(\delta \theta), \|\rho, \varepsilon \|_{\text{grad}(p^*)}\|_{\epsilon, \delta}
\]

and the Cauchy–Schwarz inequality \(^{[28]}\) yields \( \|\text{GRAD}(\delta \theta)\|_{\rho} \leq \|\rho, \varepsilon \|_{\text{grad}(p^*)}\|_{\rho^{-1}} \).

(5) Finally, the error bounds for smooth solutions result from Lemma 2.3, observing in particular that \( \text{curl}(\omega) \in [L^4(\Omega)]^3 \) since \( \text{curl}(\omega) = f^* - \text{grad}(p^*) \), \( f^* \in [L^4(\Omega)]^3 \), and \( \text{grad}(p^*) \in [H^1(\Omega)]^3 \), and that \( \text{curl}(\mathbf{u}) \in [L^4(\Omega)]^3 \) since \( \mathbf{u} = \text{curl}(\mathbf{u}) \in [H^1(\Omega)]^3 \).
3.4 Error analysis for discrete primal load

**Theorem 3.5** (Error bounds with discrete primal load). Let \( u, p^* \) solve of the 2-field curl formulation \([14]\) with homogeneous natural BCs. Let \( u, p^* \) solve the discrete system \((30)\) with the discrete primal load \( S_p^0(\rho, f^*) \) with \( f^* \in H^s(\Omega)^3, s > 1 \). Assume \((H_M)\) and \((H_\Omega)\). Then, the following error bounds hold:

\[
\| \text{GRAD}(\delta p^*) \|_\rho \lesssim \| [\rho, x\overline{\tau}](\text{curl}(\omega^*)) \|_{\rho^{-1}}, \\
\| \delta\omega \|_\mu \lesssim \| [\rho, x\overline{\tau}](\text{curl}(\omega^*)) \|_{\rho^{-1}} + \| [\mu, x\overline{\tau}](\omega) \|_{\mu^{-1}}, \\
\| \delta u \|_\rho \lesssim \| [\rho, x\overline{\tau}](\text{curl}(\omega^*)) \|_{\rho^{-1}} + \| [\mu, x\overline{\tau}](\omega) \|_{\mu^{-1}} + \| [\rho, x\overline{\tau}](\omega) \|_{\rho^{-1}} .
\]

Moreover, if \( u, \omega, \text{curl}(\omega^*) \in [H^3(\Omega)]^3 \) and \( \text{curl}(f^*) \in [L^4(\Omega)]^3 \), the following error bounds hold:

\[
\| \text{GRAD}(\delta p^*) \|_\rho \lesssim h_M \left( \| \text{curl}(\omega^*) \|_{H^3(\Omega)^3} + \| \text{curl}(f^*) \|_{L^4(\Omega)^3} \right), \\
\| \delta\omega \|_\mu \lesssim h_M \left( \| \text{curl}(\omega^*) \|_{H^3(\Omega)^3} + \| \text{curl}(f^*) \|_{L^4(\Omega)^3} + \| \omega \|_{H^3(\Omega)^3} \right), \\
\| \delta u \|_\rho \lesssim h_M \left( \| \text{curl}(\omega^*) \|_{H^3(\Omega)^3} + \| \text{curl}(f^*) \|_{L^4(\Omega)^3} + \| \omega \|_{H^3(\Omega)^3} + \| u \|_{H^3(\Omega)^3} \right) .
\]

**Proof.** Since \( S_p^0(\rho, f^*) = S_p^0(\rho, f^*) + [\rho, x\overline{\tau}](f^*) \), the main difference with the proof of Theorem 3.4 is that the error equation \([38a]\) is to be replaced by

\[
\text{curl} \cdot H^*_{\rho e} \cdot \text{CURL} \delta u + H^*_{\rho e} \cdot \text{GRAD} \delta p^* = \text{curl}([\mu, x\overline{\tau}](\omega)) - [\rho, x\overline{\tau}](\text{curl}(\omega^*)).
\]

The rest of the proof follows along similar lines, and is skipped for brevity. \( \square \)

**Remark 3.2** (Comparison with Theorem 3.4). When the divergence-free part of the external load (i.e., \( \text{curl}(\omega^*) \)) is expected to dominate over the curl-free part (i.e., \( \text{grad}(p^*) \)) using a discrete dual load is more appropriate since the error bounds do not depend on \( \text{curl}(\omega^*) \). Alternatively, when the curl-free part is expected to dominate over the divergence-free part, using a discrete primal load is more appropriate since the error bounds do not depend on \( \text{grad}(p^*) \).

4 Cell-Based Pressure Schemes

4.1 Discrete systems

Cell-based pressure schemes rely on the 3-field curl formulation \([2]\). Introducing the mass density \( \rho \) and the viscosity \( \mu \) leads to

\[
\begin{cases}
-\mu^{-1}\omega^* + \text{curl}(\rho^{-1}\phi) = 0, & \text{in } \Omega, \\
\rho^{-1}\text{curl}(\omega^*) + \text{grad}(p^*) = f^*, & \text{in } \Omega, \\
\text{div}(\phi) = 0, & \text{in } \Omega,
\end{cases}
\]

(recalling that \( \phi = \rho u, \omega = \text{curl}(u), \omega^* = \mu \omega, \) and \( p^* = -\rho^{-1}p \)). We focus on natural BCs for \([43]\), which are given by

\[
\begin{aligned}
u \times u|_{\partial \Omega} &= u_{\rho e}^b, & p^* &= p^b, \\
\end{aligned}
\]

with data \( u_{\rho e}^b \) and \( p^b \). A discussion similar to that in Remark 3.1 can be made regarding essential BCs.

In cell-based pressure schemes, the DoFs of the pressure potential, denoted \( p^* \), are located at dual mesh vertices (in one-to-one pairing with primal mesh cells). The DoFs of the mass flux, denoted \( \phi \), are located at primal faces, while the DoFs of the viscous stress circulation, denoted \( \omega^* \), are located at primal edges. There are two discrete Hodge operators, one related to the (reciprocal of) the mass density \( \rho \) and the other to the (reciprocal of) the viscosity \( \mu \). The discrete Hodge operator \( H_{\rho e}^* \) links the discrete velocity and mass flux in the form \( u = H_{\rho e}^*(\phi) \in \mathcal{E} \) (compare with \( u = \rho^{-1}\phi \)), while the
discrete Hodge operator $H_{\mu}^{F} \cdot$ links the discrete vorticity to the discrete viscous stress circulation in the form $\omega = H_{\mu}^{F} \cdot (\omega^*) \in \tilde{F}$ (compare with $\omega = \mu^{-1} \omega^*$). Both discrete Hodge operators are assumed to satisfy the stability and $P_0$-consistency properties (A1) and (A2). In what follows, we consider the following discrete norms:

\[
\begin{align*}
\| \phi \|_{\rho^{-1}} := \left\| \phi, H_{\rho^{-1}}^{F} (\phi) \right\|_{F}, \\
\| u^* \|_{\rho} := \left\| (H_{\rho^{-1}}^{F})^{-1} (u), u \right\|_{F}, \\
\| \omega^* \|_{\mu^{-1}} := \left\| \omega^*, H_{\mu^{-1}}^{F} (\omega^*) \right\|_{F}, \\
\| \omega \|_{\mu} := \left\| (H_{\mu^{-1}}^{F})^{-1} (\omega), \omega \right\|_{F},
\end{align*}
\]

(45a) for all $\phi \in F$, $u \in \tilde{E}$, $\omega^* \in \tilde{E}$, and $\omega \in \tilde{F}$. Note that these norms differ from those defined in (27) for vertex-based pressure schemes. Owing to the Cauchy–Schwarz inequality, we infer that

\[
\left\| \phi, u \right\|_{F} \leq \| \phi \|_{\rho^{-1}} \| u \|_{\rho}, \\
\| \omega^*, \omega \|_{F} \leq \| \omega^* \|_{\mu^{-1}} \| \omega \|_{\mu}.
\]

(46)

We introduce the following operators:

\[
\begin{align*}
A^{\rho} : \cal{E} &\rightarrow \tilde{F}, \\
C &: \cal{E} \rightarrow \tilde{E}, \\
C^\tau : \cal{F} &\rightarrow \tilde{F}, \\
D : \cal{F} &\rightarrow \cal{C}, \\
D^\tau : \tilde{V} &\rightarrow \tilde{E},
\end{align*}
\]

(47)

The operators $C$ (resp. $D$) and $C^\tau$ (resp. $D^\tau$) are adjoint owing to the adjunction property (13) and the selfadjointness of $H_{\mu^{-1}}^{F}$. Moreover, $A^{\rho}$ is selfadjoint and negative definite.

The cell-based pressure scheme with homogeneous natural BCs is: Find $(p^*, \phi, \omega^*) \in \tilde{V} \times \cal{F} \times \cal{E}$ such that

\[
\begin{align*}
\begin{pmatrix}
A^{\rho} & C^\tau & 0 \\
C & 0 & D^\tau \\
0 & D & 0
\end{pmatrix}
\begin{pmatrix}
\phi^* \\
0 \\
0
\end{pmatrix}
&= \begin{pmatrix}
0 \\
\omega^* \\
0
\end{pmatrix},
\end{align*}
\]

(48)

The right-hand side $S^{\rho} (p^*, f^*) \in \tilde{E}$ discretizes the external load $f^*$. Two expressions are considered in the analysis, respectively termed discrete primal and dual load and defined as follows:

\[
S_p^{\rho} (p^*, f^*) \mid_{E} := \left( H_{\rho^{-1}}^{F} \cdot R_F (p^*) \right) \mid_{E}, \\
S_d^{\rho} (p^*, f^*) \mid_{E} := \left( R_{F} (f^*) \right) \mid_{E}, \\
\forall f \in F.
\]

(49)

A sufficient condition for the discrete primal and dual load to be well-defined is to require that $f^* \in H^s(\Omega)^3$ with $s > \frac{1}{2}$ and $s > 1$, respectively. Furthermore, non-homogeneous natural BCs can be easily incorporated by modifying the right-hand side of (18) accordingly. We observe that in (18), mass balance holds in each primal cell and momentum balance at each dual edge; moreover, $\omega = \text{CURL} (u)$ holds. Specifically,

\[
\tau_{\ell} (f) + g_{\ell} (p) = S^{\rho} (p^*, f^*) \mid_{E}, \\
\sum_{f \in E} t_{f,c} \phi_{t} = 0,
\]

(50a) for all $f \in F$, $\forall \ell \in C$.

(50b)

with the discrete shear stress $\tau := H_{\rho^{-1}}^{F} \cdot \text{CURL} (\omega^*) \in \tilde{E}$ and the discrete pressure gradient $g := \text{GRAD} (p) \in \tilde{E}$. All the relations involved in (18) are summarized in Figure 4.

4.2 Stability and well-posedness

Owing to (A1) and recalling (19), the norms $\| \cdot \|_{2,F}$ and $\| \cdot \|_{\rho^{-1}}$ are uniformly equivalent on $\cal{E}$ (with respect to the mesh size); the same holds for the norms $\| \cdot \|_{2,E}$ and $\| \cdot \|_{\rho}$ on $\cal{F}$. We equip $\tilde{V}$ with the norm $\| p \|_{2,\tilde{V}}^2 := \sum_{c \in C} |c| (p_N (c))^2$ and $\tilde{E}$ with the norm $\| p \|_{2,\tilde{E}}^2 := \sum_{c \in C} \sum_{\ell \in E_c} |p_{\ell,c}|^2$ where $p_{\ell,c}$ is
illustrated in Figure 2. Under assumption (H_M), the following discrete Poincaré inequality is proved in [11]: There exists _C_P^{(6)}_ such that, for all _p_ ∈ _V_:

\[ \|p\|_{2, \tilde{V}} \leq C_P^{(6)} \|\text{GRAD}(p)\|_{2, \tilde{E}}. \] (51)

**Lemma 4.1** (Discrete inf-sup conditions). Assume (H_M) and (H_Ω). Then, there exist _β_C > 0_ and _β_D > 0_ (independent of the mesh size) such that

\[ \inf_{p \in \tilde{V}} \sup_{v \in F} \frac{[D(v), p]_{C_0}}{\|p\|_{2, \tilde{V}} \|v\|_{p^{-1}}} \geq \beta_D, \]

\[ \inf_{\phi \in \text{Ker}_D} \sup_{\psi \in E} \frac{[\phi, C(\psi)]_{\tilde{E}^*}}{\|\phi\|_{p^{-1}} \|\psi\|_{H^{-1}}} \geq \beta_C. \]

**Proof.** To prove the inf-sup condition on _D_, let _p_ ∈ _\tilde{V}_ and set _v_ := (H^{1/2}_p^{-1})^{-1}(GRAD(p)). Then, _v_ ∈ _F_, \[ D(v), p \]_{C_0} = \|v\|_{p^{-1}}^2, and \|GRAD(p)\|_{2, \tilde{E}} \lesssim \|v\|_{p^{-1}}^2, owing to mesh regularity and (A1); hence, \|p\|_{2, \tilde{V}} \lesssim \|v\|_{p^{-1}}^2, owing to the discrete Poincaré inequality (51). To prove the inf-sup condition on _C_, let _ϕ_ ∈ Ker _D_. Owing to the exact sequence property (7), there is _ψ_ ∈ _E_ s.t. _ϕ_ = CURL(_ψ_); moreover, we can take _ψ_ ∈ (Ker CURL)^H, the orthogonality being with respect to H^{1/2}_p^{-1}. Then, \[ [\phi, C(\psi)]_{\tilde{E}^*} = \|\phi\|_{p^{-1}}^2 \] and \|ψ\|_{2, E} \lesssim \|\phi\|_{2, F} owing to Lemma 2.2. The norm equivalences on _E_ and _F_ conclude the proof.

A classical consequence of Lemma 4.1 and the fact that _A^\phi_p_ is selfadjoint and negative definite is the following [26] Theorem 1):

**Corollary 4.2** (Well-posedness). Assume (H_M) and (H_Ω). Then, the discrete system (48) is well-posed.

### 4.3 Error analysis for discrete dual load

Let (p^*, ϕ, ω^*) solve the 3-field curl formulation (43). Let (p^*, ϕ, ω^*) solve the discrete system (48). We define the following discrete errors:

\[ \delta p^* := R^c_D(p^*) - p^*, \quad \delta \phi := R^c_F(\phi) - \phi, \quad \delta \omega^* := R^c_E(\omega^*) - \omega^*. \] (52)

Recall the global commuting operators \[ p^{-1}, x^\mu \] := H^\mu_p^{-1} \cdot R^c_F(\bullet) - R^c_E(\rho^{-1} \bullet) and \[ \mu^{-1}, x^\mu \] := H^\mu_p^{-1} \cdot R^c_E(\bullet) - R^c_E(\mu^{-1} \bullet). For simplicity, we assume that there are no quadrature errors when evaluating the external load.

**Theorem 4.3** (Error bounds with discrete dual load). Let (p^*, ϕ, ω^*) solve the 3-field curl formulation (43) with homogeneous natural BCs. Let (p^*, ϕ, ω^*) solve the discrete system (48) with the
discrete dual load $S^\#_\theta(\rho, f^*)$ with $f^* \in H^s(\Omega)^3$, $s > 1$. Assume $(H_M)$ and $(H_\Omega)$. Then, the following error bounds hold:

\[
\|\text{GRAD}(\delta p^*)\|_\rho \leq \|\rho^{-1}, \bar{x}\| (\text{curl} \, \omega^*)\|_\rho, \\
\|\delta \omega^*_\mu^{-1} \|_\rho \leq \|\rho^{-1}, \bar{x}\| (\text{curl} \, \omega^*)\|_\rho + \|\mu^{-1}, \bar{x}\| (\omega^*)\|_\mu, \\
\|\delta \phi\|_\rho \leq \|\rho^{-1}, \bar{x}\| (\text{curl} \, \omega^*)\|_\rho + \|\mu^{-1}, \bar{x}\| (\omega^*)\|_\mu + \|\rho^{-1}, \bar{x}\| (\phi)\|_\rho. 
\]

(53a)\hspace{1cm} (53b)\hspace{1cm} (53c)

Moreover, if $\omega^*, \text{curl} \, (\omega^*), \phi \in [H^1(\Omega)]^3$ and $\text{curl} \, (f^*) \in [L^4(\Omega)]^3$, the following error bounds hold:

\[
\|\text{GRAD}(\delta p^*)\|_\rho \lesssim h_M \left( |\text{curl} \, (\omega^*)||\mu \cap (C)|^3 + |\text{curl} \, (f^*)||L^4(\Omega)^3| \right), \\\n\|\delta \omega^*_\mu^{-1} \|_\rho \lesssim h_M \left( |\text{curl} \, (\omega^*)||\mu \cap (C)|^3 + |\text{curl} \, (f^*)||L^4(\Omega)^3| + |\omega^*||H^1(\Omega)^3| \right), \\
\|\delta \phi\|_\rho \lesssim h_M \left( |\text{curl} \, (\omega^*)||\mu \cap (C)|^3 + |\text{curl} \, (f^*)||L^4(\Omega)^3| + |\omega^*||H^1(\Omega)^3| + |\phi||H^1(\Omega)^3| \right).
\]

(54a)\hspace{1cm} (54b)\hspace{1cm} (54c)

Proof. (1) We first derive the error equations. Applying $R_\bar{\xi}$ to the vorticity definition, $R_\bar{\mu}$ to the momentum balance, and $R_\rho$ to the mass balance in (43) yields

\[-R_\bar{\xi}(\rho^{-1}, \omega^*) + \text{GRAD}(R_\bar{\xi}(\rho^{-1}, \phi)) = 0, \\
R_\bar{\mu}(\rho^{-1}, \text{curl} \, (\omega^*)) + \text{GRAD}(R_\bar{\xi}(\rho^{-1}, f^*)) = S^\#_\theta(\rho, f^*), \\
\text{DIV}(R_\bar{\rho}(\phi)) = 0,
\]

owing to the commuting property \(1\) on the interior dual mesh entities and the homogeneous BCs \(44\) on the dual mesh entities touching the boundary $\partial \Omega$. Subtracting from the corresponding equation in (48) and introducing the global commuting operators leads to

\[-H^\xi_\mu^{-1}(\delta \omega^*) + \text{GRAD} \cdot (\delta \phi) = -|\mu^{-1}, \bar{x}\| (\omega^*) + \text{GRAD} \cdot |\rho^{-1}, \bar{x}\| (\phi), \\
H^\xi_\mu^{-1} \cdot \text{CURV} \delta \omega^* + \text{GRAD} \delta p^* = |\rho^{-1}, \bar{x}\| (\text{curl} \, \omega^*),
\]

(55a)\hspace{1cm} (55b)\hspace{1cm} (55c)

(2) Bound on the pressure gradient. We take the duality product of (55b) with $(H^\xi_\mu^{-1})^{-1} \cdot \text{GRAD}(\delta p^*)$. Proceeding as in Step (2) of the proof of Theorem 3.4 yields (55a).

(3) Bound on the viscous stress circulation. We use the discrete Hodge decomposition \(39\) based on the discrete Hodge operator $H^\xi_\mu^{-1}$. We set $\delta \omega^* = \text{GRAD}(\delta \theta) + \delta \omega^*_\perp$ with $\delta \theta \in \mathcal{V}$ and $\delta \omega^*_\perp \in (\text{Ker CURV})^{1H}$. We take the duality product of (55a) with $\text{GRAD}(\delta \theta)$. Observing that $[\text{GRAD}(\delta \theta), \text{CURV}(x)]_{\bar{x} \bar{\omega}} = 0$ for all $x \in \bar{E}$ and $[\text{GRAD}(\delta \theta), H^\xi_\mu^{-1}(\delta \omega^*)]_{\bar{x} \bar{\omega}} = [\text{GRAD}(\delta \theta)]_{\mu^{-1}} \lesssim \|\mu^{-1}, \bar{x}\| (\omega^*)\|_\mu$. Then, we take the duality product of (55a) with $\text{CURV}(\delta \omega^*)$. This yields $\|\text{CURV}(\delta \omega^*)\|_{\rho^{-1}} \lesssim \|\mu^{-1}, \bar{x}\| (\text{curl} \, \omega^*)\|_\rho$. Since $\text{CURV}(\delta \omega^*) = \text{CURV}(\delta \omega^*_\parallel)$ and $\delta \omega^*_\parallel \in (\text{Ker CURV})^{1H}$, we infer from Lemma 3.2 that

\[\|\delta \omega^*_\parallel\|_{\mu^{-1}} \lesssim \|\rho^{-1}, \bar{x}\| (\text{curl} \, \omega^*)\|_\rho.\]

Finally, since $\|\delta \omega^*_\parallel^2_{\mu^{-1}} = \|\text{GRAD}(\delta \theta)\|_{\mu^{-1}}^2 + \|\delta \omega^*_\parallel\|_{\mu^{-1}}^2$, we infer (53b).

(4) Bound on the mass flux. Owing to (55c), $(H_\Omega)$, and $7$, there is $\delta \psi \in \mathcal{E}$ s.t. $\delta \psi = \text{CURV}(\delta \psi)$, and we can take $\delta \psi \in (\text{Ker CURV})^{1H}$. We take the duality product of (55a) with $\delta \psi$. For the two terms on the left-hand side, we obtain $[\delta \psi, H^\xi_\mu^{-1}(\delta \omega^*)]_{\bar{x}} \lesssim \|\delta \psi\|_{\mu^{-1}} \|\delta \omega^*_\parallel\|_{\mu^{-1}}$ and $\|\delta \psi, \text{CURV}(H^\xi_\mu^{-1}(\delta \phi))\|_{\bar{x}} = \|\text{CURV}(\delta \psi)\|_{\rho^{-1}}$. Using Lemma 2.2, Cauchy–Schwarz inequalities, and the previous error bounds leads to (55b).

(5) Finally, the error bounds for smooth solutions result from Lemma 2.3.\(\Box\)
4.4 Error analysis for discrete primal load

**Theorem 4.4** (Error bounds with discrete primal load). Let \((p^*, \phi, \omega^*)\) solve the 3-field curl formulation \([13]\) with homogeneous natural BCs. Let \((\tilde{p}^*, \phi, \tilde{\omega}^*)\) solve the discrete system \([18]\) with the discrete primal load \(S_\rho^b(\rho, f^*)_\rho\) with \(f^* \in H^s(\Omega)^3\), \(s > \frac{1}{2}\). Assume \((H_M)\) and \((H_\Omega)\). Then, the following error bounds hold:

\[
\|\text{GRAD}(\delta p^*)\|_\rho \lesssim \|\rho^{-1}, \vec{x}\|(\rho \text{grad}(p^*))\|_{\rho}, \tag{56a}
\]

\[
\|\delta \omega^*\|_{\mu^{-1}} \lesssim \|\rho^{-1}, \vec{x}\|(\rho \text{grad}(p^*))\|_{\rho} + \|\mu^{-1}, \vec{x}\|(\omega^*)\|_{\mu}, \tag{56b}
\]

\[
\|\delta \phi\|_{\rho^{-1}} \lesssim \|\rho^{-1}, \vec{x}\|(\rho \text{grad}(p^*))\|_{\rho} + \|\mu^{-1}, \vec{x}\|(\omega^*)\|_{\mu} + \|\rho^{-1}, \vec{x}\|(\phi)\|_{\rho}. \tag{56c}
\]

Moreover, if \(\omega^*, \text{grad}(p^*) \in [H^1(\Omega)]^3\) and \(f^* \in [L^4(\Omega)]^3\), the following error bounds hold:

\[
\|\text{GRAD}(\delta p^*)\|_\rho \lesssim b_M \|\rho \text{grad}(p^*)\|_{H^1(\Omega)^3}, \tag{57a}
\]

\[
\|\delta \omega^*\|_{\mu^{-1}} \lesssim b_M (\|\rho \text{grad}(p^*)\|_{H^1(\Omega)^3} + \|\omega^*\|_{H^1(\Omega)^3} + \|f^*\|_{L^4(\Omega)^3}), \tag{57b}
\]

\[
\|\delta \phi\|_{\rho^{-1}} \lesssim b_M (\|\rho \text{grad}(p^*)\|_{H^1(\Omega)^3} + \|\omega^*\|_{H^1(\Omega)^3} + \|f^*\|_{L^4(\Omega)^3} + \|\phi\|_{H^1(\Omega)^3}). \tag{57c}
\]

**Proof.** Since \(S^b_\rho(\rho, f^*) = S^{gb}_\rho(\rho, f^*) + \|\rho^{-1}, \vec{x}\|(\rho f^*)\), the main difference with the proof of Theorem 4.3 is that the error equation \((55b)\) is replaced by

\[
H^{3}_{\rho^{-1}} \cdot \text{CURL}(\delta \omega^*) + \text{GRAD}(\delta p^*) = -\|\rho^{-1}, \vec{x}\|(\rho \text{grad}(p^*)).
\]

The rest of the proof follows along similar lines, and is skipped for brevity. \(\square\)

**Remark 4.1** (Comparison with Theorem 4.3). When the divergence-free part of the external load (i.e., \(\text{curl}(\omega^*)\)) is expected to dominate over the curl-free part (i.e., \(\text{grad}(p^*)\)), using a discrete primal load is more appropriate since the error bounds do not depend on \(\text{curl}(\omega^*)\). Alternatively, when the curl-free part is expected to dominate over the divergence-free part, using a discrete dual load is more appropriate since the error bounds do not depend on \(\text{grad}(p^*)\).

5 Numerical Results

We investigate numerically the vertex-based pressure schemes of Section 3 in the case of natural and essential BCs, and for both primal and dual discretizations of the external load. We consider the four combinations: natural (Nat.) BCs & \(S^b_\rho(\rho, f^*)\), essential (Ess.) BCs & \(S^b_\rho(\rho, f^*)\), Nat. BCs & \(S^b_\rho(\rho, f^*)\), and Ess. BCs & \(S^b_\rho(\rho, f^*)\). The two discrete Hodge operators \(H^{3}_{\rho^{-1}}\) and \(H^{3}_{\mu^{-1}}\) are built using the reconstruction functions from the Discrete Geometric Approach by \([19]\). The resulting discrete Hodge operators satisfy the stability and \(P_0\)-consistency properties \((A1)\) and \((A2)\); see \([11]\). The strategy for solving the linear system \([30]\) takes advantage of the CDO framework, which allows us to solve only two SPD systems, since it is possible to operate an exact splitting between pressure and velocity. Applying \(\text{DIV}\) to the momentum equation follows the yielding the following SPD system for the pressure:

\[
\text{DIV} \cdot H^{3}_{\rho^{-1}} \cdot \text{GRAD}(p^*) = \text{DIV} \cdot S^{gb}(\rho, f^*), \tag{58}
\]

of size \(#V\) which is independent of \(u\). Then, the velocity \(u\) is solved by an augmented Lagrangian approach yielding the following SPD system of size \(#E\), where the right-hand side takes into account the pressure computed in \((58)\):

\[
(A^{vb} + \lambda B^{T} \cdot B)(u) = S^{gb}(\rho, f^*) - B^{T}(p^*). \tag{59}
\]

Applying \(\text{DIV}\) to this system readily shows that the discrete velocity exactly satisfies both momentum and mass balance in \([30]\). Numerical experiments indicate that a suitable value for the Lagrange multiplier \(\lambda\) is the reciprocal of \(\max_{e \in E} |p_e|\) with \(p_e := \cup_{c \in C} p_{e,c}\); see Figure 2.
We consider the system \( \text{[24]} \) on the unit cube \( \Omega = [0,1]^3 \) with mass density and viscosity set to 1. The exact pressure and velocity are
\[
\begin{align*}
p(x, y, z) &= \sin(2\pi x) \sin(2\pi y) \sin(2\pi z), \\
\mathbf{u}(x, y, z) &= \begin{bmatrix}
\frac{1}{2} \sin(2\pi x) \cos(2\pi y) \cos(2\pi z) \\
\frac{1}{2} \cos(2\pi x) \sin(2\pi y) \cos(2\pi z) \\
- \cos(2\pi x) \cos(2\pi y) \sin(2\pi z)
\end{bmatrix}.
\end{align*}
\tag{60}
\]
The external load \( \mathbf{f}^* \) and the BCs are determined from \( \text{[60]} \). Two sequences of three-dimensional polyhedral meshes of the FVCA6 benchmark [see \text{[29]}] are tested. The first mesh sequence, labeled PrG, contains prismatic meshes with polygonal basis, and the second sequence, labeled CB, checkerboard meshes, the latter being a classical example of so-called non-matching meshes. Each mesh family consists of successive uniform refinements of an initial mesh. Examples are shown in Figure 5 and quantitative information on the meshes is provided in Table 1.

![Figure 5: Two examples of prismatic meshes with polygonal basis (left) and of checkerboard meshes (right).](image)

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Mesh</th>
<th>#V</th>
<th>#E</th>
<th>#F</th>
<th>#C</th>
</tr>
</thead>
<tbody>
<tr>
<td>PrG</td>
<td>coarsest</td>
<td>3 080</td>
<td>7 200</td>
<td>5 331</td>
<td>1 210</td>
</tr>
<tr>
<td></td>
<td>finest</td>
<td>144 320</td>
<td>354 000</td>
<td>276 921</td>
<td>67 240</td>
</tr>
<tr>
<td>CB</td>
<td>coarsest</td>
<td>625</td>
<td>1 536</td>
<td>1 200</td>
<td>288</td>
</tr>
<tr>
<td></td>
<td>finest</td>
<td>254 977</td>
<td>700 416</td>
<td>592 896</td>
<td>147 456</td>
</tr>
</tbody>
</table>

Table 1: Cardinality of the mesh entity sets for the coarsest and finest meshes of the PrG and CB mesh sequences

To study the convergence rate of the CDO schemes, we report the following errors:
\[
\begin{align*}
\mathbf{E}_{h_1}(\mathbf{p}) := \frac{\|\mathbf{R}_V(p^*) - \mathbf{p}^*\|_1}{\|\mathbf{R}_V(p^*)\|_1}, & \quad \mathbf{E}_{h_1}(\mathbf{g}) := \frac{\|\mathbf{R}_F(\text{GRAD}(\mathbf{p}^*)) - \text{GRAD}(\mathbf{p}^*)\|_\rho}{\|\mathbf{R}_F(\text{GRAD}(\mathbf{p}^*))\|_\rho}, \\
\mathbf{E}_{h_\mu}(\mathbf{u}) := \frac{\|\mathbf{R}_F(\mathbf{u}) - \mathbf{u}\|_\rho}{\|\mathbf{R}_F(\mathbf{u})\|_\rho}, & \quad \mathbf{E}_{h_\mu}(\omega) := \frac{\|\mathbf{R}_F(\text{CURL}\mathbf{u}) - \text{CURL}(\mathbf{u})\|_\mu}{\|\mathbf{R}_F(\text{CURL}\mathbf{u})\|_\mu}.
\end{align*}
\tag{61}
\]
The discrete norms \( \| \cdot \|_\rho \) and \( \| \cdot \|_\mu \) are defined in \( \text{[27]} \), while \( \| \mathbf{a} \|_1^2 := \| \mathbf{a} \|_{L^2(V)}^2 \) for all \( \mathbf{a} \in V \), with \( H^1_\mu \) defined above Lemma \( \text{[2.1]} \). The convergence rate \( \mathbf{r} \) between mesh \( i \) and mesh \( (i-1) \) within a sequence is defined as
\[
\mathbf{r} := -\frac{\log (\mathbf{E}_r(i)/\mathbf{E}_r(i-1))}{\log (#V(i)/#V(i-1))},
\]
where \( #V \) is equal to \#V for the pressure, \#E for the pressure gradient and the velocity, and \#F for the vorticity. For the four combinations of BCs and load discretizations, the various errors are plotted in Figure 6 as the meshes are refined, and the observed convergence rates on the finest meshes are
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reported in Table 2. The results on the pressure gradient, vorticity, and velocity are in accordance with the theoretical results derived in Section 3. In some cases, some super-convergent behavior is observed. The pressure error appears to converge at second-order for most of the cases considered herein.

Finally, we illustrate the practical advantage of the primal and dual load discretizations. We consider the vector potential $\Psi = \text{curl}(u)$ and the scalar potential $\Theta = p$ with $u$ and $p$ defined in (60), and we take for the external load $\rho_F := \chi_u \text{curl}(\Psi) + \chi_p \text{grad}(\Theta)$, with real numbers $\chi_u$ and $\chi_p$, so that $\rho_F$ has a large curl-free part when $\chi_p \gg 1$ and a large divergence-free part when $\chi_u \gg 1$. We observe from Figure 7, left, that the discrete pressure error is not affected by the large divergence-free part of the load when choosing a dual discretization. Similarly, we observe from Figure 7, right, that the discrete velocity error is not affected by the large curl-free part of the load when choosing a primal discretization. These numerical results are in agreement with the theoretical results derived in Theorems 3.4 and 3.5. We stress that the Hodge–Helmholtz decomposition of the external load is not used explicitly in the scheme.

![Figure 6: Errors for the two mesh sequences and the four combinations of BCs and load discretization](image-url)
Table 2: Convergence rates between the two finest meshes of each sequence

<table>
<thead>
<tr>
<th></th>
<th>$\text{Er}_{H^1}(p)$</th>
<th>$\text{Er}_{H^1}(g)$</th>
<th>$\text{Er}_{H^1}(u)$</th>
<th>$\text{Er}_{H^1}()$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PrG</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nat. BCs</td>
<td>$S^p_2$</td>
<td>1.7</td>
<td>1.7</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>$S^g_2$</td>
<td>2.1</td>
<td>1.9</td>
<td>1.8</td>
</tr>
<tr>
<td>Ess. BCs</td>
<td>$S^p_2$</td>
<td>2.1</td>
<td>1.9</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>$S^g_2$</td>
<td>2.1</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>CB</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nat. BCs</td>
<td>$S^p_2$</td>
<td>1.8</td>
<td>1.0</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>$S^g_2$</td>
<td>2.2</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>Ess. BCs</td>
<td>$S^p_2$</td>
<td>1.9</td>
<td>1.1</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>$S^g_2$</td>
<td>2.0</td>
<td>1.1</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Figure 7: Effect of a primal (blue solid lines) and dual (red dashed lines) discretization of the external load on the sequence of PrG meshes when one considers a large divergence-free part (left) or a large curl-free part (right). Left: Error on the pressure for $\chi_u \in \{1 \text{ (circle)}, 10^2 \text{ (diamond)}, 10^4 \text{ (square)}\}$ and $\chi_p = 1$; Right: Error on the velocity for $\chi_u = 1$ and $\chi_p \in \{1 \text{ (circle)}, 10^2 \text{ (diamond)}, 10^4 \text{ (square)}\}$. 
6 Conclusions

In this work, we have analyzed CDO schemes for the Stokes equations on three-dimensional polyhedral meshes. The distinction between primal and dual meshes enabled us to devise vertex-based and cell-based pressure schemes. Vertex-based pressure schemes lead to an algebraic system of size $\#V + \#E$ with two unknowns, the pressure located at primal vertices and the velocity at primal edges. Cell-based pressure schemes lead to a system of size $\#E + \#F + \#C$ with three unknowns, the pressure located at primal cells, the mass flux at primal faces, and the viscous stress circulation at primal edges. For both schemes, two discrete Hodge operators, related to the mass density and the viscosity, are used; as for elliptic problems, these operators must satisfy a stability and a $P_0$-consistency property. Both schemes conserve mass and momentum, the vertex-based ones at dual cells and dual faces, respectively, and the cell-based ones at primal cells and dual edges, respectively. Additionally, both schemes can be deployed with two possible load discretizations, so as to handle a large curl-free or divergence-free part of the load.

Various tracks are worth pursuing in future work. The first one is a comparative study of the vertex- and cell-based pressure schemes. Numerical results on elliptic problems [10] show that the computational efficiency of the vertex-based scheme and of the hybridized cell-based scheme is similar, the former leading to a somewhat smaller linear system but with a larger stencil. For elliptic problems, computational efficiency of the vertex-based scheme and of the hybridized cell-based scheme is similar, and the cell-based one at primal cells and dual edges. Additionally, both schemes can be deployed with two possible load discretizations, so as to handle a large curl-free or divergence-free part of the load.

A Proof of discrete Poincaré inequalities

The proof of the discrete Poincaré inequalities hinges on the existence of conforming reconstruction operators $L_{V}^{\text{conf}} : V \to H^{1}((\Omega))$ and $L_{E}^{\text{conf}} : E \to H((\text{curl}; \Omega))$, and $L_{F}^{\text{conf}} : F \to H((\text{div}; \Omega))$ with right inverse properties $R_{V} L_{V}^{\text{conf}} = \text{Id}_V$, $R_{E} L_{E}^{\text{conf}} = \text{Id}_E$, commuting properties $\text{grad}(L_{V}^{\text{conf}}) = L_{E}^{\text{conf}}(\text{GRAD})$, $\text{curl}(L_{E}^{\text{conf}}) = L_{F}^{\text{conf}}(\text{CURL})$, and stability properties $C_{V}^{\text{p}}\|p\|_{H^{1}(\Omega)} \leq \|L_{V}^{\text{conf}}(p)\|_{L^{2}(\Omega)}$, $\|L_{E}^{\text{conf}}(u)\|_{L^{2}(\Omega)} \leq C_{E}^{\text{p}}\|u\|_{2,E}$, and $\|L_{F}^{\text{conf}}(\phi)\|_{L^{2}(\Omega)} \leq C_{F}^{\text{p}}\|\phi\|_{2,F}$. One possibility is to use the construction of [17] hinging on local constrained minimization problems using Whitney finite elements on the simplicial submesh of each mesh cell. Note that the resulting reconstruction operators are (piecewise) polynomial-valued.

Proof of the discrete Poincaré–Wirtinger inequality. Let $p \in V$ be such that $[\{pHT\}(1)]_{\nu} = 0$. Set $z := L_{V}^{\text{conf}}(p) - L_{V}^{\text{conf}}(p)_{\Omega} \in H^{1}(\Omega)$ where $[\cdot]_{\Omega}$ denotes the mean-value in $\Omega$. Owing to the continuous Poincaré–Wirtinger inequality, $\|z\|_{L^{2}(\Omega)} \leq C_{p,\Omega}^{\text{conf}}\|\text{grad}z\|_{L^{2}(\Omega)}$. Moreover, owing to the properties of $L_{V}^{\text{conf}}$ and $L_{E}^{\text{conf}}$, we infer that

$$
\|\text{grad}z\|_{L^{2}(\Omega)} = \|\text{grad}(L_{V}^{\text{conf}}(p))\|_{L^{2}(\Omega)} = \|L_{E}^{\text{conf}}(\text{GRAD}(p))\|_{L^{2}(\Omega)} \leq C_{E}^{\text{p}}\|\text{GRAD}(p)\|_{2,E}.
$$

so that $\|z\|_{L^{2}(\Omega)} \leq C_{p,\Omega}^{\text{conf}}C_{E}^{\text{p}}\|\text{GRAD}(p)\|_{2,E}$. Furthermore, since $p - R_{V}(z) = (L_{V}^{\text{conf}}(p))_{\Omega}1$, we infer that

$$
\|p\|_{2,V} = \|p, HT^{\tilde{\nu}}(p)\|_{\nu_{\tilde{\nu}}} = \|p, HT^{\tilde{\nu}}(p - R_{V}(z))\|_{\nu_{\tilde{\nu}}} = \|p, HT^{\tilde{\nu}}R_{V}(z)\|_{\nu_{\tilde{\nu}}},
$$

so that $\|p\|_{2,V} \leq \|R_{V}(z)\|_{2,V}$. Finally, since $\|R_{V}(z)\|_{2,V} \leq (C_{p}^{\text{conf}})^{-1}\|L_{V}^{\text{conf}}(R_{V}(z))\|_{L^{2}(\Omega)}$ and $L_{V}^{\text{conf}}(R_{V}(z)) = z$ (observe in particular that $R_{V}(1) = 1$ and $L_{V}^{\text{conf}}(1) = 1$), we infer [20] with $C_{p,\Omega}^{\text{conf}} = C_{p}^{\text{conf}}C_{E}^{\text{p}}(C_{p}^{\text{conf}})^{-1}$. □

Proof of the discrete Poincaré inequality for the curl. Let $u \in E$ be such that $[u, HT^{\tilde{\nu}}(v)]_{\Omega} = 0$ for all $v \in \text{Ker CURL}$. There is $\tilde{z} \in H((\text{curl}; \Omega))$ such that $\text{curl}(\tilde{z}) = \text{curl}(L_{V}^{\text{conf}}(u))$ and $\text{div}(z) = 0$ in $\Omega$ and $\tilde{z} \cdot \nu_{\partial \Omega} = 0$. For all $v \in \text{Ker(curl)}$, there is $\vartheta \in H^{1}(\Omega)$ s.t. $v = \text{grad}(\vartheta)$ owing to (H\Omega), so that $\int_{\Omega}\tilde{z} \cdot v = \int_{\Omega}\text{div}(\tilde{z})\vartheta + \int_{\partial \Omega}(\tilde{z} \cdot \nu_{\partial \Omega})\vartheta = 0$. Owing to the continuous Poincaré inequality for
the curl, \( \| \mathbf{\text{curl}} \|_{L^2(\Omega)} \leq C_{\text{curl}}^{(1)}(\Omega) \)\( \| \mathbf{z} \|_{L^2(\Omega)} \). Moreover, owing to \cite{2} Prop. 3.7, there is \( s > \frac{1}{2} \) such that \( \| \mathbf{z \mathbf{H}} \|_{H^s(\Omega)} \leq C_{\text{curl}}^{(1)}(\Omega) \| \mathbf{\text{curl}} \|_{L^2(\Omega)} \). This bound implies that \( \mathbf{z} \) is in the domain of the Nédélec finite element interpolation operator on the simplicial submesh, so that, using mesh regularity, the proof of Prop. 4.6 in the above reference, and the fact that \( \mathbf{\text{curl}}(\mathbf{z}) \) is polynomial-valued, we infer that \( \| \mathbf{\text{curl}}(\mathbf{z}) \|_{L^2(\Omega)} \leq C_{\text{curl}}^{(1)}(\Omega) \| \mathbf{\text{curl}} \|_{L^2(\Omega)} \). Furthermore, we observe that

\[
\left\| \mathbf{u} \right\|_{L^2(\Omega)} = \left\| \mathbf{\text{curl}}(\mathbf{z}) \right\|_{L^2(\Omega)} = \left\| \mathbf{\text{curl}}(\mathbf{z}) \right\|_{L^2(\Omega)}
\]

since \( \mathbf{\text{CURL}}(\mathbf{u} - \mathbf{\text{R}}(\mathbf{z})) = \mathbf{\text{CURL}}(\mathbf{\text{L}}(\mathbf{z}))(\mathbf{u} - \mathbf{z}) = \mathbf{\text{R}}(\mathbf{\text{CURL}}(\mathbf{\text{L}}(\mathbf{z}))(\mathbf{u} - \mathbf{z})) = 0 \).

Hence, \( \| \mathbf{u} \|_{C^{(1)}} \leq \| \mathbf{\text{R}}(\mathbf{z}) \|_{C^{(1)}} \), and owing to (A1), we infer that

\[
\eta_\alpha \| \mathbf{u} \|_{L^2(\Omega)} \leq \| \mathbf{\text{R}}(\mathbf{z}) \|_{L^2(\Omega)} \leq C_{\text{curl}}^{(1)}(\Omega) \| \mathbf{\text{curl}} \|_{L^2(\Omega)}
\]

whence we infer \cite{21} with \( C_{\text{curl}}^{(1)} = \eta_\alpha^{-1} C_{\text{curl}}^{(1)}(\Omega) \) observing that \( \mathbf{\text{curl}}(\mathbf{z}) = \mathbf{\text{curl}}(\mathbf{\text{L}}(\mathbf{z}))(\mathbf{u} - \mathbf{z}) = \mathbf{\text{L}}(\mathbf{z})(\mathbf{\text{CURL}}(\mathbf{u})) \) and using the stability of \( \mathbf{\text{L}}(\mathbf{z}) \).

\[
\square
\]
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