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A 2D/3D Vision Based Approach Applied to Road Detection in Uban
Environments

Giovani B. Vitor':2, Danilo A. Lima!, Alessandro C. Victorinband Janito V. Ferreifa
Abstract— This paper presents an approach for road de- Image
tection based on image segmentation. This segmentation is Caption

resulted from merging 2D and 3D image processing data from a
stereo vision system. The 2D layer returns a matrix contaimg ;7 -~~~ -~~~ ~=~-7 |~~~ ~"~"~--TT-----

1
pixel's clusters based on the Watershed transform. Whereathe 3D Image |
3D layer return labels, that are classified by the V-Disparity Processmg:
technique, to free spaces, obstacles and non-classified are Disparity
Thus, a feature’s descriptor for each cluster is composed \h Preprocessing

final result from this feature’s descriptor. The proposed wak
reports real experiments carried out in a challenging urban
environment to illustrate the validity and application of this
approach.

Index Terms—Road Detection, Computer Vision, Image
Segmentation, Watershed Transform, V-Disparity Map.
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features from both layers. The road pattern recognition was : T
performed by an artificial neural network, trained to obtain a 1 |
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I. INTRODUCTION

A vehicle navigating in an autonomous or semi- Classification
autonomous way must have some onboarded capabilities,
such as the perception of the neighbor environment, to allow
the accomplishment of many tasks. Some of this perception
capabilities were presented in the DARPA Grand Challenges,
competitions promoted by the American’s Defence Advanced

Research Projects Agency (DARPA) between 2004 and zooz)tg%fglzetechmques as the V-Disparity Map [8], [9] for

where unmanned cars should perform autonomous tasks in aHowever the stereo vision in urban environments, manly

desert rally or in an urban environment. Today, with the dif: . L .
fusion of autonomous and semi-autonomous vehicles, a gre];o[ road detection, must deal with different noise souress,
' s%adow, road texture, light variations, etc., that diffichle

number of new applications for environment perception hav : . : .
emerged [1]. Although, for real applications, the number oelaboranon of the disparity map. Furthermore, due to thé hi

sensors used and its cost must be considered for viabilitcomplexIty of the urban environments, because of the pres-

Based on the principle of viability, the stereo vision seaso é{nce of many different elements like cars, pedestrianes{re

have some advantages, because they provide large amo%tr(l:f’ classify a road profile from a 2D image segmented data

of data, depending of the camera field of view (FOV) ant also a hard task. As a soluthn for_these probl_ems, some
. : works enhance the 3D information with the 2D, improving
resolution, with a low cost.
Focusing in urban environments perception, several a
the vision applications (mono or stereo) successfully iagpl
for this end. Usually, the mono vision is applied in imag

segmentation (to detect roads, vehicles and pedestriads) . _ . .
primitives extraction (like traffic signs and land marks). | This work will address the problem of merging a 2D image

. . ; : . _segmentation and a 3D image processing data to realize the
the domain of image segmentation, the regions are defmg(?ad detection. Differently from the works [10], [11], th®2

according with some similarity. For road detection the mogt : . )
common segmentations are based on colour ([2], [3], [4] egmentation techmque used wil _be based on the Watershed
tansformation, which features will be combined with the

texture ([5]) and intensity ([6], [7]). In the case of stereo . : e
vision applications, the 3D information of the environmerﬁ”onsmmy classification elements to compose the feature

is typically used to estimate free spaces and obstaclels, quescnptor tp an artificial neural netwolrl.< (ANN)' The usage
of an ANN is to better adapt the classification results to dif-

The authors are withHeudiasyc UMR CNRS 7253 Universite de Tech- ferent urban environment conditions. The Figdreresents

nologie de Compiégné Universidade Estadual de Campinas (UNICAMP). 5 hlock diagram resuming the steps of this solution.

Giovani B. Vitor holds a Ph.D. scholarship from CAPES and ilan . . . . .
A. Lima holds a Ph.D scholarship from Picardi region. Conhtagthors All the blocks in Figurel will be detailed in the next

gi ovani . bernardes-vitor @ds. utc.fr sections of the paper that is divided as followed: Sectlon

Fig. 1. Solution block diagram.

tge classification and detection of road segments [10],.[11]

{t is also important to mention that there are many other

approaches to accomplish the road detection [12], [13], [14
ut they diverge from this work on the sensors used.



approximation of edges in urban environments, focus of this
application .

This filter detects the intensity variations of pixel values
a given neighbourhood. It is obtained by the arithmetic dif-
ference between an extensive operator and an anti-exéensiv
operator. The classical one is defined &s (

gradMorph(f) = (f © ge) — (f © gi) 1)

Fig. 2. Example of a stereo pair of an urban view. where f is the image functiong. and g; are structuring
elements centered about the origin, and the operatcaad
© are respectively dilation and erosion.
presents the 2D and 3D image processing; SedticendIV b) Morphological Reconstruction Area Closing: Since
presents respectively.the features extraction, mergin_grﬁD area closing is seen as the complement of area opening,
3D data, and the artificial neural ne.twork usgd; detglls of thby simplicity, here is showed the definitions to area open-
set-up used and some results obtained are in Sevti@md, ing [20].The conception of this filter is to remove from a
finally, Section 6 presents conclusions and perspectives fSinary image its connected components with area smaller
future work. than a parameted. Before demonstrating the grayscale
area opening, some definitions should be done in binary
area opening. First, the connected openiiid X) of a set
As described in the Figurg, the solution proposed in this X € M at pointz € X is the connected component of
article starts with the image caption step to serve the 2D an¥l containingz if = € X and 0 otherwise, andV/ being
3D image processing layers. This was accomplished usifige binary imageM C R?. In this mode, the binary area
a calibrated and synchronized stereo vision system, givé@pening is then defined on subsetsidf[21].
two images (an stereo pair), showed in Fig@r&he image
data We?e re(ctified resuriting); a left and rigf?t images. F?)r the Y(X) = {z € X | Area(C:(X)) = A} 2)
2D image processing layer were used only the left images. The ¢(X) denote the morphological area opening with
HOWeVer, to allow the 3D information extraction, the bothespect to the structure elementind the paramete"_ The
rectified images are provided to the 3D image processing,cq(.) is the number of elements in a connected component

Il. IMAGE PROCESSING

layer. These layers are presented as follow. of C,(X). Its dual binary area closing is obtained as:
A. 2D Image Processing P5(X) = (X)) ®)

All modules in the 2D image processing layer take adyhere X, denotes the complement of in M. Extending
vantage in the domain of morphological image processpe filter for a mappingf : M — R, in case to grayscale

ing [15], which received considerable attention in the pasgage, then the area opening(f) is given by:
few decades especially after their theoretical foundation

have been demonstrated. These theoretical foundations are  (V$(f))(z) = sup{h < f(z) |z € v3(Tn(f))} (4)
known as connected operators [16] and geodesic reconstruc- )
tion process [17]. The interest above all is due to its funda- " €quations, Th(f) represent the threshold gfat value
mental property of simplifying an image without corruptingh'

contour information [18]. The 2D image processing layer Tn(f) ={z e M| f(x) = h} (®)
performs two modules calculation, the Preprocessing amd th

Segmentation, j[hat will be explained below. be similarly extended to the conception of area closing to
1) Preprocessing Module: , mappings fromM — R.
This preprocessing module is responsible to prepare the ¢) Morphological Reconstruction Hmin: In another

rectified image to be segmented and is the key to determnagint of view, the grayscale morphological reconstructian

E%W will fple thishresult. lr:] Ithi_s v;/ork (\j/\_/ere appLi)ed_ trehebe obtained by successive geodesics dilations. This pi&ci
: erent |ters._t € morphological gra lent to o tqm t_eemploys two subsets d&?, calledmask image and marker
high frequency image; the morphological reconstructiotwi

bute A Clos fil | h image. Both subsets must have the same size. Moreover, the
aFtn ute Area Closing to filter out areas smaller t_ an apps image must have intensity values higher than or equal
given threshold; and the morphological reconstructiorhwit

b in which elimi he local mini to those frommarker image [17]. Properly performing the
attributeHmin which eliminates the local minima. reconstructionH-maxima or Hmax, is possible to take the

a) Morphological Gradient: In general, gradient Oper- y_yinima or Hmin from its complement. Mathematically,

ators are used for image segmentation because they enha@&ﬁningr‘nask image as I andmarker image as/ — h, being
intensity variations, also called @sige detectors [19]. Be-  ; {e height, the equation is given by [22]: '

tween many gradient operators as Sobel, Prewitt and Roberts
the chosen one was the Morphological gradient due its good Hmaxj(I) = TA.(I —h) (6)

As mentioned before, the complement of equat?tooan



In this definition,A stands for morphological reconstruc- g
tion with the structure element. By duality, theHmin is
defined as:

Hming(I) = [I°A.(I¢ — h)]¢ @)

2) Segmentation Module: —
The image features detection needs, in most cases, a sir""?-!:%'«"‘
mentation process, some of them with algorithms based

segmentation by discontinuity or similarity. Segmennatio;.;
itself is not a trivial task, being among the hardest ones f(:_‘gﬁ-‘
image processing. This module apply\atershed transform &

based on local elements, named as Local Condition Waté&®= g’-"‘
4

33 EA,
shed Transform (LC-WT) [23], with the purpose of mimicslwt' # il
the behaviour of a drop of water on a surface. This definitio Lo’ ’(‘" m
seems to be the steepest descent paths, where the neighb 4.}_.[ ﬁl‘i’ii
& {3

information is used to create a path to the correspondlrr};‘!._»__ LT
minimum, through an arrowing technique. ?&ﬁi‘ﬁi‘!‘m i’#’
The arrowing is the algorithmic representation of the droZ28 ‘N L2F
9 9 P H‘ “‘ PN -

of water, where, for every pixel in the image(taking an image

(©)
as a graph), an arrow is drawn from the current to the niﬁ*‘i’r'
one, which creates a path that ultimately leads to a regio i ' ¥
Al T
’-‘m
]

[~

minimum. The arrow points to the direction that a drop OMEaS= e ey
ideri i (ST
water would flow, considering the image as a surface. FERY "-'-...=-—§--r
v B VI

L)
the LC-WT definition, every pixel that does not belong toE Ve ez ‘ﬁ‘
57 3
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a regional minima will have one and only one arrow. Th

=MERERN
union-find technique for Watershed transform is based on

the algorithm for disjoint sets. Given that the regions Of:ig. 3. The 2D image processing layer result with the denmatish of A
the output image form a partition and these are disjoint byndr parameters. Original image in (a), Showing the RGB meamufedn
definition, the union-find algorithm process paths to idgnti (€). The segmentation result fixifg= 1 and using\ as 5(b) 35(c) 65(d),
the roots - or representatives - for every pixel. At the en(_Ja,nd the segmentation result fixing= 5 and usingh as 2(f) 10(g) 20(h)
all pixels that falls into the same minimum are labelled wit
its representative.

The result of 2D image processing layer can be seen
Figure 3. It demonstrates all processing done by this laye
It is important to notice that the. and h parameters of
the preprocessing module give an excellent flexibility t
determine the segmentation result of the Watershed transfo
which is responsible to generate the representatives sam
that will be classified. As mentioned early, this is the key 01;:

. . ig. 4. The disparity map from the stereo pair of Fig@réeft), and the
2D image processing layer. v-disparity map (right).

B. 3D Image Processing
1) Disparity Preprocessing: where f is the focal length of the camer® is the camera

The rectified images received from the Image Caption blodkaselineé, andd is the disparity value. Others elements
allow the use of the Epipolar geometry [24]. With this in-OPServed in thek image is the noise cause by urban envi-
formation, the disparity map/) of the stereo pair was built '0NMents information. They are mainly caused by shadows,
using the Sum of Absolute Differences (SAD) correlatioH'ght reflection, and low texture variance, which difficuitet

algorithm. A A image from the stereo pair of Figugecan correlation algorithm to find a right pixel correspondence
be seen in the Figurd. In this figure, the closest region in the stereo pair. Some of these noises are detected and

to the camera are in light grey and far way region are igliminated as black points (0 value) in tde the remaining

dark grey. These grey values (1-255) are the disparity dpust be worked out to minimize their effect in the planes

each pixel and they are related to the distance between tfigtection step. _ _
camera and the point in the world defined as: Each disparity map/), constructed with the stereo im-
ages, are now converted in a v-disparity mdpa() [10].

fB Basically, thel,» image parameters are: thiRows, which

Z d (8)  are the same of thex image; theColumns, that represent



Fig. 5. The v-disparity map from the moving average techmi(jeft), and Fig. 6. The original v—dispari_ty map less the detected frescs (left), and
detected planes (red lines) for the free space (right). the obstacles detected (red lines, right).

the disparity value (grey scale) of th&; and thePixels
Values, storing the number of pixels with the same disparity
in the row analysed.

A side-by-side view between and its respectivé, o can
be seen in Figurd.

2) Planes Detection:
The v-disparity technique was chosen to allow an easy
classification for the image data into drivable and non-
s et o o o Pozn) g e o et s s (e

. . . ixels), and elements without any classification (yellowejs).

vertical planes related to the camera. In the disparity map
(), this mean that the road has a continuous variation on

its disparity values along the lines, while the obstaclesha pyt without any label telling what they are. In addition, the
approximately the same disparity values on the lines. Theg@e space and obstacle data have imprecise limits (Figyre
both effects are represented as smalll lines with a slopeebiggyhich do not allow the distinction between them. The non-
than 90°, in a non-flat world representation, and the obessaclc|assified areas and wrong classifications have also to be
have a slope close to 90° in the v-disparity mdpa), as  minimized to guarantee the usability of this solution oresaf
viewed in the Figuret. navigation tasks, for example. In this work, the cluster’s
However, the noisy data, derived from a wrong correlatiopypels are defined by an artificial neural network classifier
in /A, causes discontinuities in the line segments offife, (ANN), that will be presented in the SectidW, basing on
which prevent any straight line extracting procedure, [aEh jts features. This section describes some of these possible
the Hough transform, to work as well without detecting thgeatures, extracted to each cluster.
noises. Analysing 4, image sequence of the environment, The first set of features is based on the intersection of the
is possible to note that the lines slope, that represent thg information with the 2D segmentation. For each cluster,
drivable planes, changes smoothly during the time. So, e features are the percentage of free space, obstactes, an
overcome these wrong data variation, was applied the movimgn-classified pixels from the 3D image processing result.

average technique in the 4, as follow: The second set of features is based on statistical measures,
as those presented in [5] like mean, probability, entropy an
Iopa(i+1)=axIyn+ (1 —a)xIona(i)  (9)  variance, where they formulations can be found. These salue

were calculated by the RGBand HSV colour space values

where [, is the average image from t ,anda is .
vad g g e ¢ 0f every image cluster.

the weight. This resulted image are now used to detect t
free space, as showed in the Figlse The obstacles are IV. ARTIFICIAL NEURAL NETWORKS CLASSIFIER

detected in the original,» image less the drivable planes Artificial Neural Network (ANN) has been utilized in

_foun_d. This image and the _resulted obstacles segments Eeral applications as a good tool for data classification.
in Figure 6. The final mapping of these detected element

i the Fiaure? where th inal col the f fts wide utilization is based in three fundamentals prapsrt
are in the fFigurer, where the original colours are the reeadaptability, ability to learn by examples and ability ohge-

NdZation [5]. For this work, was used a Multilayer Perceptr
(MLP) to realize a non-linear input-output mapping [25].
I1l. FEATURESEXTRACTION The network training is based on the Backpropagation
technique and its structure was projected with three layers

elgéing the input and output layers and the hidden one.

tion I, returned two data sets: one with segmented regiorﬁ : .
. ormally, the size of the input layer corresponds to the
(clusters) and other with free spaces, obstacles and non-

classified data respectively. As seen on the image segmentanppreviation for red, green and blue colour space.
tion (Figure3), the clusters fit closely the objects contours, 2Abbreviation for hue, saturation and value colour space.



number of features extracted, as presented in Setitiand
which had five neurons in its final version, that will be bette
explained in Sectiofv. The hidden layer was defined with
fifteen neurons, where all neurons use the sigmoid activati

function.

The output layer was developed to classify the featurmm
descriptor as road surface or non-road surface (obstatigs, =
etc.). For this situation is supposed to have only two nesiro

but, considering the complexity of the environment to b i saaae
classified and the different conditions of an urban scenari
was adopted the subclass strategy. It takes three subcl
such land marks, normal area and shadow area to repre
the road surface. Thus, the output layer has four neurons

classify the feature’s descriptor as road surface or naitro R ¢ g
surface, which provide responses in decimal values betwe b ; -

0 to 1. The classification result is chosen by the higher dutp . =

neuron value, where its difference to the other ones is high 5 > 2

than a given threshold, otherwise its classified as unknowr.. {b) The detection resultof the foad with shadow and obstacle.

V. E R Fig. 8. The original image on top and the classification tesoih bottom
- EXPERIMENTAL RESULTS for several conditions, where original colour represehts moad detected,

. . P the red pixels are the non-road surfaces, and the yellow esentin
In this section is presented some qualitative results whogg unknpown areas. Y s 9

experiments demonstrate the efficiency and robustness of
the presented approach. The methodology was tested
a data set acquired in the experimental car CARMEN 4
the Heudiasyc laboratory (UMR CNRS 7253), in context o
project VERVE, equipped with a Bumblebee X3 camera
installed on its top. The camera’s range is up to 70 meter,
has a field of view of 66° and the final resolution used
was 300x400 pixels. The vehicle was conducted in an urbz
environment under different conditions, in order to exposgs
the approach presented here to many urban conditions.
The training mode for the ANN classifier concerned aboutig. 9.  The original image on top and the classification fesoih bottom
keeping the proportion of samples to each class to perforier extreme conditions, where original colour represehts road detected,
the cross validation method. The data were divided in trair:ﬂg L‘;‘f(np(;’\j;isa?;sthe non-road surfaces, and the yellow mepssenting
test and validation set, with respectively 50%, 30%, and 20%
of the total, in this case 6924 samples. Within the sets, the
amount of data representing the road surface is the same for, 4 Figure8 shows the detection results in a highway
non-road surface, even if there is subclasses associated {0y \rban streets with obstacles, land marks, and shadow
one group. The feature’s descriptor was composed for eagfs s From the results, is possible to see that the method
image cluster by: the 3D image processing data, repregentin, ,nsed can solve the problem of many different obstacles
the perc_entage of free space and obstacles, and the 2D imaggy, 55 vehicles, pedestrian, trees, road barriers and also
processing data, based on the best results of [5], that are 1. shadow areas of them. However, some segments of
mean for the green and hue channels, and the entropy fgf,q barriers, shadow areas, high-light areas are hard to be
the hue and value channels. _ _ classified as road surface or non-road surface, manly due to
Some particular results for the image processing laygfe feature’s descriptor that is not so good to discrimiitate
were already presented in the Subsectitif& and II-B.  ¢j5ss/subclass. Moreover, in some cases image segmentatio
The complete classification using the ANN for dn‘ferentmerges segments with low intensity values, as shadows,
environment conditions can be seen in the Fig@&aad9. In mixing a road area with an obstacle area.
these ima_lges, the original colour represent the road aelect The Figure9 demonstrates the road detection approach
the red pixels are the non-road surfaces (obstacles, sky, kxposed to extreme conditions. Even in hard situationsrof su
and the yellow ones rgprese_nts the unknowp areas, Wh%{ d shadows, it is possible to acquire good approximations
the ANN classification is not in accordance with the OUPUL, the road area. For most of the road conditions our method
threshold, for these cases equal to 0.2. works well, but improvements must be done in sense of
3The project VERVE stands fokovel Vehide Dynarmics Control Tech- become the system more robust under extreme conditions
nique for Enhancing Active Safety and Range Extension of Intelligent &S Shown. The complete result under an image sequence can
Electric Vehicles. be seen in [26].




VI. CONCLUSIONS ANDFUTURE WORKS 71

This paper presented a 2D/3D vision solution applied to
the road detection problem. The 2D vision solution perform
a image segmentation, used to extract some statistical da
and the 3D information (stereo vision data) calculates free
spaces and obstacles. The image was segmented using[gje\
Watershed transformation and the stereo vision data wa
processed using the V-Disparity technique. The result were
merged to compound a feature’s descriptor for each ima%olle0
cluster. The road was detected applying these features in n]
artificial neural network classifier, which reached a accyra
of 93.30%.

As described in the SectioW, the solution behaved
robustly, presenting good results in different urban situnes.
Elements which normally has problems to be classified, Iikﬁz]
low texture variance, shadows and lighting effects, weiad de
with the neural network classifier. In general, when the V-
Disparity technique detects the free space and obstacths wi
no problem or, in doubt cases, defines as non-classifiggs
the other features extracted from the segmented image were
enough to guarantee right classifications. The wrong cases
will be treated in future works, improving, for example, theji4)
obstacle detection with the U-Disparity technique [13].

In this first moment, the efficiency has not been considered
to realize the experiments showed here. The focus was [t®)
check the validity of these approach to be used in urban
environments. The next steps will be to apply this solutioftd!
on real navigation tasks, using the segmented data to help in
the detection of different urban elements, as vehicleseped [17]
trians, traffic signs, land marks, etc. For reaching thig, th
processing time of each step of Figurewill be improved, [1g]
using applications, such the one presented in [27], for GPU
cards.

8]
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