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Abstract — Narrow Tilting Vehicles (NTVs) are the convergence of a car and a motorcycle. They are expected to be the new generation of city cars considering their practical dimensions and lower energy consumption. However, due to their height to breadth ratio, in order to maintain lateral stability, NTVs should tilt when cornering. Unlike the motorcycle, where the driver tilts the vehicle himself, the tilting of an NTV should be automatic. Two tilting systems are available: Direct and Steering Tilt Control, the combined action of these two systems being certainly the key to improve considerably NTV dynamic performances. In this paper, multivariable control tools ($H_2$ methodology) are used to design, in a systematic way, lateral assistance controllers driving DTC, STC or both DTC/STC systems. A three degrees of freedom model of the vehicle is used, as well as a model of the steering signal, leading to a two degrees of freedom low order controller with an efficient feedforward anticipative part. Taking advantage of all the available measurements on NTVs, the lateral acceleration is directly regulated. Finally, a gain-scheduling solution is provided to make the DTC, STC, and DTC/STC controllers robust to longitudinal speed variations.

Index Terms — Narrow Tilting Vehicle (NTV), Vehicle Dynamics, Robust Multivariable Control, $H_2$ Control, 2 DoF Control, Gain-Scheduling

I. INTRODUCTION

A new generation of cars is currently being studied which will be more practical and efficient in relation to traffic congestion and parking problems in urban areas. These cars are small narrow commuter vehicles, hence saving energy, and are approximately half as wide as a conventional car (less than 1 m), with the second passenger seated behind the driver in tandem. Considering their geometry, (approximately 2.5 m long, 1 m wide and 1.5 m high), these cars are characterized by a high centre of gravity, which makes roll stability an issue. To reduce this risk, they may have to lean into corners like two-wheeled vehicles. Some three- and four-wheel NTV projects have already been proposed by several companies. The Ford Gyron is one of the earliest prototypes while General Motors developed the Lean Machine, with a manual lean system controlled by the driver. Mercedes-Benz stopped at the design stage of the F-300 Life Jet. More recently, Brink Dynamics developed the Carver, a three-wheeled car with a rotating body but a non-tilting rear engine, while the manufacturer Lumeneo proposed the Smera [1]. Lastly, Nissan revealed the Land Glider at the 2009 Tokyo Motor Show.

Two mechanical systems are available to tilt the vehicle [2]-[6]: Direct Tilt Control (DTC) and Steering Tilt Control (STC), see Fig. 1:

- the DTC system is based on a dedicated actuator mounted on the longitudinal axis of the NTV, providing a torque ($M_i$) to tilt the vehicle.

- the STC actuator requires a Steer-by-Wire system: the steering angle ($\delta_{steer}$) applied by the driver is modulated by the STC system ($\delta$) to control the tilt angle using counter-steering. The tilting strategy is therefore directly inspired by the action of a bicycle or motorcycle rider.

STC systems are not well suited for low longitudinal speeds (e.g. less than 8 $m.s^{-1}$ [5]), demanding a large counter-steering to tilt the vehicle, which deviates it significantly from its trajectory. In contrast, the STC system may be more efficient than the DTC one at high speed, as a large torque is required by the DTC when entering a bend if the tilting torque occurs a little late. In that case, the main drawbacks of DTC can be energy consumption and discomfort at the beginning of a curve. To benefit from the complementary advantages of both systems, and their completeness at low and high speeds, several projects have involved the STC and DTC systems working together [5]-[9]. To the authors’ knowledge, all these solutions are based on hybrid or switched strategies: below a given speed the DTC system is actuated, and above that speed the STC system takes control. With such an approach, the designer has to solve several problems, [4]-[6],[10],[11]: for
example, the switch from the STC to the DTC strategy should not occur during a counter-steering maneuver. Furthermore, STC and DTC strategies do not lead to the same static errors, leading to discontinuous behavior if a DTC/STC switch occurs during a constant radius bend. To avoid finding heuristics as switching strategies, Roberston et al. [12] proposed a multivariable controller driving both STC and DTC systems in a cooperative manner. It is based on a DTC feedback loop coupled with an STC open-loop, with the several control elements being designed independently. Improvements in NTV performances are strongly linked to the success of the combined action of DTC and STC systems. In this perspective, taking advantage of multivariable control tools could be of interest in order to design, in a systematic way, lateral assistance controllers driving DTC, STC or both DTC/STC systems. This is the main contribution of this paper. Based on (linear) robust control tools ($H_2$ criterion), the proposed solution leads to multivariable controllers exploiting the several measurements available in such vehicles to drive only the DTC or the STC system, or both in an easily tunable degree of sharing. The controller solutions of the problem, which are static or of low order, take advantage of the steering signal to anticipate the tilting of the vehicle, and regulate directly its lateral acceleration [11]. A gain-scheduling solution is also proposed to make the controllers robust to longitudinal velocity variations.

The paper is organized as follows: Section 2 presents the NTV non-linear and linear 3 DoF models and formulates the lateral dynamics control problem; Section 3 describes the multivariable controller design methodology proposed, leading to a low order controller. The methodology is applied to the NTV system in Section 4, leading to LTI controllers. The LPV controller is described in Section 5 and the results obtained in simulation on the non-linear model are shown in Section 6. The conclusion and perspectives are presented in Section 7.

II. NTV MODELS AND LATERAL STABILITY PROBLEMS

A. 3 DoF Non-Linear Model of the Lateral Dynamics

The first model (and control laws) was proposed in [5], [10], considering only the dynamics of the tilting angle (SISO model), eventually coupled with the longitudinal dynamics in [6]. In the “Clever” Project at Bath University, J. Berote put forward in [13] a five DoF (Degrees of Freedom) non-linear model, including the dynamics of the hydraulic actuators. This was used as a simulation model in [12]. A non-linear model based on four bodies and six DoF was proposed in [14] to model a prototype equipped with an STC actuator. In [15], the model of a four-wheel NTV prototype was developed (11 bodies, obtained due to the Lagrangian formulation). To the authors’ knowledge, the most complete studies on the modeling (and design of lateral assistance systems) have been carried out by the University of Minnesota [2]-[4],[7]-[9]. Using Newton’s laws, they proposed several non-linear and linear models that can be used as simulation or design tools. A simple three DoF bicycle model, put forward to study the lateral dynamics of NTV in particular, will be used in this paper. The model and the underlying assumptions were revisited in [16],[17] using a systematic model design borrowed from robotics. These assumptions are: 1- the vehicle is considered a mass point at its centre of gravity; 2- vertical reaction forces on the right and left wheels are considered identical; 3- gyroscopic effects due to the rotation of the wheels and road bank angle are neglected; 4- tire forces are simplified, considering small angle approximations; 5- many mechanical parts that would have an impact on the vehicle’s dynamics are not represented (e.g. dampers). Nevertheless, this simplified model can still be used for control, as long as the control law has some robustness. The three degrees of freedom are the tilt angle $\theta$, the yaw angle $\psi$ and the lateral position $y$ (Fig. 2).

Fig. 2. Three degrees of freedom of the tilting vehicle: (L) front view and (R) top view; and accelerations perceived at its centre of gravity (L)

The reference (xyz) is attached to the centre of gravity of the vehicle $G$, with $(x'y'z')$ the horizontal plane, while $(x'y'z')$ is also attached to the centre of gravity, but leans with the vehicle, i.e. it is attached to the chassis. The lateral position $y$ is defined as the distance between the vehicle’s centre of gravity and its instantaneous centre of rotation, while the yaw angle $\psi$ is measured with respect to the global axis $X$, and $\theta$ is the angle between the cabin’s upright position and its actual position. Finally, $F_f$ and $F_r$ are the front and rear lateral forces, respectively, applied on the tires in the (XY) plane. All this leads to a first non-linear model:

\[
\begin{align*}
    m\ddot{y} + m\dot{\theta}V + m\dot{h}\dot{\theta}\cos\theta - mh\dot{\theta}^2 \sin\theta &= F_f + F_r, \\
    I_x\ddot{\theta} &= mgh\sin\theta - mh\dot{\theta}^2 \sin\theta - mh\dot{\theta}^2 \cos\theta \sin\theta - (F_f + F_r)h\cos\theta + M_i, \\
    I_y\ddot{\psi} &= I_yF_r - I_yF_f
\end{align*}
\]

(1)

\[
F_f = 2C_f(\delta - \frac{\dot{y}_i + \lambda_i V}{V}) + 2\lambda_i \dot{\theta}, \quad F_r = 2C_r(-\frac{\dot{y}_i + \lambda_i V}{V}) + 2\lambda_i \dot{\theta}.
\]

The inputs of this model are the steering angle $\delta$ and the torque $M_i$, if a DTC system is considered, while the state vector is $\begin{bmatrix} \dot{y} & \dot{\psi} & \dot{\theta} \end{bmatrix}^T$. All signals and parameters in (1) are
summarized in Table 1.

| \( y, \dot{y} \) | lateral position and speed of the vehicle | \( m \) | total mass |
| \( \psi, \dot{\psi} \) | yaw angle and speed | \( V \) | longitudinal speed of the vehicle |
| \( \theta, \dot{\theta} \) | tilt angle and speed | \( h \) | position of the center of gravity \( G \) on the \( z \) axis |
| \( \psi_{per} \) | lateral perceived acceleration at the center of gravity \( G \) | \( I_z \) | vehicle yaw moment of inertia |
| \( M_r \) | tilting torque provided by the DTC actuator | \( I_x \) | vehicle roll moment of inertia |
| \( \delta \) | steering angle of the front wheels | \( l_f \) | distance from center of gravity to front axle |
| \( \delta_{bor} \) | steering angle provided by the driver | \( l_r \) | distance from center of gravity to rear axle |
| \( \delta_i \) | steering angle modulation generated by the SCT actuator | \( C_f \) | front cornering stiffness |
| \( r_f \) | front lateral force | \( C_r \) | rear cornering stiffness |
| \( r_r \) | rear lateral force | \( g \) | gravitational constant |

### B. 3 DoF Linear (LPV) Model of the Lateral Dynamics

The model (1) is non-linear. It is of interest to obtain a linear version, mainly to have access to the efficient tools available within robust and optimal linear control theory. The validity of the linearized model around \( \theta = 0 \) (model also proposed in [2]) was studied in [11], also during cornering, although \( \theta = 0 \) is not the equilibrium point in that case. The Linear Parameter Variant (LPV) model considered is parameterized by the longitudinal speed, \( V \), of the vehicle:

\[
\begin{align*}
\dot{x}(t) &= A_{\theta}(V)x(t) + B_{\theta}u(t) \\
y(t) &= C_{\theta}(V)x(t) + D_{\theta}u(t)
\end{align*}
\]

with \( x^T = [\dot{y} \ \psi \ \theta \ \dot{\theta}]^T \in \mathbb{R}^4 \), \( u^T = [\delta \ M_r \ \delta_{bor} \ \delta_i \ \psi_{per}]^T \in \mathbb{R}^8 \),

\[
A_{\theta}(V) = \begin{bmatrix}
\frac{1}{V} \left( -a \frac{b^2}{m} + \frac{h^2}{I_z} \right) & \frac{1}{V} \left( b \frac{h b}{m} - V \right) & \frac{1}{V} \left( 2 (C_f + C_r) \frac{h^2}{I_z} \right) & 0 \\
0 & \frac{1}{V} \left( -a \frac{b^2}{m} + \frac{h^2}{I_z} \right) & \frac{1}{V} \left( 2 (C_f + C_r) \frac{h^2}{I_z} \right) & 0 \\
0 & 0 & \frac{1}{V} \left( h \right) & 0 \\
\frac{1}{V} & 0 & \frac{1}{V} & 0
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
B_{\theta} & B_{M_r}
\end{bmatrix}, \quad B_{\theta} = \begin{bmatrix}
2 C_f \frac{1}{m} & \frac{h^2}{I_z} & 2 C_f \frac{1}{I_z} & 0 & -2 C_f \frac{h}{I_z}
\end{bmatrix}^T,
\]

\[
B_{M_r} = \begin{bmatrix}
\frac{h}{I_z} & 0 & 0 & \frac{1}{I_z}
\end{bmatrix}^T, \quad a = 2(C_f + C_r), \quad b = 2(l_f C_f - l_r C_r)
\]

The measured signals in \( y(t) \in \mathbb{R}^p \) and the associated \( C \) and \( D \) matrices will be defined in section IV.A. The model (2) becomes an LTI (Linear Time Invariant) model when considering a constant longitudinal velocity \( V \).

### C. Control of the Lateral Acceleration \( \psi_{per} \)

As already mentioned, the objective of the automatic tilting assistance is to ensure the lateral stability of the NTV faced with lateral acceleration when cornering. In particular, the lateral acceleration at the center of gravity is of importance.

**Definition 1:** Perceived acceleration \( \psi_{per} \)

\( \psi_{per} \) denotes the resultant acceleration at the center of gravity \( G \), along the axis \( (y') \) (cf. Fig. 2-L), i.e. perpendicular to the chassis of the vehicle. It is linked to other variables by:

\[
\psi_{per} = a_{tan} \cos \theta + h \dot{\theta} - g \sin \theta = (\dot{y} + V \dot{\psi}) \cos \theta + h \dot{\theta} - g \sin \theta (3)
\]

**Remarks**

The terminology "perceived" (or measured) acceleration was introduced in [2]. This would be the acceleration measured by an accelerometer positioned at the center of gravity whose lateral axis is in the lateral vehicle direction, and also the lateral acceleration perceived by the driver in the cabin of the vehicle, impacting the comfort. The proof leading to the expression of \( \psi_{per} \) can be found in [2], [11].

Fundamentally, the lateral stability of the NTV is ensured if

\[
\psi_{per} = (\dot{y} + V \dot{\psi}) \cos \theta + h \dot{\theta} - g \sin \theta = 0 .
\]

In this paper, as in [18]-[20], the direct regulation of \( \psi_{per} \) is considered, whereas the literature classically reformulates the lateral control problem as an angular position tracking problem, regulating the tilting angle \( \theta \) around the reference angle \( \theta_{ref} \), estimated on line by inverting equation (4) (with more or fewer approximations) [4]-[10],[13]-[15]. The advantage of the latter strategy is that a well known SISO controller, such as the PD controller, can be used, with a simple design model (see e.g. [5],[10]). Furthermore, it seems natural to take into account constraints on the tilting angle and velocity, although alternatives are possible. However, it has several drawbacks:

- the tilting angle reference is not known a priori, which requires on line approximation, typically \( \theta_{ref} = \tan^{-1}(V \dot{\psi}/g) \), hence it does not lead exactly to the targeted equilibrium point. With a DTC system, this will induce excess energy consumption, as the actuator will have to produce a residual torque. Delays may even worsen the result.
- although the signal \( \theta_{ref} \) is considered an exogenous signal, e.g. in [5],[10], it is not. It is based on the vehicle state, thus materializing an implicit feedback loop which is potentially destabilizing.

**D. Available Measurements**

Practically, tilting cars generally include a tilt angle sensor and an Inertial Measurement Unit (IMU), which provide the state values \( \theta, \dot{\theta} \) and \( \psi, \dot{\psi} \), but not \( \dot{y} \). The IMU will also give the perceived acceleration \( \psi_{per} \) (see previous subsection). Lastly, as in conventional vehicles, the steering angle \( \delta \) and its derivative \( \dot{\delta} \) can be measured.
E. Formulation of the Control Objectives

To sum up and complete sub-section C, the tilting controller of an NTV should meet the following requirements:

1. Regulation of the lateral acceleration $a_{\text{per}}$ or even its integral $\dot{a}_{\text{per}}$ ($\dot{a}_{\text{per}} = a_{\text{per}}$) to avoid any static error during long curves (see [18] for a study on the impact of different frequency weighting functions on $a_{\text{per}}$ and the energy consumption of the DTC actuator).
2. Minimization of the transition behavior of the actuators, especially for the DTC system, to improve energy consumption and also comfort.
3. Concerning the STC system, if any, its action should be as minimal as possible in order to respect the trajectory desired by the driver.
4. Robustness to variations in the longitudinal velocity, but also more generally to variations in important dynamic parameters of the vehicle such as its mass.
5. Easy to implement controller to match the computing capacity of the embedded computer.

To reach such objectives, a multivariable 2 DoF controller is proposed, including a feedforward part taking advantage of the steering signal $\delta$ and its derivative to anticipate. The control objectives will be taken into consideration through an $H_2$ criterion [21]. The use of the $H_2$ framework is motivated by the possibility of designing, in a systematic way with few tuning parameters, an optimal multivariable controller which will drive the STC and DTC systems simultaneously.

III. $H_2$ Structured Output Feedback Synthesis

A. Design Methodology and Associated Standard Model

![Diagram](Diagram)

The design methodology proposed here provides a well-posed $H_2$ standard problem in a systematic way, taking into consideration the control objectives previously presented. It is compatible with every controller considered, using DTC, STC, or both DTC/STC actuators. The model underlying the $H_2$ problem is structured in three generic blocks (cf. Fig. 3):

- The plant model ($S_{\text{pl}}$): with the state vector $x \in \mathbb{R}^n$, the control input signals $u \in \mathbb{R}^m$, the exogenous input signals (typically disturbances) $y_{\text{ex}} \in \mathbb{R}^p$, and the measured output signals $y_p \in \mathbb{R}^r$.

\[
\begin{align*}
&S_{\text{pl}}: \begin{cases}
\dot{x} = Ax + Bu + B_u u \\
y_p = Cx + D_u y_{\text{ex}} + D_{\text{ex}} u
\end{cases}
\end{align*}
\]

- The model of the environment of the plant ($S_{\text{env}}$), i.e. the model of the exogenous signals: this model aggregates a priori knowledge about exogenous signals such as the disturbances (state vector $x_{\text{d}}$) or the references (state vector $x_{\text{r}}$), with $x_{\text{d}} = [x_d, x_r] \in \mathbb{R}^{n_r}$, $y_{\text{ex}} \in \mathbb{R}^{p_r}$, potentially different from signals $y_{\text{ex}}$, $w \in \mathbb{R}^n$ being irreducible.

\[
\begin{align*}
&S_{\text{env}}(s) \begin{cases}
\dot{x}_{\text{d}} = A_{\text{d}} x_{\text{d}} + B_{\text{d}} w \\
y_{\text{ex}} = C_{\text{ex}} x_{\text{d}} \\
y_{\text{ex}} = C_{\text{ex}} x_{\text{r}}
\end{cases}
\end{align*}
\]

- The model of the signals to be regulated ($S_{\text{reg}}$): where the signals to be controlled are built (typically error signals between one signal and its reference). Both static and dynamic weighting functions (filters) can be used. It involves the error signals $e \in \mathbb{R}^r$, split into the output deviation $e_x$ and the input deviation $e_u$. These signals have to be regulated i.e. they must reach zero asymptotically. The initial persistent disturbance rejection (or reference tracking) problem must therefore be converted to a regulation one. If the reference signals for the outputs are “natural” most of the time, the whole reference trajectory has to be determined. One solution is to invert the plant model. The one used here makes use of the methodology proposed in [22],[23] (involving Sylvester equations).

\[
\begin{align*}
&S_{\text{reg}}(s) \begin{cases}
\dot{e}_x = A_x e_x + B_{\text{ex}} y_p + B_{\text{ex}} u \\
y_p = C_{\text{ex}} e_x \\
y_p = C_{\text{ex}} e_u
\end{cases}
\end{align*}
\]

\[
\begin{align*}
&\dot{e}_x = \left[\begin{array}{c}
A_x e_x + B_{\text{ex}} y_p + B_{\text{ex}} u \\
C_{\text{ex}} e_x \\
C_{\text{ex}} e_u
\end{array}\right] + \left[\begin{array}{c}
D_{\text{ex1}} e_x + D_{\text{ex2}} e_u
\end{array}\right] \quad (7)
\end{align*}
\]

where $x_x \in \mathbb{R}^n$, $z \in \mathbb{R}^r$, $Q_d \in \mathbb{R}^{r \times r}$ is a static weighting matrix playing the role of tuning parameters.

Combining models (5) to (7) leads to the final standard model $P(s)$:

\[
\begin{align*}
P(s) \begin{cases}
\dot{x}' = A' x' + B'_{w} w + B'_{u} u \\
z = C_{1} x' + D_{1} u \iff y = C_{2} x' + D_{2} u
\end{cases}
\end{align*}
\]
The state feedback $H_2$-LQ problem (cf. (9)) with $y_p = x$, $e_x = x_r$, $y_{2w} = x_u$, $u = -K_{opt} y_x$ is derived by solving a Riccati equation [21]. The point is that the equality (10) does not match the reality of tilting vehicle control. However, we will show in section IV.B that it is possible to reconstruct the whole plant state $x$ thanks to the available measurements, by using a static estimator.

IV. APPLICATION TO NTV: DESIGN OF AN LTI CONTROLLER

The proposed methodology is applied to design a lateral assistance for an NTV, assuming both STC and DTC systems are available. It will be shown that a controller can be designed using only the DTC or STC systems, or both, by simply changing the weighting coefficients in matrix $Q$, (see (8)).

A. Definition of the Standard Model $P(s)$

Plant model

The plant model (5) is derived from the linear model (2), considering a frozen value of the longitudinal speed $V$ (LTI model). The SDTC system action $\delta$ modulates the driver steering action $\delta_{drv}$, leading to the steering of the wheels $\delta$ (no steering gear ratio is considered here):

$$\delta = \delta_{drv} + \delta_e.$$ (11)

$\delta_e$ is therefore a control signal, and $\delta_{drv}$ an exogenous signal in (5). The measured signals (see section II.D) are

$$y_p = \begin{bmatrix} \psi & \theta & \dot{a}_{per} \end{bmatrix}^T,$$ (12)

as illustrated in Fig. 4. Deriving from (4) the linearized relationship between $a_{per}$ and other signals leads to:

$$a_{per}^{in} = \ddot{y} + V \ddot{\psi} + h \dot{\theta} - g \theta$$

$$\Leftrightarrow a_{per}^{in} = \begin{bmatrix} 0 & V & -g & 0 & 0 \end{bmatrix} x + \begin{bmatrix} 1 & 0 & 0 & 0 & h \end{bmatrix} \dot{x}$$

$$\Leftrightarrow a_{per}^{in} = G_1 x + G_2 \begin{bmatrix} Ax + B_e \delta + B_{M_t} M_t \end{bmatrix} = G x + H_S \delta + H_{M_t} M_t.$$ (13)

Finally, the output equation in (5) is:

$$y_p = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ G & H_S & H_{M_t} \end{bmatrix} \begin{bmatrix} x^T \\ x_{drv}^T \\ \delta \\ M_t \end{bmatrix}.$$ (14)

To sum up, the plant model included in the standard model $P(s)$ is defined by:

- the input signals $u = \begin{bmatrix} M_t & \delta_e \end{bmatrix}^T$, the outputs $y_p$ (14) and
- the (measured) exogenous input signal $y_{1w} = \delta_{drv}$.
- matrices $A = A_m$, $B_w = B_\delta$, $B_u = [B_\delta \ B_M]^T$, $C = C_m$, $D_u = D_\delta$, $D_u = [D_s \ D_M]^T$.

Exogenous signals model

There is no reference signal as the control objective is to regulate the lateral acceleration $a_{\text{per}}$ to zero. However, considering a model of the driver steering angle $\delta_{\text{drv}}$ is very useful, as shown in [20], in order to forecast a curved trajectory. Let us consider for $\delta_{\text{drv}}$ the second order model:

$$\begin{bmatrix} \dot{\delta}_{\text{drv}} \\ \ddot{\delta}_{\text{drv}} \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ -\alpha_1 & -\alpha_2 \end{bmatrix} \begin{bmatrix} \delta_{\text{drv}} \\ x_{\text{drv}} \end{bmatrix} + \begin{bmatrix} x_{n_{\text{proc}}-1} \\ x_{n_{\text{proc}}-2} \end{bmatrix} w$$

with $w$ an impulse signal. Starting from an arbitrary initial condition $x_{\text{drv}} = [x_{n_{\text{proc}}-1} \ x_{n_{\text{proc}}-2}]$, $\alpha_1$ and $\alpha_2$ parameterize the steering signal and define the exogenous model (6). Model (15) is the simplest information that can be provided about driver behavior. It cannot really be considered a driver model as it does not react to road or vehicle stimuli. However, such minimal information still leads to good performances [20].

Fig. 4. The plant model inputs and outputs

Regulated signals model (cf. (7) & Fig. 3)

According to the control objectives in section II.E, the regulated signals and associated references chosen are:
1. the integrated value of the lateral acceleration $a_{\text{per}}$, $a_{\text{per}}'$ with a null reference signal;
2. the two control inputs $\delta_{\text{c}}$ and $M_s$: their reference signal can be found from the results in [22], $u_{\text{ref}} = -F_s x_{v_0}$.

All this leads to the following system $(S_{\text{reg}})$ (7):

$$\begin{bmatrix} \dot{x}_{v_0} = a_{\text{per}}' \\ \dot{\delta}_{\text{c}} \\ \dot{M}_s \\ \dot{u}_{\text{per}} \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} y_p + \begin{bmatrix} 0 \\ x_{v_0} \\ x_{v_0} \\ 0 \end{bmatrix} u$$

with $Q_0 = \text{diag}(Q, R_1, R_2)$. $Q, R_1, R_2$ are scalar values. The choice of $R_1$ and $R_2$ enables the designer to choose between DTC, STC or SDTC strategies (see section VI.A).

The standard model $P(s)$ (8) is now completely defined. Problem $P_1$ can be solved to find the structured $H_2$ controller $K_1(s)$. As suggested in section III.D, in this paper the NTV model has a specific interdependency between its states, outputs and inputs, which enables it to be solved without resorting to non-convex optimization.

B. Design of the $H_2$ Structured Controller $K_\text{o}(s)$

Result 1:

The state signal $\dot{y}$ can be estimated from the measured signals $y_p = [\psi \ \theta \ \dot{\theta} \ a_{\text{per}}]^T$ according to:

$$\dot{y} = (a_{v_1} + h_{z_4})^{-1} [a_{w_2} - (a_{v_2} + h_{z_4} + V_1) \psi - (a_{v_1} + h_{z_4} - g) \theta - (a_{v_1} + h_{z_4}) \dot{\theta} - (b_{z_3} + h_{b_{z_3}}) \delta - (b_{z_3} + h_{b_{z_3}}) M_s]$$

where the terms $a_{v_1}, b_{z_3}$ and $b_{w_2}$ are coefficients of matrices $A_m, B_\delta$ and $B_M$, respectively, in (2).

Proof: Extracting the expression of $\dot{y}$ and $\dot{\theta}$ in (2) and replacing them in the linear expression of $a_{\text{per}}$ in (13) allows $\dot{y}$ to be isolated as a function of the measured signals. See [11],[18] for a detailed proof.

Remarks

The use of $a_{\text{per}}$ rather than $a_{\text{per}}'$ in (17) will give a better estimation. Thanks to what precedes, the structured $H_2$ output feedback problem is easily recast as a state feedback one, easy to solve. The resulting control law derived from the optimal state feedback gain $[K_{s_1} \ K_{s_2} \ K_{s_3} \ K_{s_4}]$ can easily be rewritten like (9). As $K_{s_4} = [K_{s_1}^{\text{opt}} \ K_{s_2}^{\text{opt}} \ K_{s_3}^{\text{opt}} \ K_{s_4}^{\text{opt}}]$, the command call is on the term $K_{s_3} y$, which $\dot{y}$ may be replaced by (17). Controller $K_\text{o}(s)$ is of first order, exploiting all the plant outputs available for feedback, the steering angle and its derivative as well as for feedforward. In [11], a low-pass filtered perceived acceleration ($a_{\text{per}}$) was considered in place of $a_{\text{per}}'$. Also, an unstable exogenous signals model (see (6), with e.g. one $\alpha_i = 0$) was considered based on results in [24], [25] to overcome the fact that $P(s)$ is non-stabilizable in that case.

V. LPV CONTROLLER SYNTHESIS USING GAIN-SCHEDULING

A. Design of the LPV Controller

In the previous section, the commands are computed considering a constant speed $V$. To obtain a high level of performance over all admissible speeds, it must be noted that matrices $A$ and $C$ in (2) and (14) are dependent on $V$ and $1/V$.

To design an LPV controller, some approaches attempt to
solve a generalized version of the standard $H_{2,\infty}$ optimization to the case of LPV systems, e.g. as in [30] by exploiting the idea that multi-linear interval matrix inequalities may be ascertained by testing only the vertices of the linear matrix inequalities (LMI). Such an approach is attractive since it gives a priori guarantees for the closed-loop stability. Nevertheless, in the present application, it leads to conservative results as the design model is considered polytopic with arbitrary fast parameter variations. We propose here to proceed in a more traditional way, by gain-scheduling, and then verifying stability in spite of acceleration. The range of the control gains inferred by the range of speed $V_i \in \Omega, \Omega = [2,3,...,18] m/s^{-1}$ is examined first. The control gain $K_{vi}$ is computed for each speed $V_i$ (i:=1 $\rightarrow$ 17), keeping the same weighting parameters $Q$ and $R_i$; the results show that the controller gains $K_{i}$ vary approximately as:

$$K(V) = K_c + K_v V + K_{vi} I/V$$

where $K_c$ and $K_v$ and $K_{vi}$ have constant values. The problem is then solved by interpolation as:

$$\begin{bmatrix} V_1 & 1/V_1 \\ V_2 & 1/V_2 \\ \vdots & \vdots \\ V_{17} & 1/V_{17} \end{bmatrix} \begin{bmatrix} K_{v1} \\ K_{v2} \\ \vdots \\ K_{v17} \end{bmatrix} = \begin{bmatrix} K_c \\ K_v \end{bmatrix} = \begin{bmatrix} (M^T M)^{-1} M^T K_{v_{LTI}} \end{bmatrix}$$

with $[V_1,V_2,...,V_{17}] = [2,3,...,18]$. 

B. A posteriori Robustness Analysis

The $H_2$ norm of the closed-loop transfer function $\|T_{\infty}\|_2$ was evaluated, comparing results obtained with the LPV controller at the interpolation points, $K(V_i)$, and the original controllers $K_{vi}$ [11]. Although these results are good, they give no stability guarantee when the speed $V$ varies with time. For this reason, we complete the analysis by using the results in [31]. Based on the transformation of any rational LPV state-space realization to an affine descriptor one to simplify the parametric dependency, the proposed algorithm enables the evaluation of a guaranteed $H_2$ norm bound, using LMI formulation and semi-definite programming. This algorithm is appealing as it is based on a linear criterion under parameterized LMI constraints of finite dimensions, thus avoiding a gridding of the parametric space. Concretely, the results of [31] were used first to find a Lyapunov function depending on the longitudinal speed, $V$, guaranteeing the stability of the closed-loop $T_{\infty}$ for a given range of $V$, and, secondly, to compute an upper bound of the energy $\|z\|_2$ considering an impulse $w$ input. 

VI. RESULTS

A. Tuning of LTI Controllers

Table 2. Tuning Parameter Values and Associated LTI Controllers

<table>
<thead>
<tr>
<th>Controller D (DTC)</th>
<th>$Q$</th>
<th>$R_1$</th>
<th>$R_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controller SD (SDTC)</td>
<td>1</td>
<td>$10^2$</td>
<td>$10^6$</td>
</tr>
<tr>
<td>Controller S (STC)</td>
<td>1</td>
<td>1</td>
<td>$10^2$</td>
</tr>
</tbody>
</table>

The weighting parameters $Q_0 = \text{diag}(Q,R_1,R_2)$ in the standard model $P(s)$ (8) make it possible to manage the compromise between a low solicitation of the inputs and a low deviation of the outputs to be regulated. They can also be used to privilege a DTC, an STC, or a combined DTC/STC strategy.

$$z = \left[ \sqrt{Q_0 \dot{\delta}_{per}} \sqrt{R_1 \delta_c} \sqrt{R_2 M_{11}} \right]^T.$$  (20)

In the sequel, parameter $Q$ is normalized: $Q = 1$. Increasing $R_1$ relative to $R_2$ favors the DTC system, while the STC system is dominant if $R_2$ is big relative to $R_1$. The proposed tunings studied in this paper are summed up in Table 2 and lead to three LTI Controllers: Controller D (DTC), Controller SD (SDTC), and Controller S (STC). The three controllers were designed for each value of $V_i \in \Omega, \Omega = [2,3,...,18] m/s$. State-feedback gains obtained at $V = 8$ m/s are presented in Table 4. The practical gains (function of $\delta_{per}$ and not $\dot{\delta}$ ) have to be recomputed considering (17).

B. Time Performances and Robustness of LTI Controllers

Performances are evaluated on the non-linear model (1), considering in this section the frozen value $V = 8$ m/s. The scenario is defined by the driver steering angle given in Fig. 5: the NTV starts turning at $t = 2$ s ($\delta_{per} = 0$ rad to $0.27$ rad), i.e. the trajectory is based on a short straight-line, next a transient state between $t = 2$ s and $t = 9$ s, and finally a constant radius ($r \approx 23$ m) circular trajectory. This trajectory is quite difficult compared to the one proposed e.g. in [4] which considers a radius of 500 m, or in [10]. It can represent an NTV taking a medium-sized roundabout. Bear in mind, however, that the simulation was run without a driver model ensuring the trajectory tracking; consequently, having an STC action or not will modify the trajectory of the vehicle. This choice was made as no driver model for NTV is yet available in the literature, and to develop one is not a minor task (interaction with the tilting system).

Considering Fig. 5, it can be seen that controllers S and SD provide a counter-steering action (which is not the case for controller D). This transient change of the driver steering reduces the lateral acceleration, at the price of a slight change in the vehicle trajectory desired by the driver: see Fig. 7. Controller S (STC behavior) requires no action of the direct
torque \( M_t \) (see Fig. 6) but changes the desired trajectory significantly (Fig. 7). The study of the predicted lateral acceleration \( \alpha_{\text{per}} \) reveals that all the controllers ensure a perfect regulation after the transient phase, during the circular trajectory, thanks to the integral action. Although the DTC solution leads to good performances, the use of the steering system (cf. controllers S and D) improves the performances dramatically; the lateral acceleration is decreased by 85% (maximum value 0.3 \( \text{m/s}^2 \) for D and 0.02 \( \text{m/s}^2 \) for SD), and the torque \( M_t \) is decreased by 60% (50 N.m to 20 N.m). The lateral acceleration is even more reduced by controller S, even though the deviation is the opposite of the one obtained by controllers D or SD.

This result must be tempered because of the lack of a driver model, which makes the vehicle state trajectories different (see Fig. 8). To complete the analysis, Table 3 indicates the input multivariable modulus \( M_m \) and delay margins \( M_t \). \( M_m \) is equal to 1 as the three controllers are optimal solutions of different \( H_2-LQ \) problems. The delay margins are quite good; that obtained with the SDTC controller is the best and the STC the lowest (but still acceptable). To conclude this analysis of the LTI controllers, the main result is that the multivariable action of STC and DTC can considerably improve performances of the NTV, without significantly changing the vehicle trajectory when compared to a DTC solution. One can expect the vehicle to remain quite easy to drive compared to an STC-based NTV, particularly at low speed.

### Table 4. State-Feedback Gain Values of D, S, SD Controllers - \( V = 8 \text{ m/s} \)

<table>
<thead>
<tr>
<th>Controller</th>
<th>( K_\delta )</th>
<th>( K_\rho )</th>
<th>( K_\theta )</th>
<th>( K_\phi )</th>
<th>( K_{\alpha_{\text{per}}} )</th>
<th>( K_{\delta_{\text{per}}} )</th>
<th>( K_\varphi )</th>
<th>( K_\psi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>D ( M_t )</td>
<td>-0.0049</td>
<td>0.0027</td>
<td>-0.0167</td>
<td>0.0039</td>
<td>0.0037</td>
<td>0.0709</td>
<td>0.0130</td>
<td></td>
</tr>
<tr>
<td>SD ( M_t )</td>
<td>0.2335x10^1</td>
<td>-0.1310x10^4</td>
<td>0.8791x10^4</td>
<td>0.2264x10^4</td>
<td>-0.0928x10^4</td>
<td>-3.6478x10^4</td>
<td>-0.7148x10^4</td>
<td></td>
</tr>
<tr>
<td>S ( M_f )</td>
<td>-0.1021</td>
<td>0.0544</td>
<td>-0.3352</td>
<td>-0.0792</td>
<td>0.0888</td>
<td>1.4318</td>
<td>0.2607</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3. Multivariable Stability Margins of Controllers D, SD, S

<table>
<thead>
<tr>
<th>Controller ( M_m )</th>
<th>( M_t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controller D (DTC)</td>
<td>1</td>
</tr>
<tr>
<td>Controller SD (SDTC)</td>
<td>1</td>
</tr>
<tr>
<td>Controller S (STC)</td>
<td>1</td>
</tr>
</tbody>
</table>

### C. Performance of Gain-Scheduled LPV Controllers

As mentioned in section V.B, the validity of the interpolated controller \( K(V) \) was verified first at each frozen value \( V = V_i \) whatever the controller S, D, SD considered. The \( H_2 \)-norms of the closed-loop function \( T_{\text{zw}} \) considering \( K(V_i) \) or \( K_{\varphi_i} \) have been computed and compared [11]. Next, the result in [31] was used to find a Lyapunov function depending on the longitudinal speed. One was found for controller D in the range [2,18] \( \text{m/s} \) but not for controllers SD and S. However, for these two, the stability was demonstrated in an overlapping range covering the whole range [2,18] \( \text{m/s} \) [11].

The time responses depicted in Fig. 9 were obtained with a
5DDL non-linear model based on (1) [11], considering the same scenario as before except for the longitudinal speed $V$ which varies with time. The good performances of the LPV controller SD($V$) in spite of the speed oscillations should be noted.

![Trajectory](image1.png)

Fig. 7. Trajectories of the NTV considering the three controllers D, SD, S, $V=8\ m.s^{-1}$

![States](image2.png)

Fig. 8. States of the non-linear model of the NTV, $V=8\ m.s^{-1}$

VII. CONCLUSION

After describing the state of the art of narrow tilting cars, both in the literature and in industry, we presented some simplified models, the one used here being based on the well known bicycle model. After listing the measurements easily available, the next stage was to formalize the control objectives. Contrary to what is commonly done, we regulated the perceived lateral acceleration directly rather than the tilting angle. The control objectives were then recast as an optimal structured $H_2$ control problem, in a systematic way. The methodology proposed makes use of a second order model for the steering signal, which is new and realistic.

It leads to controllers with two degrees of freedom and an efficient feedforward exploiting both the steering angle and its derivative to anticipate. As the whole state cannot practically be measured for feedback, a static observer was included, which does not reduce the robustness margins. Another interest of the control methodology proposed is that it enables different controllers with different levels of action on the direct tilting torque and the steering angle to be easily synthesized. By using appropriate weighting functions, the controller moves from purely DTC (Direct Tilt Control) to purely STC (Steering Tilt Control), going through all possible combinations. Finally, an LPV controller was designed which was shown to be robust during speed variation. In our opinion, this methodology will be useful both for solving the problem of future narrow vehicles proposed by manufacturers, and generically to appreciate the relative potential and limitations of DTC and STC systems.

Among future perspectives, it will be interesting to develop a realistic driver model [33] for such narrow tilting controlled vehicles, in order to appreciate its interaction with the DTC and STC systems considered. To the authors’ knowledge, this is still a completely open and challenging problem. Finally, we hope to continue our collaboration with car manufacturers, proposing a dedicated model [17] and control.

![Comparison](image3.png)

Fig. 9. Comparison between the LPV controller SDTC SD($V$), the LPV controller DTC D($V$), and the LTI controller SD($V=8\ m.s^{-1}$)
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