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a b s t r a c t

We present experimental and numerical investigations of vapour phase growth in a two-dimensional

model porous medium heated laterally. Visualization experiments reveal the existence of a heat pipe

effect within the porous medium when a sufficiently high temperature gradient develops along the

porous medium. The bubble growth is characterized by a pattern transition between an invasion

percolation (IP) pattern in a first phase of the growth and an invasion percolation in a destabilizing

gradient (IPDG) at later times. It is shown that this transition corresponds at the pore scale to a transition

between an invasion scenario where only one pore is invaded at each step of the invasion and a multiple

pore invasion scenario. The IPDG pattern is characterized by the development of a thin vapour finger,

which can explain premature vapour breakthroughs. This type of vapour finger cannot be simulated

accurately using traditional models based on the continuum approach to porous media.

1. Introduction

Fluid flow with phase change heat transfer in porous media

occurs in many engineering applications such as in drying

processes, e.g. [1], heat pipes [2,3], enhanced boiling heat transfer

[4], flows in geothermal systems [5], and severe nuclear reactor

accident scenarios [6], to name only a few.

As other transport processes in porous media, the modelling of

these situations is usually performed within the traditional

framework of the continuum approach to porous media, e.g. [7].

Although useful as effectivemodels, theweakness of suchmodels is

that they often lack an understanding of the phenomena at the pore

or pore network scale. Also, these models are implicitly based on

the existence of a separation of scale between the pore size and the

porous domain size, a condition that is not well satisfied in some

systems, such a for example the porous coatings often used for heat

transfer enhancement, [4]. Also, under certain circumstances, the

distribution of the fluids in the pore space resulting from the two-

phase flow is fractal and therefore not compatible with a condition

of length scale separation. The continuum approach is also unable

to reproduce the transient flow pattern, in relatively small porous

media, when small-scale instabilities induced by capillarity lead to

the formation of elongated fingers of length comparable to or

exceeding the length of the medium, e.g. [8]. Owing to the limita-

tions of the traditional approaches, many recent works have used

instead pore network models (PNM). As sketched in Fig. 1, a pore

network model is based on the representation of pore space in

terms of a network of pores (or sites) connected by throats

(or bonds). The “pores” roughly correspond to the larger voids

whereas the throats connecting the pores correspond to the

constrictions of the pore space. This approach to understanding

flow and transport in porous media is distinct from other methods.

No macroscopic constitutive relationship is assumed a priori and it

can be used even in the absence of length scale separation.

However, the relevant transport equations are not solved directly in

the pore space and this permits considering systems containing

a relatively large number of pores, a distinguishing advantage

compared to the direct simulations based on lattice Boltzmann

methods or NaviereStokes equations.

Initially mostly developed in relation with oil recovery related

problems, e.g. [9], pore scale models have been successfully applied

to many other domains. To mention just two examples, they have

been very helpful to significantly improve our understanding of

drying phenomena, e.g. [1,10,11] and references therein, and of

water invasion in the porous layers of PEM fuel cells [12,13].

Owing the interest of PNM, situations of heat transfer driven

vaporisation in capillary structures were also studied [14e17]. The

study presented in [14] focuses on the growth of a single vapour

bubble in a porous medium. The works reported in [15e17] were

developed in relation with the study of vaporization processes in
* Corresponding author. CNRS, IMFT, F 31400, France.

E-mail address: prat@imft.fr (M. Prat).

doi:10.1016/j.ijthermalsci.2011.09.008



the thin porous wick of loop heat pipe evaporators and focus on the

study of the vaporization front inside the wick. Although of more

general interest, the present study is also motivated by the study of

loop heat pipes. As discussed later in the article, it is expected that

the results presented here can help explain in part problems

encountered in the operation of loop heat pipes, e.g. [18]. In

contrast with [14] where the gas cluster submitted to a heat flux

was far from the lateral boundaries of the porous medium, nucle-

ation and bubble growth occur near a wall of the porous domain in

our study. This wall corresponds to the interface between the

casing and the porous wick described in [15,16]. Hence, in contrast

with [14], the porous medium is heated up by the side in our study

and not uniformly in the bulk. The pressurization of the growing

vapour cluster induced by the vaporization process was neglected

in [15,16] where it was assumed that the vapour cluster was con-

nected to lateral vapour grooves. One of the main aspects of the

present study is a full consideration of the effect of the vapour

bubble pressurization.

To this end, we present an experimental and numerical study of

bubble growth from a heated wall limiting a porous domain with

emphasis on the pore network level. The problem investigated is

sketched in Fig. 2. The porousmedium is fully saturated by a volatile

liquid initially. Initially, the temperature and the pressure are

uniform throughout the system and with a temperature below the

saturation temperature. At t¼ 0, the porous domain is heated onone

side (top side in Fig. 2). The heated side, as well as the two lateral

sides, are sealed, i.e. they represent impervious surfaces. The fluids

can escape from the outlet, which forms the side opposite to the

heated side. The objective is to study in the porous domain both the

pressure and temperature fields together with the phase distribu-

tion during the vapour bubble growth. As in [14], “bubble” refers to

a singly connected vapour region in the pore spacewith irregular, in

general, geometry, and is also referred to as “cluster” or “pocket”.

The paper is organized as follows. First, the experimental set-up

is presented; then, the experimental results. Subsequently, the pore

network model is described. The comparison between the experi-

mental and numerical results is performed in the last section.

2. Experimental set-up

Fig. 3 shows a 3D view and an exploded image of the experi-

mental device. The porous medium is a 25 ! 25 square pore

network of interconnected rectangular channels machined in

a 1.5 mm thick aluminium plate. Aluminium has a high thermal

conductivity (ls z 200 Wm"1 K"1), which favours the penetration

of heat into the porous medium, and is soft enough to be machined

with the drilling machine available in our laboratory. The heat pore

network is generated numerically and then machined in the

aluminium plate thanks to a digitally controlled drilling machine.

Except for the uncertainties due to the machining process, the

machined pore network is supposedly identical to the pore

network used in the numerical simulations (see Section 4). The

distance between two pores (lattice spacing) is 2 mm and the depth

of the channels is uniform and equal to 1 mm. The disordered

nature of the porous medium appears in the width of the throats,

which is randomly distributed in the range [400 mm; 900 mm]

according to a discrete uniform probability law with a 10 mm step.

Note however that the machining is far from perfect and that the

uncertainty in the width is estimated to be close to #25 mm, thus

greater than the increment of 10 mm between two successive sizes

in the width distribution law. This does not lead, however, to

a major problem in the comparison with the simulation as dis-

cussed in Section 5. Throats narrower than 400 mm, which corre-

spond to aspect ratio greater than 2.5, are difficult to machine. Thus

a 400 mm wide channel appears as a lower bound for our drilling

machine for aluminium. To avoid undesirable gravity effects, the

channel size must be lower than the capillary length. This sets the

upper bound of about 1 mm.

The difficulty associated with the machining of aluminium sets

the maximum network size of 25! 25 pores that can be reasonably

considered with our device. Larger networks imply larger

machining times and associated risks of drilling tool failures. As

shown in Fig. 4, the channel bottom (and walls) resulting from

machining are rough. The grooves due to the machining can have

a strong influence on evaporation processes (especially for the

situations where the evaporation rate is relatively low) due to the

possible presence of liquid films in the grooves, e.g. [19,20] and

references therein. As discussed in part in Section 3, it seems,

however, that the effect of liquid films can be neglected in the

present study. As discussed in the appendix, gas trapped in those

grooves may also influence the nucleation temperature. The

network porosity is 0.52.

As can be seen from Fig. 3, the aluminium network is embedded

in a machined Teflon block. This material is chosen for its very low

thermal conductivity (l z 0.25 W m"1 K"1), so as to limit parasitic

heat losses, and its resistance over the range of temperatures

[293 Ke373 K] of interest for the present study. The network is

sealed on top using a transparent RTV silicone rubber, chosen

Site (pore)

Bond (throat)

Fig. 1. Modelling of pore space by a network of pores (sites) and throats (bonds).

Fig. 2. Schematic of the situation studied.



because of its thermal characteristics close to Teflon. A transparent

Plexiglas cover plate (l z 0.18 W m"1 K"1) is set on top of this

system and fixed with nine equally spaced and controlled clamping

screws. The Plexiglas plate has a low thermal conductivity, confers

rigidity to the system and imposes a good contact between the RTV

layer and the network.

The in-plane effective thermal conductivity of the network has

been evaluated numerically from numerical computations of the

conductive heat transfer using the pore network model presented

below (considering only conduction heat transfer and assuming

the network liquid saturated, ll ¼ 0.6 W m"1 K"1). As mentioned

before the thickness of the aluminium plate is 1.5 mm (the

network is machined in the top 1 mm thick layer, the remaining

0.5 mm thick layer on the bottom forms a plain underlying layer).

This leads to an in-plane effective thermal conductivity of

74 W m"1 K"1, thus more than two orders of magnitude greater

than in the adjacent Teflon and RTV/Plexiglas layers. This ensures

that the applied heat load is primarily directed into the capillary

structure. Insulation foams are set around the system to further

limit parasitic heat losses except on the Plexiglas plate so as not to

prevent the visualization.

AWatlow Firerod cartridge heater is used to apply the power. It

is placed in an aluminium block in order to direct the heat into the

network (see Fig. 3).

A pressure transducer Keller serie 41X, connected to the

network in the middle of the first row of pores (Fig. 3), is used to

measure the vapour pressure. Four type K thermocouples are

inserted as shown in Fig. 3 to measure the temperature in the

network The evolution of the vapour cluster in the network is

recorded with A Nikon D300 camera set above the system. Pure

ethanol is used as working fluid (saturation temperature at the

atmospheric pressure z78 $C).
The experimental procedure is as follows. The pore network is

saturated with ethanol using a vacuum pump to extract the

majority of trapped gas. The device is placed horizontally and is

connected to the pressure transducer and thermocouples. The

power is applied at the cartridge heater and the data acquisition

procedure is launched thanks to a PC connected to the camera,

pressure transducer and thermocouples. The experiments are

performedwith a heat load of 10Wapplied directly at the cartridge

heater of 10 cm2 external surface, which therefore leads to an

imposed heat flux of 1 W/cm2. Images of the phase distribution are

taken every 20 s.

The experiment is run for two values of the external tempera-

ture Text: 23
$C and 70 $C. The first value corresponds to the labo-

ratory room temperature. The second temperature is obtained by

placing the system inside an enclosure of temperature controlled

by circulating heated water in a pipe wrapped up around the

enclosure lateral wall.

With the external temperature of 23 $C, the measured

maximum temperature difference between the heated side of the

network and the network outlet can be as high as 30 Kwhereas this

difference drops to 5 K with the higher external temperature, see

Table 1. As confirmed by the simulations (see Section 5), this is due

to the effect of parasitic heat losses. The greater the difference

between the saturation temperature and the external temperature,

the greater the heat losses from the faces of network (especially the

top plate surface). In what follows, the case with the greater

temperature difference (the lower temperature difference,

respectively), thus corresponding to Text ¼ 23 $C (resp. 70 $C), is
referred to as the high temperature gradient case (the low

temperature gradient case, respectively).

3. Experimental results

The invasion patterns at different stages of the vapour invasion

for the two temperature gradients are shown in Fig. 5. The patterns

are quite similar over the two lower thirds of network. Interest-

ingly, the upper third in contact with the heated side is quite

different. As depicted in Fig. 6, which shows a detailed view of the

phase distribution at breakthrough (i.e. when the vapour reaches

Fig. 3. 3D view and exploded view of the experimental device.

Fig. 4. Microscopy view of a throat bottom. Machining grooves are clearly visible.

Table 1

Experimental vapour growth time and temperature difference across the network.

Elapsed time between

nucleation and

breakthrough (sec)

Temperature difference

across the network

at breakthrough (K)

Exp (non insulated) w500 w30

Exp (insulated) w100 w5

Sim. (Text ¼ 310 K) 86 3.1

Sim. (Text ¼ 350 K) 40 3.1



the outlet), this region is completely dry at breakthrough for the

high temperature gradient whereas several disconnected liquid

clusters and disconnected individual liquid throats are still present

for the low temperature gradient.

Before attempting an explanation for this difference, it is inter-

esting to look at the evolution of temperatures and vapour pres-

sure. The evolution of the temperatures in the network for the low

temperature gradient case is shown in Fig. 7. From the heated side

temperature evolution, it can be seen that the vapour becomes

discernable in the network (bubble growth incipience in Fig. 7) for

a temperature of about 71 $C, thus lower than expected since the

saturation temperature of ethanol at the atmospheric pressure is

78 $C. As discussed in the appendix, this can be explained by the

presence of a small amount of non condensable gas (NCG), the air

trapped in the roughness of the machining grooves and stripes

(see Fig. 4).

The evolution of the vapour pressure, or more exactly the

pressure difference DPvap ¼ Pvap " Patm where Pvap and Patm are

the pressure measured in the vapour pocket and the atmospheric

(room) pressure respectively, is depicted in Fig. 8a (high tempera-

ture gradient). The percolation capillary pressure threshold (this

threshold corresponds to the pressure difference needed between

the liquid and the gas phase to reach breakthrough in a purely

quasi-static vapour invasion process) corresponds here to a throat

of width l ¼ 0.650 mm. According to Eq. (5) below, this gives for

ethanol Pc z 101 Pa (for which the surface tension

s z 20 ! 10"3 N/m), whereas the range of capillary pressure

thresholds is [84 Pa (l ¼ 0.9 mm)e140 Pa (l ¼ 0.4 mm)] As can be

seen from Fig. 8a, the pressure in the vapour fluctuates in this

range, which indicates that there is no significant overpressure in

the growing vapour cluster.

The vapour density of ethanol at the atmospheric pressure and

close to the saturation temperature is about 1.5 kg/m3 whereas the

liquid ethanol density is about 650 kg/m3. Thus, to form a given

volume V of vapour, only a liquid volume Vl ¼ Vx1.5/650, hence

about 400 times smaller, needs to be vaporized. This indicates that

the volume of liquid needed for producing the volume of vapour in

the network at breakthrough is on the order of a few throat

Fig. 5. Phase distributions at various stages of invasion (vapour in light grey, liquid in black, the small squares corresponds to the solid phase): a) High temperature gradient (exp.),

b) low temperature gradient (exp.), c) numerical simulations.



volumes only. The conclusion is that the volume of liquid displaced

and leaving the porous medium through the outlet is about 400

times greater than the volume vaporized during the vapour cluster

growth. Thus this growth process is characterized by a significant

liquid flow.

The liquid flow rate Q can be roughly estimated from the images

of phase distributions using an image processing software:

Qðt1 þ t2=2ÞzVpðSðt2Þ " Sðt1ÞÞ=t2 " t1, where Sðt1Þ (resp. Sðt2Þ) is

the vapour saturation in the network at time t1 (resp. t2), recalling

that the saturation is the volume fraction of the pore space occupied

by the vapour; Vp is the volume of the pore space. From which the

average liquid velocity at the outlet can be estimated as UzQ=W e,

where W is the width of the pore network and e its thickness

(e ¼ 1 mm). Introducing the capillary number Ca ¼ m
v
U=s, where

mv is the vapour dynamic viscosity (the capillary number charac-

terises the competition between viscous and capillary effects), this

leads to the curves shown in Fig. 9, where the time is made

dimensionless using the time at breakthrough as characteristic

time. The data presented in Fig. 9 are for the high temperature

gradient. The experiment with the low temperature gradient is

faster (see Table 1). Unfortunately, images of the phase distribution

were taken as the same frequency as for the low temperature

gradient, i.e. with a too low frequency. As a result, we have too few

images for determining the volume flow rate Q as described above

with a reasonable accuracy. It is expected that the tendencies are

similar as those illustrated in Fig. 9, i.e. the flow rate increases with

time and this will be confirmed from the numerical simulations.

The main direction of the liquid flow is obviously away from the

heated side. This is in contrast with the steady-sate solution studied

in [15] where the flow is directed towards the liquidevapour

interface, that is towards the heated side.

In the porous media literature, e.g. [21] and references therein,

one distinguishes three main patterns depending on the values of

capillary number Ca. When the capillary effects are dominant (very

low Ca), the expected invasion pattern is referred to as an invasion

percolation pattern (IP), whereas an IPSG (Invasion Percolation in

a Stabilizing Gradient) pattern is expected for greater Ca when the

flow is directed towards the heated side (the liquid flow is then

directed in the direction opposite to the vapoureliquid interface

main direction of motion), and an IPDG (Invasion Percolation in

a Destabilizing Gradient) pattern is expected when the main

direction of the liquid flow and the direction of motion of the

vapoureliquid interface is the same as in the problem studied here.

These various patterns are depicted in Fig. 10. As can be seen from

Fig. 9, Ca is in the range [10"6, 10"5]. According to the results pre-

sented in [22], this corresponds to transition values between an IP

pattern (quasi-static invasion) and a viscous fingering pattern,

Fig. 6. Detailed view of phase distribution at breakthrough in the experiments for the

two temperature gradients: a) high temperature gradient, b) low temperature

gradient. In contrast with the low temperature gradient, there are no liquid clusters

(in black in Fig. 6b) in the upper part of network for the high temperature gradient. The

arrows in Fig. 6a illustrates the evaporationecondensation effect discussed in the text

(heat pipe effect). The red arrow represents the vapour flux whereas the blue arrow

represents the transport in liquid phase between the condensation zone (blue ellipse)

and the evaporation zone (red ellipse). (For interpretation of the references to colour in

this figure legend, the reader is referred to the web version of this article.)

Fig. 7. Evolution of temperature at the heated side and outlet of network.

Fig. 8. a) Experimental pressure evolution during bubble growth (high temperature

gradient), see Fig. 8b for definition of straight lines, b) numerical simulation.



hence a IPDG pattern is expected. This is discussed in more depth

from the numerical simulations (see Section 5).

As can be seen from Table 1, the growth of the vapour cluster is

significantly slower with the high temperature gradient. Note that

the times indicated in Table 1 are the elapsed time between the

vapour bubble incipience and the vapour breakthrough. This can be

explained from the energy balance,

f ¼ fp þ fext þ fl þ f
v
þ fvap (1)

where f is the applied flux, fp is parasitic heat flux lost by in-plane

conduction, fext is the heat flux lost by free convection or

conduction from top and bottom plates, fl is heat flux used to heat

up the liquid, fv is the heat flux used to heat up the vapour and fvap
is the heat flux used to vaporize the liquid. The main differences

between the low temperature gradient case and the high temper-

ature gradient one lie in fext (and to a lesser extent fp), which is

much greater in the high gradient case due to the energy exchange

between the top plate of system and the surrounding air. This is

confirmed by the numerical simulations presented in Section 6. As

a result, since the same heat load is applied in both experiments,

fvap is lower in the high gradient case and therefore also the

vaporization rate, _m ¼ fvap=Lv. This leads consistently to a slower

vapour cluster growth with the high temperature gradient.

We return now to the difference regarding the liquid clusters in

the upper third of network pointed out at the beginning of this

section. The remarkable phenomenon is that the disconnected

liquid clusters in the upper third region disappear before vapour

breakthrough with the high temperature gradient. Since the mass

of liquid needed to produce the volume of vapour occupying the

network at breakthrough is quite small (on the order of one pore/

throat volume), it can be concluded that the disconnected clusters

disappearance do not lead to a significant net production of vapour.

Two mechanisms can explain a priori the cluster dis-

appearance: i) transport through liquid films carpeting the pore

walls or trapped in the corners of the pore wall between a discon-

nected cluster and a cluster located closer to the outlet, ii) evapo-

rationecondensation effect. The effect of liquid films has been

studied in the related, albeit distinct, field of mass transfer driven

evaporation, e.g. [19,20]. From these studies, it can be inferred that

the liquid pressure in a disconnected cluster is more likely to be

lower than in a larger cluster on the ground that the largest throats

are invaded first. Thus the throats remaining to invade in a relatively

small disconnected cluster are on average smaller than for a larger

cluster. Hence, according to Laplace’s law (see Eq. (5) below), this

implies that the liquid pressure is smaller in a disconnected cluster.

Since the transport in liquid films between two clusters, if any,

should be proportional to the pressure difference between the two

clusters, it can be concluded that thefilm effect cannot be invoked to

explain the disconnected cluster disappearance (even taking into

account the variation of surface tension with temperature). Also if

the mechanism was significant, it should be observed for the

low temperature gradient. We are therefore left with the

evaporationecondensation explanation.

As sketched in Fig. 6a, the explanation is as follows. Vapour form

in the hot upper region of the system as a result of cluster vapor-

ization and vapour condenses in colder region. As suggested

theoretically for example in [23], the present study thus indicates

a heat pipe effect within the capillary structure during the vapour

bubble growth. This also indicates the existence of vapour pressure

gradients in the vapour cluster since the vapour is transported from

the hotter region to the colder regions.

This significance of this mechanism increases with the temper-

ature gradient. It is therefore much more marked with the high

temperature gradient experiment. By contrast the disconnected

a b

Fig. 9. Evolution of vapour saturation (a) and capillary numbers (b) during the invasion (high temperature gradient experiment).

Fig. 10. Invasion main patterns (gas phase in white, liquid phase in black or dark grey): a) IP pattern, b) IPSG pattern, c) IPDG pattern.



cluster disappearance is quite weak with the low temperature

gradient as can be seen in Fig. 6b. This is additional argument in

favour of the evaporationecondensation scenario.

4. Pore network model

As in several previous studies, e.g. [14e16], a simple two-

dimensional square network is used to represent the pore space.

The lattice spacing, i.e. the distance between two neighbour pores,

is denoted by a. The throats are rectangular capillaries of constant

depth e and length d, and of width randomly distributed according

to a discrete uniform probability law in the range [lmin; lmax]. As

shown in Fig. 11, the pores form the junctions of the pore space. A

pore is inscribed in a rectangular cuboid of thickness e and of

square cross section in the network plane (square in black in

Fig. 11). The width of this square is lmax. Hence the length ath of

a throat is ath ¼ a " lmax. The shape of a pore within the cuboid is

dictated by the width of the adjacent throats as shown in Fig. 11.

As sketched in Fig. 11, a twice finer network is used for the

computation of temperature field with nodes placed also in the

solid phase. As mentioned before, the same network geometry is,

as much as possible, imposed in the simulations and in the

experiments. As in the experiments, the network porosity is

therefore 0.52.

4.1. Fluid flow model

Gravity effects are supposed negligible compared to viscous

and capillary effects. The pressure is assumed spatially uniform in

the vapour cluster where the vapour is considered as

a compressible ideal gas. The viscous flow is therefore computed

only in the incompressible liquid phase. The viscous pressure

drop is neglected in pores, which serves mainly as liquid reser-

voirs, and therefore taken into account only in the throats. Flow

in a throat is laminar and described by Hagen-Poiseuille law. The

flow in a throat is therefore computed thanks to an expression of

the form

qij ¼
gij
m
DPij (2)

where qij is the flow rate in the ijth throat, m is the liquid viscosity,

DPij is the pressure drop across throat (¼the pressure difference

between the two pores adjacent to the throat). In Eq. (2), gij is the

throat hydraulic conductance, which is expressed as

gij ¼
2Sijkij
a

(3)

where Sij is the throat cross section and kij ¼ 2=Poij½lije=lij þ e)2,
where the Poiseuille number Poij is given by Poij ¼ 14:227þ
1402:5ð1þ r*ð

ffiffiffi

2
p

" 1Þ=4ð1þ r*Þ "
ffiffiffi

2
p

=8Þ1:9 according to [24]; r* is

the aspect ratio: r* ¼ lij=e.

Mass conservation at each pore required

X

j

qij ¼ 0: (4)

where the sum runs over the four throats connected to pore i. The

system of Eq. (4) is solved numerically using a conjugate gradient

method and this gives the pressure in each liquid node of network.

Notice that in this formulation the evaporation terms are some-

what “hidden” in the mass flow rate terms of Eq. (4). This is

explained through the consideration of boundary conditions, which

are presented now.

Capillarity is taken into account through the YoungeLaplace

equation assuming a perfectly wetting liquid (contact angle z 0.).

Hence the capillary pressure threshold of a throat, that is the

pressure difference across a meniscus located at the entrance of

a throat that must be exceeded for the throat to be invaded by the

vapour, is expressed as,

Pczs

"

2

e
þ 2

l

#

(5)

A constant pressure, equal to the atmospheric pressure, is

imposed at the outlet, whereas all other sides are subjected to

no-flow boundary condition. The pressure in a pore completely or

partially filled with vapour is equal to the vapour cluster pressure.

When a liquidevapour interface is present at the boundary of

a pore, two situations can occur depending on the stability of the

meniscus at the throat entrance. When the meniscus is stable, i.e.

when the throat cannot be invaded, the liquid flow rate qvap
resulting from the liquid vaporization is imposed in the throat,

qvap ¼
Sij
rlLv

 

lv
DTv;sat
aij;v

" ll
DTsat;l
aij;l

!

(6)

where Lv is the latent heat, rl is the liquid density and lv (resp. ll) is

the thermal conductivity of the vapour (resp. the liquid). In Eq. (6),

aij;f is the distance between the meniscus position in the throat and

the adjacent liquid pore (f ¼ l) or adjacent vapour pore (f ¼ v);

Fig. 11. Detail of pore network model: a) fluid flowmodel: the region in white corresponds to a pore of the fluid network; each pore is connected to each of its four neighbour pores

(in light grey) by a throat (rectangular region in dark grey between two pores, b) thermal model; each node of thermal network is connected (dashed lines in light grey) to 8

neighbour nodes located either in the solid phase (darkest regions in Fig. 11a) or in the pore space.



DTv;sat ¼ T
vi " Tsat, where Tvi is the temperature is the adjacent

vapour pore i and DTl;sat ¼ Tlj " Tsat, where Tlj is the temperature is

the adjacent liquid pore j.

When the throat can be invaded, the pressure corresponding to

the vapour pressure lowered by the capillary pressure and raised by

the viscous resistance of the vaporised flow in the throat,

DPvap ¼ qvapmlij;l=Sijkij, is applied at the meniscus on the liquid

side,

Pint ¼ Pvap " Pc þ DPvap (7)

Asmentioned before, a throat can be invadedwhen the pressure

difference across the meniscus exceeds the throat entry pressure,

Pc < Pvap "
&

Pi þ DPvap
'

(8)

where Pi is the pressure in the adjacent liquid pore.

4.2. Temperature field computation

In addition to the energy transport in the pore space due to

convection and conduction, the thermal model takes into account

the conduction in the solid structure. For this reason, the thermal

network is twice finer than the fluid network and includes solid

nodes, see Fig. 11. Energy balance is performed at each thermal

node so as to compute the temperature field in the entire network.

For a node i in a pore, the energy balance is expressed as

fext"
X

j

Sij

 

lf

(

T tþDt
i

"T tþDt
j

)

aij;f
"rfCpfUij

 

T tþDti þT tþDtj

2

!!

þ
X

k

af Sik

(

T tþDti "T tþDt
k

)

þrf CpfVi

(

T tþDti "T ti

)

Dt
¼ 0 (9)

with

fext ¼ aTopSit

(

T tþDti " Text
)

þ aBotSib

(

T tþDt
i " Text

)

(10)

In Eq. (9), the sums run over the four throats connected to pore i

(index of summation j) or over the four adjacent nodes in the solid

(index of summation k) with f ¼ liquid or vapour depending on the

fluid occupying the pore; and s ¼ solid. The second term in Eq. (9)

represents the conduction and convection in throats whereas the

third one represents the coupling with solid nodes. The last term is

the time derivative where Vi is the volume of pore i; Sik are the

contact surface areas (including the walls and bottom and top

plates between a fluid cell and a solid cell, so as to take into account

heat transfers between the solid and the fluid. The heat transfer

coefficient, af is given by af ¼ l*f =lfs, where l*f is the effective

thermal conductivity, computed using the Alexander correlation

[25] and lfs is the distance between a fluid node and a solid node.

The exchange of energy in the direction perpendicular to the

network plane is taken into account through the term fext, Eq. (10).

This term is introduced for the comparison with the experiments.

Experimentally, exchanges between the etched network and the

environment at temperature Text through the transparent cover

plate on top or through the surface limiting the model porous

medium on the bottom are difficult to avoid. In the pore network

model, these energy exchanges (heat losses) are modelled using Eq.

(10), where aTop and aBot are constant heat transfer coefficients. For

simplicity, the same value, representative of heat losses due to

external free convection effects, is taken for both aTop and aBot,

namely 3 W/m2 K. This value leads to a good agreement between

the computed andmeasured temperatures for the low temperature

gradient case.

The energy balance for a node in the solid is expressed as

fext "
X

j

ls

(

TtþDti " T tþDtj

)

a
Sij þ

X

k

af Sik

(

TtþDti " T tþDt
k

)

þ rsCpsVi

(

T tþDti " T ti

)

Dt
¼ 0 (11)

where the sums run over the four “solid” nodes connected to solid

node i (index of summation j) or over the four nodes in the adjacent

pores (index of summation k). In the time derivative term, Vi is the

volume of the control volume around node i.

In Eq. (11), we find again the transient term, the coupling with

the fluid nodes thanks to af coefficient and a conductive term

between solid nodes. This term accounts for the conductive

transport in the network base plate, which is present in the

experimental model.

A constant and uniform thermal flux density of 1 W/cm2, i.e. the

same value as in the experiments, is imposed on the heated side.

The lateral sides are subjected to no-flux boundary condition. A

constant exchange coefficient is assumed at the outlet,

l[
vT

vy
¼ aextðT " TextÞ (12)

The ClausiuseClapeyron relationship is used to compute the

saturation temperature Tsat from the pressure Pvap of the gas cluster,

PvapðTsatÞ ¼ Prefexp

 

" LvM

R

"

1

Tsat
" 1

Tref

#!

(13)

Hence the temperature is assumed to be uniform along the

liquidevapour interface and given by Eq. (13). This assumption can

become questionable in the presence of a high temperature

gradient across the vapour cluster. Note however that small

temperature gradients are expected in the applications motivating

the present study, i.e. the porous wick of loop heat pipes. It should

be also noted that the in-plane heat transfer in the Plexiglas top

plate and Teflon bottom plate of the experimental set-up is not

taken into account in this model.

Together with these boundary conditions, the system of Eqs.

(9) and (11) is solved numerically using a conjugate gradient

method and this gives the temperature in each node of thermal

network.

4.3. Vapour bubble growth algorithm

The vapour bubble growth algorithm is sketched in Fig. 12 and

can be described as follows. As in [14], the growth of the vapour

cluster is characterized by twomain steps: pressurization and pore/

throat filling.

1. Initialisation step: Two procedures can be typically consid-

ered. The first one, which may be the more realistic one, is to

start with all pores and throats filled with liquid and with all

nodes of thermal network at a uniform temperature equal to

the ambient temperature. In this case, the initialisation step

consists in computing the evolution of the network

temperature until a fluid node reaches the saturation

temperature, possibly increased to take into account some

superheating. Once this stage is reached, the fluid node

involved is considered full of vapour and the bubble grows

from this site, the initial temperature field being known.

Note that the disordered nature of the network leads to

spatial fluctuations in the temperature field and therefore



the saturation temperature is reached first in only one pore

or a limited number of pores along the heated side. The

second option is suited for the comparisons with the

experiment. It consists in selecting the pore where the

vapour appears first in the experiment. This pore is the

starting point for the bubble growth. The temperature in the

network can be computed as in option #1 or taken uniform

and equal to the saturation temperature initially. This second

option allows choosing the same nucleation pore in the

network as in the experiment. Since one of the objectives is

the comparison with experimental invasion pattern, the

second option has been chosen, unless otherwise

mentioned, for the simulations presented in this article.

Considering the first option would not change the main

results but could make the comparison with experiment less

simple to discuss since the vapour incipience pore could be

slightly different in the simulation and the experiment.

2. Pressurization step: The bubble does not grow during this step,

which sees the pressure in the bubble increases until the

minimum pressure allowing the invasion of at least one throat

along the liquidevapour interface is reached [Eq. (8)]. The

process responsible for the increase in the vapour pressure is

the increase in the mass m of vapour resulting from the phase

change. Hence from ideal gas law we have Pvap ¼ mRT=VM

with dm=dt ¼ P

k

qmi where the sums run over all the menisci

and qmi ¼ rlqvap, Eq. (6).

3. Filling step: The objective of this step is to found the necessary

pressure level in the vapour to invade the throat that gets fully

invaded by the vapour the fastest. This throat is referred to as

the “fastest” throat in what follows. Details on this step are

given hereafter.

4. End: Invasion is stopped at breakthrough, i.e. when vapour

reaches the outlet.

4.3.1. Detail on the filling step

The time step is determined during this step. The time step is

defined at each filling step as the time needed to completely fill the

fastest throat (or pore). The filling step algorithm, which is

summarized in Fig. 13, is based on the idea that two times need to

be identical. The first is the “drainage time”, which is the time

needed by the liquid to leave the throat. The second time is the

“invasion time”, which is the time needed to produce the mass of

vapour needed to fill the throat.

The “drainage time” tdrain is computed from the flow compu-

tation in the part of the network occupied by the liquid,

tdrain ¼
Vij

qij
(14)

where Vij is the volume of liquid in the fastest throat (or pore) and

qij is the volumetric flow rate in the throat.

The “invasion time”, also referred to as “the vapour filling time”,

tfill is expressed as

tfill ¼
Dm

rlQVap
(15)

In Eq. (15), Dm is the additional mass of vapour required to

maintain the vapour pressure in the bubble new total volume after

thefilling, thus including thevolumeof the completelyfilled throat as

well as the volume of the partiallyfilled throats and pores;QVap is the

total evaporation rate, i.e. the sumofevaporationfluxoverallmenisci.

Dm¼ PvapM

RTsat
&

Pvap
'

(

Vvapþ
X

Vthroatsþ
X

Vpores"V
&

Pvap
'

)

(16)

In Eq. (16), VðPvapÞ is the volume of the vapour cluster corre-

sponding to the current iteration vapour pressure;
P

Vthroats
(respectively

P

Vpores) is the volume drained during timetdrain in all

the invaded throats (respectively pores).

The condition tfill ¼ tdrain is considered fulfilled when
-

-tdrain " tfill
-

-

tdrain
, 3 (17)

In Eq. (17), 3 is the convergence parameter, typically taken as

3¼ 10"7. To satisfy Eq. (17), iterations over the vapour pressure are

necessary. Indeed, the vapour pressure drives the drainage

dynamic. Increasing the gas pressure means decreasing the

drainage time and increasing the invasion time. Decreasing the

vapour pressure has exactly the opposite effect. At the end of an

invasion step, the fastest throat is fully invaded by the vapour

whereas the throats containing a moving meniscus are partially

invaded according to the amount of liquid displaced in each throat

during the considered time step.

4.3.2. Trapped clusters

A trapped liquid cluster, also more appropriately referred to as

a disconnected cluster in the context of vaporisation, is a liquid

cluster completely surrounded by vapour and therefore discon-

nected from the outlet. Trapped clusters form during the displace-

ment of liquid induced by the growth of vapour cluster. The total

evaporation rate at the boundary of such a cluster can be computed

from Eq. (6) and therefore contributes to the pressure build-up in

the vapour cluster. Since the vapour pressure around such a cluster

is spatially uniform, these clusters cannot move. They can however

shrink because of vaporisation. In the model presented above, the

pressure field in trapped clusters is not computed. This would imply

additional iterative procedures so as to determine which interfacial

throats in each trapped liquid cluster are stable (meniscus at the

throat entrance) and which must be invaded. For the reason

explained below simpler procedures are used. Two simple proce-

dures can be used to model the invasion of a trapped cluster. The

most obvious one is to apply an invasionpercolation rule, [26], as for

the model of slow evaporation driven by mass transfer, e.g. [1]. In

this case, the cluster interfacial throat of largestwidth is theonlyone

to be invadedup to full evaporation, see [1] formoredetails. Another

option, physically less correct since capillary effects are ignored, but

computationally easier to implement is to assume that all the

menisci in the interfacial throats of the trapped cluster are moving.

The evaporation rate, Eq. (5), from each interfacial throat then

dictates the speed at which each interfacial throat gets fully empty.

One can refer to [14] for more details on this two regimes. In our

Initialisation

Pressurization step

Filling step

Breakthrough ?
NO

YES

END

Fig. 12. Sketch of main vapour invasion algorithm.



case, it turns out that the characteristic time of evaporation of an

elementarymass of liquid corresponding to a throat or pore volume

in a trapped cluster is quite large compared to the characteristic time

of the vapour cluster growth up to breakthrough, at least for

a sufficiently temperature gradient. Hence there is a limited evap-

oration from the trapped clusters and the two procedures lead to

about the same result. This also clearly indicates that the present

algorithm is not adapted for simulating situations where a high

temperature gradient develops.

5. Comparison between experimental and numerical results

and discussion

The simulations are performed for two external temperatures,

namely Text ¼ 310 K and Text ¼ 350 K.

5.1. Pattern

The invasion patterns predicted numerically are shown in Fig. 5

togetherwith the experimental ones. As can be seen, the PNM leads

to a quite good prediction of the experimental pattern for the low

temperature gradient case. A perfect match between the experi-

mental and numerical patterns is not expected owing to the

uncertainties in throat size introduced by the channels machining

process, see Section 3, as well as the presence of residual pieces of

metal in some channels resulting from the machining. The

comparison reported in Fig. 5 is therefore quite encouraging.

Contrary to the experiments, the numerical patterns are prac-

tically identical for the two external temperatures tested. It should

be pointed out that this model is designed for low temperature

gradients, which is the situation expected in the wick of loop heat

Temperature field computation

Desired vapour pocket mass computation

Overall evaporation flux computation

Liquid flow rate computation

Pressure field computation

Local evaporation fluxes computation

Invasion time computation

Identification of moving menisci

Error between drain age time and invasion time computation

Error < convergence 

criterion ?

Vapour 

pressure new 

guess

NO

YES

Vapour pocket new volume computation

Minimal drain age time computation

Vapour pressure initial guess

Liquid volumes and pore occupancy updates

Identification of trapped clusters

New identification of moving menisci

Fig. 13. Chart of the filling step algorithm.



pipes. As discussed in the previous section, the approximation of

uniformvapour pressure in the bubble becomes questionable in the

case of a high temperature gradient. As a result, the evapo-

rationecondensation effect, which is negligible for the low

temperature gradients but becomes significant for higher gradi-

ents, is not taken into account with the present model. In addition

to the uncertainties due to the machining process, evapo-

rationecondensation effects may also contribute therefore to the

slight differences observed between the low gradient experiment

and the simulation.

5.2. Growth rate

The time to nucleation, see Table 2, is not surprisingly shorter in

the experiments since nucleation occurs at a temperature lower

than the saturation temperature in the experiments. As reported in

Table 1, the elapsed time between nucleation and breakthrough

predicted by the model is of the same order of magnitude as in the

experiment but shorter. In agreement with the discussion of Eq. (1)

in Section 3 and the experiments, this time increased with dimin-

ishing external heat losses.

5.3. Pressure

The excess pressure, DPvap ¼ Pvap " Patm, evolution during the

bubble growth is presented in Fig. 8b and is similar to the experi-

mental one (Fig. 8a). As explained previously (Section 3), the

pressure in the vapour fluctuates in the range defined by the bond

capillary pressure thresholds, which indicates that there is no

significant overpressure in the growing vapour cluster resulting

from the liquid viscous resistance or the vapour production (which

is quite low as discussed before). It can be noticed, however, that

the excess pressure DPvap in the simulation practically never

exceeds the throat percolation capillary pressure threshold, (which

corresponds to l ¼ (lmin þ lmax)/2 for the uniform distribution of

throat sizes considered in this article and leads, according to Eq. (5),

to the value of 101 Pa). This is what is expected in an invasion

percolation process. As can be seen from Fig. 8a, the situation is

somewhat different in the experiment with DPvap fluctuating over

the full range of capillary pressure thresholds, i.e. up to 140 Pa. This

can be again attributed to the fact that a significant vapour flow is

present in the (high temperature gradient) experiment, Fig. 6,

whereas this effect is neglected in the simulation.

In contrast also with the experimental results, the pressure

fluctuation frequency increases with time in the simulations. This

can be explained by the increase in the flow rate with time, and

therefore the increase in the pore/bond invasion frequency, dis-

cussed below.

5.4. Flow rate

The capillary number, defined as in Section 3, can be easily

computed from the numerical simulations since the liquid velocity

is computed in each bond at the outlet. The evolution of Ca is

shown in Fig. 14. The trend is similar to the one depicted in Fig. 9b

(exp. results), i.e. the capillary number increases with time. The

simulation for the higher thermal gradient leads, however, to

a plateau, which corresponds to a plateau in the evaporation rate, as

depicted in Fig. 15. This is due to the heat losses, which are more

important with the higher thermal gradient. Since the pressure in

the vapour pocket does not increase but only fluctuates around

a mean value (Fig. 8), there is of course a direct link between the

evaporation flux and the liquid flow rate at the outlet and therefore

Ca. This is clearly seen from the comparison of Figs. 14 and 15. The

values of capillary number are slightly higher (we recall that

breakthrough is reached more rapidly in the simulations, see

Table 1) but comparable to the experimental ones (Fig. 9).

The evaporation flux (Fig. 15) and the capillary number (Fig. 14)

reach higher values, more than three times the maximum values of

the higher gradient simulation, for the low gradient case. This is

also a consequence of the heat losses. From Eq. (1), it is clear that

a greater fraction of the applied heat flux is used for vaporizing the

liquid when the heat losses are lower.

5.5. Multiple invasion and pattern transition

As mentioned before (see Section 3), IPDG pattern is expected

for this range of capillary number. The network size is however a bit

too small to clearly see the formation of a thin vapour finger as

expected in an IPDG displacement (Fig. 10). The departure from an

IP invasion scenario can, however, be evidenced from the consid-

eration of the number of moving menisci during the invasion. The

throats are invaded one by one in an IP process. Thus the invasion

becomes distinct from IP when several throats are invaded at the

same time. As can be seen from Fig. 16, the number of moving

Table 2

Time up to nucleation.

Time (sec)

Exp (non insulated) w550

Exp (insulated) w200

Sim. (Text ¼ 310 K) 1035 (Tnuc ¼ 78 $C), 532 (Tnuc_exp ¼ 71 $C)

Sim. (Text ¼ 350 K) 409 (Tnuc ¼ 78 $C), 268 (Tnuc_exp ¼ 71 $C)

Fig. 14. Evolution of capillary number as a function of time (num. sim.): a) low gradient (Text ¼ 350 K), b) higher gradient (Text ¼ 310 K).



menisci increases with time as expected, which clearly indicates

a departure from pure IP. Although a detailed discussion of the

influence of network size on the results is beyond the scope of the

paper, this can be further illustrated from simulations for a larger

network. The results shown in Fig. 17 are obtained with a 50 ! 50

network. The conditions of simulation are exactly the same as for

the smaller network, assuming in addition, for simplicity, no heat

losses. As can be seen from Fig. 17, the pattern becomes clearly

distinct from the IP pattern (shown for this network in Fig. 17a). As

before the capillary number increases during the invasion (and

reaches here a value close to 3 ! 10"4 at breakthrough) and the

number of moving menisci increases significantly as shown in

Fig. 15. Evolution of evaporation flux as a function of time (num. sim.): a) low gradient (Text ¼ 350 K), b) higher gradient (Text ¼ 310 K).
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Fig. 16. Evolution of the number of moving menisci during the invasion.: a) low gradient (Text ¼ 350 K), b) higher gradient (Text ¼ 310 K). Each point in the figures corresponds to an

invasion step (¼full invasion by the vapour of a throat or a pore).

Fig. 17. Simulation over a 50 ! 50 network: a) IP pattern at breakthrough b) Pattern at breakthrough obtained using the algorithm presented in the article.



Fig. 18. This leads clearly to a pattern transition with, as expected,

the formation of a thin percolating branch in the bottom half of the

network (Fig. 17b).

6. Conclusion

In this paper, we have presented visualization experiments and

pore network simulations of bubble growth in a model porous

medium heated laterally. As in [14], the growth was modelled as

a succession of pressurization and pore filling steps. The compar-

ison with the experiments leads to a good agreement in terms of

invasion pattern and pressure level in the vapour cluster. The

agreement is good also as regards the dynamics of the vapour

cluster growth, the evolution of trapped liquid clusters, at least for

a low temperature gradient across the system. The quasi two-

dimensional nature of the system studied makes however diffi-

cult an accurate comparison owing to heat losses. It can never-

theless be concluded that the model captures well the physics of

the bubble growth driven by heat transfer in a porous medium for

a sufficiently low temperature gradient. The consideration of higher

thermal gradient requires further developments. In particular, it

becomes necessary to take into account the vapour flow induced

within the growing vapour pocket.

The process is characterized by a transition between an invasion

percolation regime at the beginning of the growth (throats at the

bubble perimeter are penetrated one at a time) and a regime

characterized by multiple throat penetration at the bubble perim-

eter. This regime is characterized by the development of a thin

vapour finger typical of a pattern of invasion percolation in

a destabilizing gradient. The percolation gradient, which is linked

to the pressure gradient in the liquid phase, originates in the liquid

flow induces by the vapour cluster growth and which is directed

towards the outlet. The pressure in the liquid decreases therefore in

the direction of the outlet. This pressure decreasing corresponds to

an increase in the percolation probability.

This has important potential implications as regards the flow

and the transfers in the porous wick of loop heat pipe. The

formation of thin vapour fingers favours premature vapour

breakthrough and associated problems in the operation of loop

heat pipe. The induced liquid flow in the direction of the outlet

can be referred to as a reverse flow since it is directed in the

direction opposite to the flow direction under normal operation

conditions, where the flow is directed towards the heated side.

The occurrence of reverse flow may explain in part problems

encountered during the start-up of loop heat pipes. It can be also

pointed out that the models based on the traditional continuum

approach to porous media are not adapted to simulate the

development of thin viscous fingers.

Also, the experiments indicate the existence of a heat pipe

effect during the development of the vapour pocket in the pres-

ence of a sufficiently high temperature gradient. This evaporatione

condensation effect affects the phase distribution within the

porous medium and leads to the development of a dry zone

adjacent to the heated side. This heat pipe effect may therefore

affect the transfer in the porous wick of capillary evaporators.
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Appendix

The classical theory, e.g. [27], for nucleation from a wall cavity

leads to express the activation temperature Tb as

Tb " Tsat ¼
2sTsat
Lvrvr

(A-1)

where r is the cavity radius (assimilated here to a cylindrical cavity

and assuming a perfectly wetting liquid). In the presence of a non

condensable gas (NCG), i.e. air in our case, the expression becomes

[28],

Tb " Tsat ¼
Tsatexp

&

Cg
'

Lvrvr

"

2s

r
" KhCg

#

(A-2)

where Kh is air Henry’s constant and Cg is the solubility of air.

Eqs. (A-1) and (A-2) are plotted in Fig. A-1. The results shown in

Fig. A-1 clearly suggest that the presence of air in the machining

grooves of the experimental network is a quite plausible cause for

the lower bubble incipience temperature (about 4 K lower than the

ethanol saturation temperature) observed in the experiments.

Fig. A-1. NCG effect on the bubble activation temperature as a function of bubble

radius.

Fig. 18. Evolution of the number of moving menisci during the invasion (simulation

corresponding to the pattern shown in Fig. 17b). Each point in the figure corresponds

to an invasion step (¼full invasion by the vapour of a throat or a pore).
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