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Abstract—An average consensus protocol is an iterative distributed algorithm to calculate the average of local values stored at the nodes of a network. Each node maintains a local estimate of the average and, at every iteration, it sends its estimate to all its neighbors and then updates the estimate by performing a weighted average of the estimates received. The average consensus protocol is guaranteed to converge only asymptotically and implementing a termination algorithm is challenging when nodes are not aware of some global information (e.g. the diameter of the network or the total number of nodes). In this paper, we are interested in decreasing the rate of the messages sent in the network as nodes estimates become closer to the average. We propose a totally distributed algorithm for average consensus where nodes send more messages when they have large differences in their estimates, and reduce their message sending rate when the consensus is almost reached. The convergence of the system is guaranteed to be within a predefined margin \( \eta \). Tuning the parameter \( \eta \) provides a trade-off between the precision of consensus and communication overhead of the protocol. The proposed algorithm is robust against nodes changing their initial values and can also be applied in dynamic networks with faulty links.

I. INTRODUCTION

Average consensus protocols are used to calculate in a distributed manner the average of a set of initial values (e.g. sensor measurements) stored at nodes in a network. This problem is gaining interest nowadays due to its wide domain of applications as in cooperative robot control [1], resource allocation [2], and environmental monitoring [3], sometimes in the context of very large networks such as wireless sensor networks for which a centralized approach can be unfeasible, see [4]. Under this decentralized approach, each node maintains a local estimate of the network average and selects weights for the estimates of its neighbors. Then at each iteration of the consensus protocol, each node transmits its current estimate to its neighbors and update its estimate to a weighted average of the estimates in its neighborhood. Under some easy-to-satisfy conditions on the selected weights, the protocol is guaranteed to converge asymptotically to the average consensus. For an extensive literature on average consensus protocol and its applications, check the surveys [5], [6] and the references therein.

The asymptotic convergence rate of consensus protocols depends on the selected weights. Xiao and Boyd in [7] have formulated the problem as a Semi Definite Program that can be efficiently and globally solved. However, speeding up the convergence rate does not automatically reduce the number of messages that are sent in the network. The reason is that the convergence is reached only asymptotically, and even if nodes’ estimates are very close to the average, nodes keep on performing the averaging and sending messages to their neighbors.

In this paper we propose an algorithm that relies only on limited local information to reduce communication overhead for average consensus. As the nodes’ estimates approach the true average, nodes exchange messages with their neighbors less frequently. The algorithm has a nice self-adaptive feature: even if it has already converged to a stable state and the message exchange rate is very small, when an exogenous event leads the value at a node to change significantly, the algorithm detects the change and ramps up its communication rate. The proposed algorithm provides also a trade-off between the precision of the estimated average and the number of messages sent in the network by setting the parameter \( \eta \). Being totally decentralized, the message reduction algorithm can also be applied in a dynamic network with faulty links.

The paper is organized as follows: Section II presents the notation used and a formulation of the problem. Section III describes the previous work on the termination of the average consensus protocol. Section IV motivates the work by an impossibility result for finite time termination. Section V presents the proposed algorithm, its analysis, and the simulations of the algorithm. Section VI concludes the paper.

II. PROBLEM FORMULATION

Consider a network of \( n \) nodes that can exchange messages among each other through communication links. Every node in this network stores a local value, e.g. a sensor measurement of pressure or temperature, and we need each node to calculate the average of the initial measurements by following a distributed linear iteration approach. The network of nodes can be modeled as a graph \( G = (V, E) \) where \( V \) is the set of vertices (\( |V| = n \)) and \( E \) is the set of edges such the \( \{i, j\} \in E \) if nodes \( i \) and \( j \) are connected and can communicate (they are neighbors). Let also \( N_i \) be the neighborhood set of node \( i \). Let \( x_i(0) \in \mathbb{R} \) be the initial
value at node $i$. We are interested in computing the average $x_{\text{ave}} = (1/n) \sum_{i=1}^{n} x_i(0)$, in a decentralized manner with nodes only communicating with their neighbors. We consider that nodes operate in a synchronous way: when the clock ticks, all nodes in the system perform the iteration of the averaging protocol. In particular at iteration $k + 1$, node $i$ updates its state value $x_i$:

$$x_i(k + 1) = w_{ii}x_i(k) + \sum_{j \in N_i} w_{ij}x_j(k)$$

where $w_{ij}$ is the weight selected by node $i$ for the value sent by its neighbor $j$ and $w_{ii}$ is the weight selected by node $i$ for its own value. The topology of the network may change dynamically. This can be easily taken into account in (1) by letting the neighborhood and the weights be time-dependent (then we have $N_i(k)$ and $w_{ij}(k)$). For the sake of simplicity in what follows we omit to explicit this dependance. The matrix form equation is:

$$x(k + 1) = Wx(k)$$

where $x(k)$ is the state vector of the system and $W$ is the weight matrix.

In this paper, we consider $W$ to be $n \times n$ real doubly stochastic matrix having $\lambda_2(W) < 1$ where $\lambda_2$ is the second largest eigenvalue in magnitude\(^1\) of $W$ (these are sufficient conditions for the convergence of the average consensus protocol, see [8]). We also consider that $W$ is constructed locally, some methods for constructing the weight $W$ using only local information can be found in [9]. Let $1$ be the vector of all $1$s, the convergence to the average consensus is in general asymptotic:

$$\lim_{k \to \infty} x(k) = x_{\text{ave}} 1.$$  \hspace{1cm} (3)

Since average consensus is usually reached only asymptotically (3), the nodes will always be busy sending messages. Let $N(k)$ be the number of nodes transmitting at iteration $k$, so without a termination procedure all nodes are transmitting at iteration $k$, $N(k) = n$ independently from the current estimates. In this paper we present an algorithm that reduces communication overhead and provides a trade-off between precision of the consensus and number of messages sent.

III. RELATED WORK

Some previous works considered protocols for average consensus protocol to terminate (in finite time) to converge to the exact average or to guaranteed error bounds. For example, the approach proposed in [10] is based on the minimal polynomial of the matrix $W$. The authors show that a node, by using coefficients of this polynomial, can calculate the exact average from its own estimate on a consecutive iterations. The drawback is that nodes must have high memory capabilities to store $n \times n$ matrix, and high processing capabilities to calculate the coefficients of the minimal polynomial by solving a set of $n$ linearly independent equations. Another approach for

\(^1\)The second largest largest eigenvalue in magnitude of a symmetric matrix is the second largest singular value of that matrix so $\lambda_2 \geq 0$.

finite time termination is given in [11], where the proposed algorithm does not calculate the exact average, but estimates are guaranteed to be within a predefined distance from the average. This approach runs three consensus protocols at the same time: the average consensus which runs continuously and the maximum and the minimum consensus restarted every $U$ iterations where $U$ is an upper bound on the diameter of the network. The difference between the maximum and the minimum consensus provides a stopping criteria for nodes.

Under the assumption of asynchronous iterations, the authors in [12] proposed an algorithm that leads to the termination of average consensus in finite time with high probability. In their approach, each node has a counter $c_i$ that stores how many times the difference between the new estimate and the old one was less than a certain threshold $\tau$. When the counter reaches a certain value, say $C$, the node will stop initiating the algorithm. They proved that by a correct choice of $C$ and $\tau$ (depending on some networks’ parameters as the maximum degree in the network, the number of nodes, and the number of edges) the protocol terminates with high probability.

A major drawback of these algorithms—beside the memory requirements and the robustness of the system to changes—is the assumption that each node should know some global network parameters. This intrinsically contradicts the spirit of distributed consensus protocols. Designing a decentralized algorithm for average consensus that terminates in finite time without using any global network information (as the diameter of the network or the number of nodes) is still an open problem for which we prove a strong negative result in the next section.

IV. MOTIVATION

We address the problem of termination of average consensus in this paper. We will start by an impossibility result for termination of the average consensus protocol in finite time without using some network information.

Theorem 1. Given a static network where nodes run the synchronous consensus protocol described by (1) and each node only knows its history of estimates, there is no deterministic distributed algorithm that can correctly terminate the consensus with guaranteed error bounds after a finite number of steps for any set of initial values.

Proof: Consider a path graph $G$ of three nodes $a, b$, and $c$ as in Fig. 1 where the weight matrix is real and doubly stochastic with $0 \leq \lambda_2(W) < 1$ (so we have $w_{aa}, w_{cc} > 0$). Let $x_a(0)$, $x_b(0)$, and $x_c(0)$ be the initial estimates for the nodes and consider $\alpha = \frac{x_a(0) + x_b(0) + x_c(0)}{3}$, so with the average consensus protocol using the synchronous iterations in (1), all nodes’ estimates will converge to $\alpha$ asymptotically:

$$\lim_{k \to \infty} x_a(k) = \lim_{k \to \infty} x_b(k) = \lim_{k \to \infty} x_c(k) = \alpha.$$

We will prove the theorem by contradiction. Suppose there exists a termination algorithm for nodes to use only the history of their estimates and terminate the average protocol in finite time within guaranteed error bounds. Then if we run this algorithm on this graph, there exists an iteration $K > 0$ and
\( \eta > 0 \) such that node \( a \) (also true for \( b \) and \( c \)) decides to terminate at iteration \( K \) on the basis of the history of its estimate: \( x_a(0), x_a(1), x_a(2), \ldots, x_a(K) \), and it is guaranteed that \( |x_a(K) - x_{ave}| < \eta \), where \( x_{ave} = x \).

We will define the \( F \) extended mirror graph of \( G \) to be a path with \( n = 3F \) nodes \( a_1, a_2, \ldots, a_F, b_1, b_2, \ldots, b_F, c_1, c_2, \ldots, c_F \), formed by \( G_1, G_2, \ldots, G_F \) (\( F \) graphs identical to \( G \)) connected by additional links to form a path, the added links are \( \{c_1, c_{i+1}\} \) if \( l \) is odd and \( \{a_i, a_{i+1}\} \) if \( l \) is even (e.g. the graph for \( F = 2 \) is shown in Fig. 2). Let us assume first that the initial estimates for nodes in the subgraphs \( G_1, \ldots, G_F \) are identical to the estimates of the nodes in graph \( G \), such that:

\[
x_{a_1}(0) = x_{a_2}(0) = \ldots = x_{a_F}(0) = x_{a}(0),
\]

the weight matrix for \( G_1, \ldots, G_F \) is also identical to the weight matrix of \( G \) except for nodes incident to the added links, if \( \{c_i, c_{i+1}\} \) is an added link, then \( w_{c_i c_{i+1}} = w_{c_{i+1} c_i} = \frac{w_{cc}}{2} \) and similarly if \( \{a_i, a_{i+1}\} \) is an added link, then \( w_{a_i a_{i+1}} = w_{a_{i+1} a_i} = \frac{w_{aa}}{2} \). Notice that on the new generated graph we still have \( x_{ave} = x \) and also:

\[
x_{a_1}(k) = x_{a_2}(k) = \ldots = x_{a_F}(k) = x_a(k) \quad \forall k \leq K,
\]

so node \( a_1 \) applying the termination algorithm on the new graph will decide to terminate after the same number of iterations \( K \). Consider now a value \( F > K \) and that the initial estimate of node \( c_{K+1} \) is changed to \( x_{c_{K+1}}(0) = x_c(0) + n(2\eta + x_{a_1}(K) - \alpha) \) and the new average is now \( x_{ave} = \alpha + \frac{x_{c_{K+1}}(0) - x_c(0)}{n} \). The estimates at node \( a_1 \) would not change during the first \( K \) steps, then node \( a_1 \) would again terminate at step \( K \), but the error bound is no more guaranteed, because \( |x_a(K) - x_{ave}| = |x_{a_1}(K) - \alpha - \frac{x_{c_{K+1}}(0) - x_c(0)}{n}| = 2\eta > \eta \). This contradicts the fact that \( a_1 \) terminates with guaranteed error bounds. The proof can be extended to include any graph \( G \), not just path graphs, by using the same technique of generating extended mirror graphs of \( G \).

\( \blacksquare \)

Theorem 1 shows that in general, nodes cannot stop executing the algorithm. Motivated by this result, we investigate in what follows algorithms where nodes can refrain from sending messages at every iteration (e.g. when estimates have not changed significantly during the recent iterations). We will then say that an algorithm terminates when the number of messages sent in the network disappears at least asymptotically, even if the nodes are still running the algorithm internally, i.e.:

\[
\lim_{t \to \infty} \frac{\sum_{k=1}^{t} N(k)}{t} = 0,
\]

where \( N(k) \) is the number of nodes transmitting their estimate to their neighbors at iteration \( k \). In other words, the rate of messages in the network should decrease as the estimates converge to the average consensus or to a bounded approximation.

V. OUR APPROACH

Even if the nodes cannot terminate the algorithm in finite time, we are interested in reducing the rate of the messages sent in the network correspondingly to estimates’ improvement. For example, if nodes’ estimates are widely different, the messages sent at a given iteration can significantly reduce the error by making the estimates approach to the real average. However, when the estimates have “almost converged”, the improvement from each message in terms of error reduction can be negligible. So from an engineering perspective, it is desirable that nodes send more messages when they have large differences in their estimates, and less messages when the estimates have almost converged. In what follows we first present a centralized algorithm to provide the intuition of our approach and then we describe a more practical decentralized solution.

A. A Centralized Algorithm

In this section, we discuss a simple centralized algorithm for termination of average consensus protocols. We call it a centralized protocol because in this protocol there are some global variables known to all the nodes in the network, and each node can send a broadcast signal that triggers an averaging operation (1) at all nodes. Then, if any of the nodes in the network sends this signal, all the nodes will respond by sending the new estimates to their neighbors according to the averaging equation:

\[
x(t+1) = Wx(t).
\]

On the contrary, if no signal is sent, the nodes will preserve the same estimate:

\[
x(t+1) = x(t).
\]

If the rate of broadcast signals converges to 0, also the rate of the messages containing the estimates will converge to 0 and asymptotically no node in the network will transmit. As above we consider a time-slotted model. In all this paper, \( t \) represents a discrete time iteration.

We now introduce formally the algorithm. Let \( e(t) \) and \( \eta(t) \) be the values of two global variables known to all the nodes at time \( t \), such that \( e(0) = 0, \eta(0) = \eta_0 \) and \( 0 \leq e(t) < \eta(t) \). As we are going to see, both the values of the two variables cannot decrease. Let \( W \) be the weight matrix of the network satisfying convergence conditions of average consensus and
\(x(t)\) be the state vector of the system at iteration \(t\). We let \(L_t\) be a Boolean variable (either true or false) defined at each iteration \(t\) as:

\[
L_t : \ e(t - 1) + y(t - 1) < \eta(t - 1),
\]

where \(y(t - 1) = ||Wx(t - 1) - x(t - 1)||_\infty\) and with \(L_0 := \text{False}\). Then \(y(t - 1)\) stores the estimates change if the linear iterations (1) would be executed at step \(t\) and \(L_t\) evaluates if the change is negligible \((L_t = \text{False})\) and then no message is transmitted or not \((L_t = \text{True})\). Different actions are taken on the basis of the \(L_t\) value at timeslot \(t\). We also define the simple point process \(\psi = \{t_k : k \geq 1\}\) to be the sequence of strictly increasing points

\[
0 < t_1 < t_2 < \ldots ,
\]

such that \(t_k \in \psi\) if and only if \(L_{tk} = \text{False}\). Let \(K(t)\) denote the number of points of the set \(\psi\) that falls in the interval \([0, t)\), i.e. \(K(t) = \max\{k : t_k \leq t\}\), with \(K(0) := 0\). If \(L_t\) is false, a broadcast signal is sent in the network and all nodes will perform an averaging iteration; while if \(L_t\) is true, then there is no signal in the network, and the nodes keep the same estimate as the previous iteration. Network variables are changed at time \(t > 0\) according to the equations given in following table:

<table>
<thead>
<tr>
<th>(L_t) is True</th>
<th>(L_t) is False</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K(t) = K(t - 1))</td>
<td>(K(t) = K(t - 1) + 1)</td>
</tr>
<tr>
<td>(x(t) = x(t - 1))</td>
<td>(x(t) = Wx(t - 1))</td>
</tr>
<tr>
<td>(e(t) = e(t - 1) + y(t - 1))</td>
<td>(e(t) = e(t - 1))</td>
</tr>
<tr>
<td>(\eta(t) = \eta(t - 1))</td>
<td>(\eta(t) = \eta(t - 1) + \eta_0 K(t)^{1/2})</td>
</tr>
</tbody>
</table>

When \(t \not\in \psi\), we call \(t\) a silent iteration because the nodes have the same estimate as the previous iteration (i.e. \(x_i(t) = x_i(t - 1)\)) and there is no need to exchange messages of these estimates in the network. On the other hand, when \(t \in \psi\), we call \(t\) as a busy iteration because nodes will perform an averaging (i.e. \(x(t) = Wx(t - 1)\)) and the estimates must be exchanged in the network. Let \(\alpha_k\) be the number of silent iterations between \(t_k\) and \(t_{k+1}\), so we have that \(\alpha_k = t_{k+1} - t_k - 1^2\).

After introducing this deterministic procedure, we show by the following lemma that the messages according to this algorithm disappear asymptotically:

**Proposition 1.** For any initial condition \(x(0)\), the message rate of the centralized deterministic algorithm described above disappears asymptotically, i.e.:

\[
\lim_{t \to \infty} \frac{\sum_{k=1}^{t} N(k)}{t} = 0,
\]

where \(N(k)\) is the number of nodes transmitting messages at iteration \(k\).

**Proof:** The number of nodes transmitting at an iteration \(t\) depends on the condition \(L_t\). If \(t \in \psi\), then \(N(t) = n\) (all nodes are transmitting messages), otherwise \(N(t) = 0\) (no nodes transmitting messages). Therefore,

\[
\sum_{k=1}^{t} N(k) = \sum_{k=1}^{K(t)} N(t_k) = nK(t),
\]

where \(K(t)\) as described earlier is the number of busy iterations until time \(t\). We will consider two cases depending on the evolution of \(K(t)\) as function of \(t\). The simpler case is when \(\lim_{t \to \infty} K(t) \leq K < \infty\) (the number of busy periods is bounded, e.g. nodes reach consensus in a finite number of iterations), then since \(K(t)\) is an increasing positive integer sequence, the proposition follows from the following inequality and \(t \to \infty\),

\[
0 \leq \frac{\sum_{k=1}^{t} N(k)}{t} \leq \frac{nK(t)}{t}.
\]

We consider now the other case, i.e. \(\lim_{t \to \infty} K(t) = \infty\). Notice that for any time iteration \(t\), we have

\[
\sum_{k=1}^{K(t)} (t_k - t_{k-1}) \leq t \leq \sum_{k=1}^{K(t) + 1} (t_k - t_{k-1}),
\]

or in other words

\[
\sum_{k=0}^{K(t) - 1} (\alpha_k + 1) \leq t \leq \sum_{k=0}^{K(t)} (\alpha_k + 1).
\]

So we have

\[
\frac{\sum_{k=1}^{t} N(k)}{t} = \frac{nK(t)}{t} \leq \frac{n(\alpha_k + 1)}{\alpha_k + 1}.
\]

We will prove now that the right hand side of the inequality goes to 0 as \(t\) diverges. Since \(\lim_{t \to \infty} K(t) = \infty\), it is sufficient to prove that \(\lim_{k \to \infty} (\alpha_k + 1)/K = \infty\). Let \(z(k) = Wx(t_k) - x(t_k)\), we can see that according to this algorithm,

\[
\alpha_k = \left\lceil \frac{\eta(t_k) - e(t_k)}{||z(k)||_\infty} \right\rceil \geq \frac{\eta(t_k - 1) + \eta_0 K_k^2 - e(t_k - 1)}{||z(k)||_\infty} - 1 \geq \frac{\eta_0 K_k^2 ||z(k)||_2}{2} - 1.
\]

The last inequality derives from the fact that for any iteration \(t\) we have \(\eta(t) \geq e(t)\), and that for any vector \(v\), the norm inequality \(||v||_2 \geq ||v||_\infty\) holds. Moreover, \(z(k)\) evolves according to the following equation:

\[
z(k) = (W - J)z(k - 1) = (W - J)^k z(0),
\]

where \(J = 1/nI1^T\), so

\[
||z(k)||_2 \leq C(\rho(W - J))^k,
\]

where \(C = ||z(0)||_2\) and \(\rho(W - J) = \lambda_2(W) \geq 0\) is the spectral radius of the matrix \(W - J\). We know that \(0 < \lambda_2 < 1\) and \(\lambda_2 < 1\) because \(\lim_{t \to \infty} K(t) = \infty\) and \(\lambda_2 < 1\) because \(W\)
satisfies the condition of a converging matrix (see [8])). Putting everything together, we get finally that:
\[
\alpha_k \geq \frac{\eta_0}{C k^2 \lambda_2^k} - 1,
\]
and
\[
\frac{\alpha_k + 1}{k} \geq \frac{\eta_0}{C k^3 \lambda_2^k},
\]
hence \((\alpha_k + 1)/k \to \infty \) as \( k \to \infty \). Consequently, the rate of messages sent in the network vanishes, namely
\[
\lim_{t \to \infty} \frac{\sum_{k=1}^{t} N(k)}{t} = 0.
\]

Three main factors in the above algorithm cause the algorithm to be centralized: the global scalar \( e(t) \), the global scalar \( \eta(t) \), and the broadcast signal. In the following sections, we will present a decentralized algorithm inspired from the centralized one, but all global scalars are changed to local ones, and the nodes are not able to send a broadcast signal to trigger an iteration.

**B. Decentralized Environment**

1) Modified Settings: The analysis of the system becomes more complicated when we deal with the decentralized scenario. Each node works independently. We keep the assumption of synchronous operation, but the decision to transmit or not is local, so a node can be silent, while its neighbor is not. In this scenario, even the convergence of the system might not be guaranteed and we see that within an iteration, some nodes will be transmitting and others will be silent. This can cause instability in the network because the average of the estimates at every iteration is now not conserved (this is an important property of the standard consensus protocols that can be easily checked), and the scalars \( \eta(k) \) and \( e(k) \) defined in the previous subsection are now vectors \( \eta(k) \) and \( e(k) \) where \( \eta_i(k) \) and \( e_i(k) \) are the values corresponding to a node \( i \) and are local to every node. To conserve the average in the decentralized setting, \( e(k) \) must take part in the state equation as we will show in what follows.

2) System Equation: In our approach, we consider a more general framework for average consensus where we study the convergence of the following equation:
\[
x(k + 1) + e(k + 1) = Wx(k) + e(k).
\]
(11)
Some work has studied the following equation as a perturbed average consensus and considered \( e(k) \) to be zero mean noise with vanishing variance (see [13], [14]). However, in our model, we consider \( e \) as a deterministic part of the state of the system and not a random variable. We consider sufficient conditions for the system to converge, and we use these conditions to design an algorithm that can reduce the number of messages sent in the network.

In the standard consensus algorithms, the state of the system is defined by the state vector \( x \), but in the modified system, the state equation is defined by the couple \( \{x,e\} \). In the following we present a key theorem for the convergence in a decentralized setting.

**Theorem 2.** Consider a system governed by the equation (11), let \( F(k) = F(x(k),x(k-1)) \) be a matrix that depends on the iteration \( k \) and two history state vectors \( x(k) \) and \( x(k-1) \). Suppose that \( e(k + 1) = e(k) - F(k)x(k) \) and assume the following conditions on the matrices \( A(k) = W + F(k) \) and \( F(k) \):

(a) \( a_{ij}(k) \geq 0 \) for all \( i, j, \) and \( k \), and \( \sum_{j=1}^{n} a_{ij}(k) = 1 \) for all \( i, j, \) and \( k \).

(b) Lower bound on positive coefficients: there exists some \( \alpha > 0 \) such that if \( a_{ij}(k) > 0 \), then \( a_{ij}(k) \geq \alpha \), for all \( i, j, \) and \( k \).

(c) Positive diagonal coefficients: \( a_{ii}(k) \geq \alpha \), for all \( i, k \).

(d) Cut-balance: for any \( i \) with \( a_{ij}(k) > 0 \), we have \( j \) with \( a_{ji}(k) > 0 \).

(e) Lim \( k \to \infty \) \( x(k) = a \) \( \Rightarrow \) Lim \( k \to \infty \) \( F(k)x(k),x(k-1) = 0 \).

Then \( \lim_{k \to \infty} x(k) = x'_{ave} \) 1 where \( x'_{ave} \in \{ \min_{j} x_{j}(0), \max_{j} x_{j}(0) \} \) if furthermore \( e(0) = 0 \) and \( e_i(k) < \eta \) for all \( i, k \), then \( |x_{ave} - x_{ave}'| < \eta \).

**Proof:** Let us first prove that \( x(k) \) converges. By substituting the equation of \( e(k + 1) \) in (11), we obtain:
\[
x(k + 1) = A(k)x(k),
\]
(12)
where \( A(k) = W + F(k) \). From the conditions (a),(b),(c), and (d) on \( A(k) \), we have from [15] that \( x \) converges, i.e, \( \lim_{k \to \infty} x(k) = x^* \). Since the system is converging, then from equation (11), we can see that:
\[
x^* = Wx^* + \lim_{k \to \infty} (e(k) - e(k + 1)) = Wx^* + \lim_{k \to \infty} F(k)x(k) = Wx^*.
\]
Therefore, \( x^* \) is an eigenvector corresponding to the highest eigenvalue \( \lambda_1 = 1 \) of \( W \). So we can conclude that \( x^* = x'_{ave} \) where \( x'_{ave} \) is a scalar (Perron-Frobenius theorem).

The condition \( 1W = 1^T \) on the matrix \( W \) in equation (2) leads to the preservation of the average in the network, \( 1^T x(k) = n_ave \forall k \). This condition is not necessary satisfied by \( A(k) \), so let us prove now that the system preserves the average \( x_{ave} \):
\[
1^T (x(k + 1) + e(k + 1)) = 1^T (Wx(k) + e(k)) = 1^T (x(k) + e(k)).
\]
(13)
The last equality comes from the fact that \( W \) is sum preserving since \( 1W = 1^T \).

Finally by a simple recursion we have that \( 1^T (x(k) + e(k)) = 1^T x(0) = n_ave \), and the average is conserved. Moreover, since \( |e_i(k)| \leq \eta \) for all \( i \) and \( k \) we have:
\[
|(1/n)1^T x(k) - x_{ave}| \leq \eta \forall k.
\]
(15)
But we just proved that \( \lim_{k \to \infty} x(k) = x'_{ave} \), so this consensus is within \( \eta \) from the desired \( x_{ave} \):

\[
|x'_{ave} - x_{ave}| \leq \eta.
\] (16)

This ends the proof.

In the decentralized environment, we gave the conditions for the system to converge. In the following section we will design an algorithm that satisfies these conditions and needs only local communications.

C. Message Reducing Algorithm

We try to solve the termination problem through a fully decentralized approach. We consider large-scale networks where nodes have limited resources (in terms of power, processing, and memory), do not use any global estimate (e.g. diameter of the network or number of nodes), keep only one iteration history, and can only communicate with their neighbors. Our goal is to reduce the number of messages sent while guaranteeing that the protocol converges within a given margin from the actual average.

The main idea is that a node, say \( i \) for example, will compare its new calculated value with the old one. According to the change in the estimate, \( i \) will decide either to broadcast its new value or not to do so. We divide an iteration into two parts, in the first part of the iteration, only nodes with significant change in their estimates are allowed to send messages. However, in the second part of the iteration, only nodes polled by their neighbors from phase 1 are allowed to send an update.

Before starting the linear iterative equation, nodes will select weights as in the standard consensus algorithm. The weight matrix considered here must be doubly stochastic with \( 0 < \alpha < w_{ii} < 1 - \alpha < 1 \) for some constant \( \alpha \). Each node \( i \) in the network keeps two state values at iteration \( k \):

- \( x_i(k) \): the estimate of node \( i \) used in the iterative equations by the other nodes.
- \( e_i(k) \): a real value that monitors the shift from the average due to the iterations where node \( i \) did not send a message to its neighbors. It is initially set to zero, \( e_i(0) = 0 \).

Each node also keeps its own boundary threshold \( \eta_i(k) \) where \( \eta_i(1) = \frac{\alpha}{2} = constant \ \forall i \). Note that this eta is increased after every transmission as in the centralized case, but the difference here is that it is local to every node.

Each iteration is divided into two phases:

In the first phase, a node \( i \) can be in one of the two following states:

- **Transmit**: The set of nodes corresponding to this state is \( T_k \), where the subindex \( k \) corresponds to the fact that the set can change with every iteration \( k \). The nodes in \( T_k \) send their new calculated estimate to their neighbors. They also poll the nodes having maximum and minimum estimates in their neighborhood to transmit in phase 2.
- **Wait**: The set of nodes corresponding to this state is \( W_k \). The node’s decision will be taken in the second phase of the iteration based on the action of nodes in the **Transmit** state (depending if they were polled by any of their neighbors).

In the second part of the iteration, nodes that are in \( W_k \) will be classified as follows:

- **Silent**: The set of nodes corresponding to this state is \( S_k \). These are the nodes that will remain silent with no message sent from their part in the network. The nodes in \( S_k \) have that none of their neighbors sending them any poll message.
- **Cut-Balance**: The set of nodes corresponding to this state is \( B_k \). They are called **Cut-Balance** because they ensure the cut-balance condition (d) of Theorem 2. They are the nodes in \( W_k \) that have been polled by at least one neighbor in \( T_k \).

The two phases of the termination protocol implemented at each node are described by pseudocode in Algorithm 1 and 2. Nodes in the \( T_k \) set (the set of nodes that are in a **Transmit** state) will broadcast their estimate to their neighbors at the end of the first phase, while nodes in \( W_k \) set (or **Wait** state) will postpone their decision to send or not till the next phase. Nodes that do not receive a message from their neighbors at a certain iteration, uses the last seen estimate from the specified neighbors (note: absence of messages from a neighbor during an iteration does not mean the failure of link, it means that the neighbor is broadcasting the same old estimate as before, so we may differentiate the link failure by a “keep alive”
Algorithm 2 Termination Algorithm - Phase 2

1: \{x_i(k), e_i(k)\} are the state values of node i at iteration k.
2: for all nodes i having Wait state do
3: \(y_i(k+1) = w_{ii}x_i(k) + \sum_{j \in N_i} w_{ij}x_j(k)\)
4: if i received a poll message from any neighbor then
5: \(z_i(k+1) = (w_{ii} + \sum_{j \in N_i \cap W_k} w_{ij})x_i(k) + \sum_{j \in N_i \cap T_k} w_{ij}x_j(k)\)
6: \(x_i(k+1) = z_i(k+1)\)
7: \(e_i(k+1) = y_i(k+1) - z_i(k+1) + e_i(k)\)
8: i changes to a Cut-Balance state. \(\forall i \in B_k\)
9: else
10: \(x_i(k+1) = x_i(k)\)
11: \(e_i(k+1) = y_i(k+1) - x_i(k) + e_i(k)\)
12: i changes to a Silent state. \(\forall i \in S_k\)
13: end if
14: end for
15: \(k + 1 \leftarrow k\)

message sent frequently to maintain connectivity and set of neighbors. The input for the algorithm are the estimates of the neighbor of i, the weights selected for these neighbors, and the state values \(\{x_i(k), e_i(k)\}\). The output of the first phase is the new state values \(\{x_i(k+1), e_i(k+1)\}\) for nodes in \(T_k\) and the output of the second phase is the new state values \(\{x_i(k+1), e_i(k+1)\}\) for nodes in \(W_k\). Let us go through the lines of the algorithm. In phase 1, \(y_i(k+1)\) of line 2 is the weighted average of the estimates received by node i; without the termination protocol this value would be sent to all its neighbors. The protocol evaluates how much \(y_i(k+1)\) differs from the state value \(x_i(k)\). This difference accumulates in \(d_i\) in line 3. If this shift is less than a given threshold \(\eta_i\), the node will wait for next phase to take decision. If the condition in line 4 is not satisfied, that means the node will send a new value to its neighbors. Lines 7–8 concerns the extending of the boundary threshold \(\eta_i\) after every transmission. Note that by this extension method, we have \(\eta_i(k) < \eta \forall i, k\) since

\[
\lim_{k \to \infty} \eta_i(k) = \eta_i(1) \left(\sum_{i=1}^{\infty} 1/k^2\right) < \eta_i(1) \times 2 = \eta.
\]

We introduce in line 9 a new scalar \(e_i\) used for deciding which portion of \(e_i(k)\) the node will send in the network. In lines 11–12 and 14–15, the algorithm satisfies the equation (11). Then the new state value \(x_i(k+1)\) is sent to the neighbors and \(e_i(k+1)\) is updated accordingly. In Phase 2 of the algorithm (Algorithm 2), nodes initially in the wait state will decide either to send a cut-balance massage or to remain silent, the cut balance messages are sent when a node receives a poll message from any of its neighbors.

D. Convergence study

The convergence of the previous algorithm is mainly due to the fact that the proposed algorithm satisfies the conditions of convergence given in V-B2. In fact, the algorithm is designed to satisfy all these conditions that guarantee convergence. Starting with the state equation, we can notice from the Algorithm 1 given that whatever the condition the nodes face, it is always true that the sum of the new generated state values \(\{x_i(k+1), e_i(k+1)\}\) is as follows:

\[
x_i(k+1) + e_i(k+1) = y_i(k+1) + e_i(k),
\]

where \(y_i(k+1) = w_{ii}x_i(k) + \sum_{j \in N_i} w_{ij}x_j(k)\). As a result the system equation is the one studied in section V-B2 (equation (11)). It can also be checked that according to the algorithm given in pseudo code, we have \(e(k+1) = e(k) - F(k)x(k)\) for some matrix \(F(k)\) such that \(F(k)1 = 0\) (see [16] for more details).

Now we can study the conditions mentioned in the Theorem 2 on the matrix \(A(k) = W + F(k)\).

Lemma 1. A(k) is a stochastic matrix that satisfies conditions (a),(b),(c) of Theorem 2.

Proof: First, we can see that \(A(k)1 = 1\) since \(W1 = 1\) and \(F(k)1 = 0\). It remains to prove that all entries in the matrix \(A(k)\) are non negative, due to space limits the proof is in our technical report [16].

Definition 1. Two matrices, A and B, are said to be equivalent with respect to a vector v if and only if \(Av = Bv\).

Notice that \(A(k)\) satisfies conditions (a),(b),(c) of Theorem 2, but possibly not the cut balance condition (d) because for a node \(i \in T_k\) that transmits, \(a_{ij}(k) > 0 \forall j \in N_i\), but it can be that \(\exists j \in N_i\) such that \(a_{ji} = 0\) if \(j\) was silent at that iteration \((j \in S_k)\). However, the next lemma shows that there is a matrix \(B(k)\) equivalent to \(A(k)\) with respect to \(x(k)\) that satisfies all the conditions.

Lemma 2. For all k, there exists a matrix \(B(k)\) equivalent to \(A(k)\) with respect to \(x(k)\) such that \(B(k)\) satisfies the conditions (a),(b),(c), and (d) of Theorem 2.

Proof: Due to space limits, the proof is presented in the technical report [16].

Lemma 3. The message reduction algorithm (Phases 1, 2) satisfies condition (e) of Theorem 2.

Proof: We will prove it by contradiction. Suppose \(\lim_{k \to \infty} x(k) = x^*\), but \(\lim_{k \to \infty} F(k)x(k) \neq 0\), then there exists a node \(i\) such that \(\lim_{k \to \infty} x_i(k) = x_i^*\) and \(\lim_{k \to \infty} y_i(k+1) = w_{ii}x_i^* + \sum_{j \in N_i} w_{ij}x_j^* = y_i^*\), but \(y_i^* - x_i^* = \delta^* \neq 0\). From Algorithm 1, we can see that the node will enter a transmit state infinitely often (because \(d_i\) increases linearly with \(\delta^*\) and it will reach the threshold \(\eta_i\)). Then, the node i will update its estimate according to the equation

\[
x_i(k+1) = y_i(k+1) + \frac{\alpha}{1 - w_{ii}}(y_i(k+1) - x_i(k)).
\]

Letting \(k \to \infty\) yields

\[
(1 + \frac{\alpha}{1 - w_{ii}})\delta^* = 0.
\]
Thus, \( \delta^* = 0 \) which is a contradiction, and the algorithm satisfies condition (e) of Theorem 2.

The algorithm also provides that \( |e_i(k)| \leq \eta_i(k) \forall k, i \) and \( \eta_i(k) < \eta \forall i, k \), as in the first phase this condition is satisfied by construction, and for the second phase of the iteration, nodes from Phase 1 can check for worst case analysis and they only enter into Wait state if they are sure that the condition can be satisfied in the next phase iteration.

Now we are ready to state the main Theorem in this section:

**Theorem 3.** The nodes applying the message reducing algorithm given in pseudocode by Algorithm 1 and 2, have estimates converging to a consensus within a margin \( \eta \) from \( x_{ave} \), i.e. \( \lim_{k \to \infty} x(k) = \hat{x}_{ave} \) and \( |\hat{x}_{ave} - x_{ave}| \leq \eta \).

**Proof:** The theorem is due to the fact that the Lemmas given in this subsection show that the algorithm satisfies all the convergence conditions of Theorem 2.

As a result, the convergence of nodes’ estimates of the distributed algorithm for message reduction is guaranteed. We study in the next section the performance of this algorithm on random networks, we also address the case of faulty unreliable links, and we show the stability of the algorithm in the presence of nodes changing their estimate possibly due to faulty estimates or due to a changing environment.

### E. Simulations

The termination algorithm (the message reduction algorithm) is simulated on two types of random graphs, the Random Geometric Graphs (RGG) and the Erdos Renyi (ER) graphs. To measure the distance from the average, we considered the normalized error metric defined as,

\[
\text{normalized error}(k) = \frac{\|x(k) - \bar{x}\|_2}{\|x(0) - \bar{x}\|_2},
\]

where \( \bar{x} = x_{ave} \cdot 1 \). Note that when \( \log(\text{normalized error}) = -3 \) for example, that means the error became 0.1% of the initial one. Initially, each node has a uniformly random value between 0 and 10. On the RGG with 500 nodes and connectivity radius 0.093, Fig. 3 gives a comparison between standard average consensus algorithms and the termination algorithm proposed in this paper. The figure shows the effect of varying the precision \( \eta \) in the termination algorithm on the number of messages (active nodes per iteration). In the study of the convergence of the algorithm, we showed that the algorithm converges to at most \( \eta \) from the true average. As the figure shows, with termination algorithm the error converges to a value \( \hat{x}_{ave} \) different from the real average \( x_{ave} \), smaller \( \eta \) gives closer estimate to \( x_{ave} \) but more messages are sent. In fact, the termination algorithm passes through three phases: the first phase is the initial start where nodes usually have large differences in their estimates and they tend to send many messages while decreasing the error (same start as standard algorithm), the second phase is the most efficient phase where nodes saves messages while continuing to decrease the error. The final phase is the stabilizing phase where nodes converge to a value close to the true average. The start and duration of each phase depends on the value of \( \eta \). Similar results were given on ER graphs but are omitted due to lack of space.

![Fig. 3. The effect of \( \eta \) in the message reduction algorithm on RGG networks. In standard algorithms nodes’ estimates converge to the real average, so the error decreases linearly, but nodes are not aware of how close they are to consensus, so they are all always active sending messages. With termination algorithm, nodes converge to a value at most \( \eta \) away from the real average, different values of \( \eta \) give different precision error. The algorithm gives a trade-off between precision and number of messages (The standard algorithm is just a special case of termination algorithm for \( \eta = 0 \).)](image_url)

Links in networks (specially wireless networks) can be unreliable. The algorithm being totally decentralized, and uses only one history estimate can be applied for the dynamic scenario. The weight matrix is then dynamic and at every iteration \( k \) a different \( W(k) \) is considered and constructed locally as following. Before starting the algorithm we let \( W(0) \) be generated locally satisfying convergence conditions as throughout the paper. At iteration \( k \), a weight on a link can take two values, the original weight \( w_{ij}(k) = w_{ij}(0) \) if link \( l \sim \{i,j\} \) is active or \( w_{ij}(k) = 0 \) if the link failed. When there are failures of links, some weight is added to the self-weight of nodes to preserve the double stochastic property of the matrix \( W(k) \). In Fig. 4, we consider the RGG of 100 nodes and connectivity radius 0.19 with unreliable links. \( \eta = 0.01 \) is fixed for both graphs (the graph with the high link failure probability graph and the low link failure probability one). With high link failure probability, the network sends less messages because there are less links in the network, but the speed to consensus is slower than that of the low failure probability. Note that non of the synchronous termination algorithms given in the related work consider a dynamic
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![Fig. 4. Termination algorithm on a dynamic RGG with different link failure probabilities.](image)

![Fig. 5. Normalized error and number of nodes transmitting on the ER graphs with 1000 nodes, where every 1000 iterations random 10% of the nodes change their estimates. The figure shows the self-adaptive feature of the algorithm: when the algorithm has already converged to a stable state and is communicating little, and an exogenous event pushes the value in a node away from the current average, the algorithm detects the change and ramps up its communication intensity.](image)

topology,

In some scenarios, we are interested in a rapid detection of a sudden change in the true average due to the environment change. In the real life, if sensor nodes are measuring the temperature of a building, and the temperature changed largely (probably due to a fire in a certain room in the building), fast detection of this change can be very useful. In Fig. 5, we assumed that at certain iterations some nodes for a certain reason change their estimates to a completely different one. We considered an Erdos Renyi graph with 1000 nodes and average degree 10, as an initial state, nodes estimate takes a value in the interval $[0, 10]$ uniformly at random. Every 1000 iterations, on average, 10% of the nodes restart there estimate by a new one in the interval $[10, 20]$ chosen uniformly at random. The figure shows the self-adaptive feature of the algorithm: when the algorithm has already converged to a stable state and is communicating little, and an exogenous event pushes the value in a node away from the current average, the algorithm detects the change and ramps up its communication intensity and stabilizes again. So the algorithm is able to cope with the sudden change and the system automatically adapts its behavior. With every change in the estimates, the network give a burst of messages to stabilize the network to the new average.

VI. CONCLUSION

In this paper, we give an algorithm to reduce the messages sent in average consensus. The algorithm is totally decentralized and does not depend on any global variable, it only uses the weights selected to neighbors and one iteration history of the estimates to decide to send a message or not. We proved that this algorithm is converging to a consensus at most $\eta$ from the true average. The algorithm can be applied on dynamic graphs and is also robust and adaptive to errors caused by a node suddenly changing its estimate.
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