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Abstract

We study Hamilton Jacobi Bellman equations in an infinite dimensional Hilbert space,
with Lipschitz coefficients, where the Hamiltonian has superquadratic growth with respect
to the derivative of the value function, and the final condition is not bounded. This allows
to study stochastic optimal control problems for suitable controlled state equations with
unbounded control processes. The results are applied to a controlled wave equation.

1 Introduction

In this paper we study semilinear Kolmogorov equations in an infinite dimensional Hilbert space
H of the following form:

%(t,x):—Ev(t,x)+1/1(t,x,v(t,x),Vv(t,m)B), te[0,T], x € H, (11)
o(T,x) = ¢ (x). ’

L is the generator of the transition semigroup P; related to the following perturbed Ornstein-
Uhlenbeck process in H

{ dX0" = AXE dr + BG(XE")dr + BdW,, 1€ [t,T], (1.2)

t,x
X7 =z,

where W is a cylindrical Wiener process with values in another real and separable Hilbert space

—
—
—

So, at least formally,
1 *
(L) (@) = S(TrBB"V? [)(x) + (A2, V[ () + (BG(2), V[ (2)).
The aim of this paper is to consider the case where v has superquadratic growth with respect to

Vu(t,z)B, and both ¢ and ¢ are not bounded with respect to x. We consider the case of 1 and
¢ differentiable, as well as the case of 1) and ¢ only Lipschitz continuous: in this less regular case,



in order to solve the Kolmogorov equation 1.1 we have to assume some regularizing property
on the transition semigroup P ,, namely for every bounded and continuous real function f on
H, for every 0 <t < 7 <T, the function P, [f] is differentiable with respect to = in directions
in Im(B) (see also section 2 for a detailed definition of the directional derivative V), and,

Vee H &£ €5
c
VP [f](2) B < ——7 [[fll [€]- (1.3)
(r—1)
We apply the results on equation (1.1) to a stochastic optimal control problem. Let us consider
the controlled equation

{ dX" = [AXY + BG(XY) + BR(u,)] dr + BdW,, 1€ [t,T] (1.4)

X =z

where u is the control, taking values in a closed set K of a normed space U. Beside equation
(1.4) we define the cost

T
J(tx,u) = E / 19 (5, X¥) + glus)]ds + E (X2),

for real functions ¢, g and g. The control problem is to minimize this functional J over all
admissible controls u. We notice that we can treat a control problem with unbounded controls,
and we require weak coercivity on the cost J. Indeed, we assume that, for 1 < ¢ < 2, we have

0 <g(u) <c(l+ |u])? and g(u) > Clul? for every u € K such that |u| > R,
so that the Hamiltonian function
V(b @,2) = g(t,2) + h(z) = g(t,2) + inf {g(u) + 2R(u)}

has quadratic or superquadratic growth, with respect to z, of order p > 2, the conjugate exponent
of g, if ¢ < 2.

Second order differential equations on Hilbert spaces have been extensively studied (see

e.g. the monograph [5]) and one of the main motivations for this study in the non linear case
is the connection with control theory: in many cases the value function of a finite horizon
stochastic optimal control problem is solution to such a partial differential equation. To study
mild solutions of semilinear Kolmogorov equations (1.1) with ¢ Lipschitz continuous there are
two main approaches in the literature: an analytic approach and a purely probabilistic approach.
In the first direction we mention the paper [9], where the main assumption is the strong Feller
property for the transition semigroup F;.
The purely probabilistic approach is based on backward stochastic differential equations (BSDEs
in the following). No regularizing assumption on the transition semigroup is imposed, on the
contrary 1 and ¢ are assumed differentiable and ) is assumed to be Lipschitz continuous with
respect to y and z. In this direction we refer to the paper [8], which is the infinite dimensional
extension of results in [20].

As far as we know, locally Lipschitz semilinear Kolmogorov equations with locally Lipschitz
Hamiltonian functions have been first treated in [10]: 1 is assumed to be locally Lipschitz
continuous with respect to z, and ¢ is taken Lipschitz continuous; both v and ¢ are assumed to
be bounded with respect to x. The results in [10] are achieved by means of a detailed study on
weakly continuous semigroups, and making the assumption that the transition semigroup P; is
strong Feller.



In [3] infinite dimensional Hamilton Jacobi Bellman equations with Hamiltonian quadratic with
respect to z are solved in mild sense by means of BSDEs: the generator L is related to a more
general Markov process X than the one considered here in (1.2), and no regularizing assumptions
on the coefficient are made, but only the case of final condition ¢ Géateaux differentiable and
bounded is treated.
In [17] infinite dimensional Hamilton Jacobi Bellman equations with superquadratic Hamiltonian
functions are considered, with bounded final condition, also in the case of Lipschitz continuous
coeflicients, by requiring on the transition semigroup the regularizing property we also mention
in (1.3). Moreover in some special cases the quadratic case is taken into account, with final
condition only bounded and continuous.
In the present paper we improve the results both of [10] and of [3]: we are able to treat su-
perquadratic Hamiltonian functions with an unbounded final condition, without requiring any
regularizing properties on the transition semigroup if the coefficients are Gateaux differentiable.
We are also able to take into account the case of Lipschitz continuous coefficients by requiring on
P, the regularizing property already mentioned in (1.3), which is weaker than the strong Feller
property assumed in [10], and which is the same regularizing property considered in [17].
Coming into the details of the techniques, in order to prove existence and uniqueness of a
mild solution v of equation (1.1), we use the fact that v can be represented in terms of the
solution of a suitable decoupled forward-backward system (FBSDE in the following):

dXbH" = AXY dr + BG(r, Xb%)dr + BdW,, 7€ [t,T),
X7t_733 — 1" T € [07 t] 5

dY7" = —p(r, X2*, Y12, Z20%) dr + Zp% dW,, 7 €[0T,
7" = ¢(X7").

(1.5)

It is well known, see again [20] for the finite dimensional case and [8] for the generalization to
the infinite dimensional case, that v(t,z) = Y;t’x when v is Lipschitz continuous and all the data
are differentiable. In [3] it is shown that this identification holds true also when ) is quadratic
and all the data differentiable, and in [17] it is further extended, in the case of final datum
bounded, to v superquadratic and data not necessarily differentiable. In this paper we go on
extending this identification also in the case of final datum ¢ and Hamiltonian 1 unbounded
with polynomial growth with respect to x.

By the identification v(t, x) = Ytt’x, we achieve estimates on v by studying the FBSDE (1.5): we
start from the results in [23], and we extend them to the case when the process X»* solution of
the forward equation in the FBSDE (1.5) takes values in an infinite dimensional Hilbert space
H. The fundamental estimate we get is

1287 < O+ |XE7T), ¥r e [0,T),

where r + 1 is the growth of 1 with respect to z. From this estimate we deduce, in the case of
differentiable coefficients,

\VBu(t,z)| < C(1 +|z"), Vo€ H, tel0,T].

This is the fundamental tool to solve the HJB equation (1.1) with differentiable coefficients.

To face the case of Lipschitz continuous coefficients, and prove existence and uniqueness of a
mild solution of equation (1.1), assumption (1.3) on the transition semigroup P;, is needed.
This condition is satisfied, among many other cases (see [14]), by a stochastic wave equation on



the interval [0, 1]
Zoyr (&) = £oyr () + £ (,9:-(9) + Wr (),
Yr (0) =Yr (1) =0,
b (€)= 0 () (0
G () =21 (£)©

Equation (1.6) can be reformulated in H = L?([0,1]) @ H~! ([0, 1]) as a perturbed Ornstein-
Uhlenbeck process like (1.2).

The paper is organized as follows: in section 2 we state notations and we recall some pre-
liminary results on the perturbed Ornstein-Uhlenbeck process, in section 3 we prove some fun-
damental estimates on the solution of the FBSDE, in section 4 we study differentiability of the
Markovian BSDE (1.5) when all the coefficients are differentiable. Thanks to these results we
are able to solve Kolmogorov equation (1.1) with differentiable coefficients, see section 5. In
section 6 we turn to only locally Lipschitz continuous coefficients. Finally in section 7 we apply
the results to a finite horizon optimal control problem, and in 7.2 we present the special case of
a controlled wave equation.

2 Notations and preliminary results

2.1 Notations

In this paper we denote by H and Z some real and separable Hilbert spaces, and by (W:):>0 a
cylindrical Wiener process in =, defined on a complete probability space (€2, F,P). For t > 0,
let F; denote the o-algebra generated by (Wy, s < t) and augmented with the P-null sets of F.
The notation E; stands for the conditional expectation given F;.

Given a real and separable Hilbert space K, (eventually K = R™), we denote further

e SP(K), or 8P where no confusion is possible, the space of all adapted and cadlag processes
(Y)ie[o,r) with values in K, normed by [|Y|[sr = E[sup;c(o 7 [Y;[P]1/P; §%°(K), or S® where
no confusion is possible, the space of all bounded predictable processes.

e MP(K), or MP where no confusion is possible, the space of all predictable processes
(Zt)tepo,r) with values in K, normed by || Z||pme = E[(fOT | Z,|2dt)P/?) VP,

We recall that a function f : X — V where X and V are two Banach spaces, has a directional
derivative at point x € X in the direction h € X when

V f(23 h) = lim L85 = I(@)

s—0 S

exists. f is said to be Gateaux differentiable at point x if V f(z; h) exists for every h and there
exists an element of L(X, V), denoted as V f(x) and called the Gateaux derivative, such that
Vf(x;h) = Vf(x)h for every h € X. Let us introduce some notations.

e f: X — V belongs to the class G'(X; V) if it is continuous, Gateaux differentiable on X,
and Vf : X — L(X,V) is strongly continuous.

e f: XxY — V belongs to the class G10(X x Y; V) if it is continuous, Gateaux differentiable
with respect to its first variable x € X, and V, f : X xY — L(X, V) is strongly continuous.

When f depends on additional arguments, the previous definitions have obvious generalizations.



We briefly introduce the notion of B-differentiability, for further details see e.g. [14]. We
recall that for a continuous function f : H — R the B-directional derivative VZ at a point
x € H in direction £ € H is defined as follows:

va(.’IJ,g):11_>H6f(m+SBS§)_f(m), s eR.

A continuous function f is B-Gateaux differentiable at a point z € H if f admits the B-
directional derivative VB f (2;€) in every directions & € = and there exists a functional, the
B—gradient VB f (x) € Z* such that VB f (x;¢) = VBf (z) €.

Finally, C' will denote, as usual, a constant that may change its value from line to line.

2.2 The forward equation

We consider a perturbed Ornstein-Uhlenbeck process in H, that is a Markov process X (also
denoted X" to stress the dependence on the initial conditions) solution to equation

{ dX, = AX dr + F(r, X, )dr + BdW,, 7€t T], (2.1)

X, =z, T1€][0,¢],

where A is the generator of a strongly continuous semigroup in H, B is a linear bounded
operator from = to H and F is a map from [0,7] x H with values in H. We define the positive
and symmetric operator
g
Q, = / eSABB*e*A ds.
0
Throughout the paper we assume the following.

Hypothesis 2.1 1. The linear operator A is the generator of a strongly continuous semi-
group (etA,t > 0) in the Hilbert space H. It is well known that there exist N > 0 and
w € R such that HetAHL(H ) < Ne*t, for all t > 0. In the following, we always consider
N >1 and w > 0. 7

2. F:00,T] x H— H is continuous and V7 € [0,T], F(r,.) is Lipschitz continuous and
belongs to G*(H,H): Y7 € [0,T) and Yz, € H

‘F(T,O)‘ ch ‘F(T,l’)—F(T,x/)’ SKF‘.YJ-%’I‘
As a consequence, |V, F(7,x)| < Kp, V7 € [0,T], Vo € H.

3. B is a bounded linear operator from Z to H and Q. is of trace class for every o > 0.

We notice that the differentiability assumption on F' will be used to prove differentiability of
the process X with respect to the initial datum z, and it is not necessary to prove existence of
a solution to equation 2.1, which is a standard result collected in the following proposition.

Proposition 2.2 Under Hypothesis 2.1, the forward equation in (2.1) admits a unique contin-
uous mild solution. Moreover

E | sup {Xﬁ’x{p

T7€[0,T]

< Cp (1+ =),

for every p € (0,00), and some constant Cp, > 0.



If F =0, X% is an Ornstein-Uhlenbeck process and it is clearly time-homogeneous, and for
0 <t <7 <T we denote by P._; = P, ; its transition semigroup, where for every bounded and
continuous function ¢ : H — R

Pyr[¢](x) = E(X77).

It is well known that the Ornstein-Uhlenbeck semigroup can be represented as

P, (8] (z) = /H 6N (742,Q0) (dy), >0,

where N/ (e"Ax, QU) (dy) denotes a Gaussian measure with mean e

Qo-

x, and covariance operator

3 Some estimates on (super)quadratic BSDEs in infinite dimen-
sional Markovian framework

In this section we consider the following BSDE

{dﬁ@:—wﬁXﬁJﬁﬂzﬁﬁh+ZﬁdW5 T €[0,77,

VAT = (X4, )

where X% is a perturbed Ornstein-Uhlenbeck process solution of equation (2.1). We call it
also BSDE in Markovian framework and we note that in this paper X is an infinite dimensional
Markov process. Under suitable assumptions on the coefficients ¢ : [0,7] x H x R x E* — R
and ¢ : H — R we will look for a solution consisting of a pair of predictable processes, taking
values in R x =, such that Y has continuous paths and

1Y, 2) lls2xpmz < 00

We make the following assumptions on the generator ¢ and on the final datum ¢ in the
backward equation (3.1).

Hypothesis 3.1 The maps ¢ : H — R, ¢ : [0,T] x H x R x E* — R are continuous and there
exist constants [ > 1, 0 <r < %, a>0,8>0,y>0 and Ky, > 0 such that

1. for all (t,x,y,y',2) € [0,T] x Hx R xR x E*,
[W(t, 2,y 2) — ot 2,y 2)| < Ky, ly =y
2. for all (t,x,y,2,2") € [0,T] x Hx R x Z* x E*
it 2y, 2) —(t 2,2 < (C+ Flal + 21 ) 12— 2
3. for all (t,x,2',y,2z) € [0,T] x Hx HXxR x Z*

[W(t,z,y,2) — Pt 2y, )] < <C+

9(@) = ()| < (€ + Flal" + Fla'l") o — ']

2



Notice that in previous assumptions the quadratic case corresponds to [ = 1 and the su-
perquadratic case to [ > 1. Before proving an existence and uniqueness result for the BSDE
(3.1), we prove the following lemma.

Lemma 3.2 Assume that Hypothesis 2.1 holds true. Moreover, we assume on the final datum
and on the generator of the BSDE (3.1) that:

e ¢: H — H is a Lipschitz continuous function with Lipschitz constant given by Kg;

e Y:[0,T] x HxR xE* is a continuous function and there exist constants Ky, , Ky, , Ky,
such that V1 € [0,T], z,2" € H,y,y € R, z,2' € =*

90, 2,3,2) — 92,4, 9] < Koo — ')
W}(Tvxayaz) - ’l/}(T,x,yl7Z)‘ < Kwy’y - y/‘a
W}(Taxayaz) - 1/1(7'73572/72/)’ < Kiﬂz(l + 90(’2‘) + (p(’Z/’))‘Z - Z,’;

where ¢ : Rt — RY is a non decreasing function. Then the BSDE (3.1) admits a unique solution
(Y,Z) € 82 x M? such that
1277 < C,

where C' is a constant depending on A, F, B, Ky, Ky,, Ky, and T'.

Proof. We use a classical truncation argument: we set ¥pr = ¥(-,-, -, par(+)), where pps is a
smooth modification of the projection on the centered ball of radius M such that |pp/| < M,
IVor| < 1 and pp(z) = x when |z] < M — 1. In particular ¢y, is also Lipschitz continuous
with respect to z. Now assuming first that ¢ and v are differentiable with respect to x, y and
z, it turns out that ¢, is also differentiable with respect to x, y and z. So we can differentiate
the BSDE

dY MO = —apyy (7, X0F Y00 200y de 4 ZM8Taw,, 7 e (0,77,
YT = p(X7"),

with respect to the initial condition x in the forward equation (2.1). We get

AV YT = 7 appy (1, X2 yMbe zMbeyg x4e gr

—Vyu (r, XL Y Mbe zMbeyg y b gr

—V.aby (1, Xb2 yMbe gMieyg zMie gr g, zMbe gy, 7€ [0,T),
V.Y = Vo(XEP)VXET.

Since V¢ (T, Xﬁ’gﬁ, YTM’t’x, Zf-‘/[’t’x) is bounded, we can apply Girsanov’s theorem: there exists
a probability measure QM equivalent to the original one P, such that

t
W, =W, —/ Vb (s, Xg, YT ZM02)qg
0
is a Wiener process under QM. We obtain

Mtz _ Q]M TV Y u,Xt’z,Y;M’t’I,ZJLW’t’I du tx ta
vy Mtz —gQY | efr Vutn (u, X", w g (X BTV X

T
s t,x M,t,x M,t,x
_|_/ efT Vo (u, X", Yo LT )du vmwM(S’X?x,ystt,x’ZSJ\/Ivt,x)VX;,de ,
-



Mt
YT77‘T

from which we deduce a bound, uniform with respect to x, t and 7, for V , and consequently

for VYT B.
|VvyMiep| < ¢, (3.2)
with C a constant which does not depend on z, t and 7. By the Markov property (see e.g. part

5 in [8]), we have

Mtz _ M7 X5" _ oMy
ZT - ZT o= ZT ’y:Xf_’x'

In [8], a standard result on BSDEs with Lipschitz generator in infinite dimensional framework
gives us also that
VYTM’T’yB - Zi\/fmy_

Finally, by using estimate (3.2), we obtain

Z004| = 2279 e = [VY2B e < C

y=xte = | _xte

with C' a constant that does not depend on M. So, for M large enough we have py(ZM4H%) =
ZMtw and (YMbte zM42) hecomes a solution of the initial BSDE (3.1). The uniqueness comes
from the classical uniqueness result for Lipschitz BSDEs.

-1
Notice that, unlike in finite dimensions, we cannot consider, for any s € [t,T] (VXE’JC) ,

unless A is the generator of a group, while in the present paper we consider with more generality
that A is the generator of a semigroup.
O

Now we are ready to prove an existence and uniqueness result for the BSDE (3.1), together with
an estimate on Z, when X%® is an Ornstein-Uhlenbeck process, that is to say F' = 0 in equation
(2.1). We essentially follow the proof of Proposition 2.2 in [23], with suitable differences due to
the infinite dimensional setting.

Proposition 3.3 Assume that Hypotheses 2.1, with F' = 0, and 3.1 hold true. Then there exists
a solution (Y% Z%®) of the Markovian BSDE (3.1) such that (Y%* Z%%) € §? x M? and

|ZL*| < C(1+ | XE*™), V1 €0,T). (3.3)
Moreover this solution is unique amongst solutions such that
o YT c 82
o there exists n > 0 such that

1 2 Tt
E [ T 128 as| oo

Proof. We remark that if there exists a solution (Y%, Z%%) such that
|ZEP| < C (1 +|XE*|"), VYrelo,T],
then, V¢ > 0,

E oI V7] < O [0 N7 KR ds] = O [0 rte T X as]

1 T C(T—t)‘Xt’z‘QlT 1 T CT‘Xt’I|2“"
<CE |— e s ds| < C—— E[e s }d8<+oo,
T—1t t T—1 t



where we have used Jensen inequality. The last bound follows from inequality 2ir < 2 (see
assumptions in Hypothesis 3.1) and the fact that X is an Ornstein-Uhlenbeck process, and so
in particular a Gaussian random variable: X5* ~ N4z Q,y).

Now uniqueness follows as in the proof of proposition 2.2 in [23].

For what concerns existence, following again [23], we approximate the Markovian BSDE (3.1)
by a truncation argument, namely we consider (Y :He ZMt2) solution of the following BSDE

{ AYMT — oy (7, XET yMote g Mty qr o zMbe gy 1 e [0,T), (3.4)

YI{VLt’x = ¢M(X;x)’

where ¢rr = popar, Uar = (-, pam(+),+, ), and pyps is a smooth modification of the projection on
the centered ball of radius M such that |pys| < M, |Vpur| <1 and ppr(x) = x when |z| < M —1.
So gy and 9y are Lipschitz and bounded functions with respect to . By Lemma 3.2, we get
that there exists a unique solution (Y M4 zZMt2) to the BSDE (3.4) such that {ZM’W‘ < Ay
with Ag a constant that depends on M. As a consequence, 1y is a Lipschitz function with
respect to z and so classical results on BSDEs apply. Next assume for a moment the following
lemma, whose proof is similar to the proof of lemma 2.4 in [23],

Lemma 3.4 Under assumptions of Proposition 3.3, we have
|ZM,t,:v| < An+Bn|Xt,:v|r,
with (Ay, Bn)nen defined by recursion: By =0, Ag defined before,

Ani1 = C(1+ A, (3.5)
B =C,

where C is a constant that does not depend on M.

Notice that relation (3.5) for A, is a contraction, so its limit exists, we denote it by A, and it
does not depend on M, so
’ZM,t,:v‘ < Aoo + C’Xt,:v’r.

Now it remains to show that (Y 6o zM6e), v is a Cauchy sequence that tends to a limit
(Yh* Zb%) solution of the BSDE (3.1). This part of the proof goes on like in [23], Proposition
2.2. O
Proof of Lemma 3.4. The proof is similar to the proof of Lemma 2.4 in [23], and we give it
for the reader convenience and to give references for the infinite dimensional setting.

We start by considering ¢ Gateaux differentiable and 1 Gateaux differentiable with respect to
x, y and z. As in [23], the proof is given by recursion: for n = 0, by lemma 3.2, the result is

true, let us suppose that it is true for some n € N and let us show that it is still true for n + 1.
We get that Xbo, (Y Mtz 7MbT) are differentiable. Arguing as in [23], since

IVatbna (s, X0, Y008, Z00)| < C(1+ [ 2)M)') < O,

by the Girsanov theorem there exists a probability measure QM , equivalent to the original one
P, such that W, := W, — fOT Vb (s, Xbe y Mt Zéw’t’x)ds is a Wiener process under QM. We
obtain

Mtz _ gQM [ [ Vywnr (u,X 0" VM0, 25007 du to\ o yhe
vy Mbe — gV |elr Vutul VT Gpr (X )V XL

T
T t,x M, t,x M,t,x
+ / elr Vb (X Y2 du g () X Yy Mite g Mteyg xtrgg )
T



and, by using assumptions 3.1 and the fact that VX% is bounded,
Mt M tx T t
IVYMb Bl < O+ CEY || X3 +/ | XL |"ds | .

Once again, the Markov property and standard results on BSDEs with Lipschitz generator in
infinite dimension (see e.g. [8]) give us

M,t,x M,rx' _ Mtz
|ZT ‘ Zr ' =Xb" ‘VYT B D
M t.x T t.x!
< <C+CE9 [|XT’ |T+/ | xte |Tds]>
t o' =X5"
QM ||t X7 e
< C+CEY ||xiX \”+/ XEXE s (3.6)
t

Now we need to estimate E;QM]X?’CV, for s € [, T]. In (Q, F,QM), for s € [r,T], X5* solves
the following equation in mild form

S S
X7 = lemmAXhT 4 / eTIAB AW, + / eTIABY g (r, XET, VM0 Z My dr o (3.7)

T T

Notice that EQM fTS es=IAB AW,

2\ 1/2 s 1/2
) <C (/ es—MApprels—r) A ds>

/ eC=IAB W,

, and by Corollary 2.17 in [4],

[P els=nAR dWr‘ — g™

T

EQM / es—MAR dWr' < <E@M

/ eC=IAB AW,

So, we have

EQ" <C

where C is a constant that depends on A, B.
Coming back to the estimate of E2" |X57|, we get, using the last inequality and (3.7),

S
B |07 < Nt (X0 4 C 4 NEF [ el Bllugmp|2804] do

T

S
< Nl x4 0 NES [ Bz myy(An -+ Bl X7 ) do

T

S
< C|Xt*| + C + CAL + CE2" / BLIXE do.
T

By applying Young inequality, with 1/p+ 1/¢ =1 and rlqg = 1, we get

crpy | X'

CB, | X5 <
q

Thus, we have
S
EQ| X% < C|X%| + C + CAL + CBP + CE2" / X5 dor
T
Finally, by Gronwall lemma we get

EQY | xbe| < CT-T) <C\X§’m\ +C+CAL + CBLP) :

10

< oQ.



and, since r < 1,
B2 X0 < € (14 Al + BYP + X))
Thus, by (3.6) and the recursion assumption on B, we get
ZM < C (14 Al + B + [ x277) < € (1+ Al + X577,
so we can take
Bn+1 =C
and
Apyr =C (1 + A;l) ,

so that (Bj)nen+ is a constant sequence and (A, )nen satisfies the required recursion relation.
When ¢ and 1 are not Gateaux differentiable, we can approximate them by their inf-sup convo-
lutions, noting that since ¢p; and ¥ are Lipschitz continuous, also their inf-sup convolutions
are. O

Now we prove an analogous of Proposition 3.3 when X is a perturbed Ornstein-Uhlenbeck
process.

Proposition 3.5 Assume that Hypotheses 2.1 and 3.1 hold true. Then there exists a solution
(Yt Z4%) of the Markovian BSDE (3.1) such that (Y%, Zb%) € §? x M? and

1ZLP| < C (1 +|XE*)"), Y7 elo,T). (3.8)
Moreover this solution is unique amongst solutions such that
oY cS?%

e there exists n > 0 such that
E [e(%'i‘n)j; foTIZ?””lmdS} < +oo0.

Proof. We only give the proof of the points where some differences with the case of an Ornstein-
Uhlenbeck process treated in Proposition 3.3 arise.

As a first point, let us prove that, for all p > 0 there exists a constant C' that does not depend
on (t,x) such that

E [epfoT \Xi’“”lQ”dS] < 0l < oo (3.9)

where this time X%* satisfies, in mild form,

xte = e(rt)Ax+/
t

TR (s, XET)ds + / eTSABaAW,.
t

To prove (3.9) we denote the stochastic convolution by W (1) := / T4 BAW, and we set
t

Lo = X5 — Wa(r).

The process I' satisfies the integral equation

The = o045 4 / T (5, T + Wa(s))ds.
t

11



So

rer| < Ne“T|x|+NKF/ ) (14 [T5| + [Wa(s)]) ds
t

< C <1+ || +/ \WA(S)]ds> +C/ ITL%|ds.
t t

By a generalization of the Gronwall lemma in integral form we get

Tt < C <1 + || +/ ]WA(S)\ds> +C/ / [Wal(s)| dsdu,
¢ t Jt

|F§’”|2“"§C<1+I:cl2”+ [ wapras+ [ f |WA<s>|2”dsdu)-
t t t

Finally, we obtain

so,

2l1"

CeClel

IN

E |:epf0T |X£,ac|2lrds:| < Cec‘$|2lr |: Cft |Ft I‘er+‘w (s )|2lr)ds]
[ Cft [Wal(s |2“"ds+Cft ft [Wal( )|2£rd$d7+cftTftT tu‘WA(S)‘QleSdUdT]

1/3

IN

CeC\m|2LrE [ecft [Wa(s)|2" ds} 1/3 - |:€CftT I Wa(s)2tr deT]
X]E |:€CftT LT Lu ‘WA(S)‘QI’I‘ deudT] 1/3 .
By using Jensen inequality as in the proof of Proposition 3.3, we can show that

T
E {BCLWWA(s)F”ds] < ¢ / E {ec\m(s)ﬁ“} ds < C
T—t),

because W4 (s) is a centered Gaussian random variable with a bounded covariance operator. By
same arguments, we are able to show that

E [eCftT T Wa(s)Ptr dsdr} <C and E[ C LI Was) P dsdudq <cC

)

which achieved the proof of (3.9).
The end of the proof goes on like the proof of Proposition 3.3 by assuming the following
lemma 3.6, analogous of Lemma 3.4. m|

Lemma 3.6 Under the assumptions of Proposition 3.3, we have
122 < A+ Bal XA,
with (Ay, Bn)nen defined by recursion: By =0, Ag defined before,

An+1 = C(1+AZ),
Bn+1 = Ca

where C' is a constant that does not depend on M.

12



Proof. The only difference with the proof of Lemma 3.4 arise when estimating EQM |X§’x|7", for
s € [r,T]. We have only to notice that this time in (Q, F,Q), for s € [r,T], X5 solves the
following equation in mild form

Xg,x _ e(S_T)AX,tr’x + /s e(s—r)AB dWr

T

S
+ / eCIAB (F(r, XE7) + Vopag (r, X507, Y, M007 ZM0)) dp,
T

So arguing as in the proof of Lemma 3.4 we get the conclusion. O

We only mention that, as in [23], the results contained in Propositions 3.3 and 3.5 could be
stated under slightly weaker assumptions than Hypothesis 3.1: we could threat the case rl =1
when T is small enough. Nevertheless any applications on HJB equations follow by weakening
the assumptions in that direction.

4 Differentiability with respect to the initial datum in the FB-
SDE

In this section we consider regular dependence on the initial datum of the perturbed Ornstein-
Uhlenbeck process X for the Markovian BSDE (3.1), namely we consider once again the following
decoupled forward backward system

dX7" = AXZ"dr + F(r, Xz")dr + BdW-, 7 € [t,T],

Xf_’x =, T E [O’t] )

dY[" = —p(r, X2*, Y12, Z20%) dr + Zp% dW,, 7 €[0T,
YE" = o(X5").

(4.1)

Beside Hypotheses 2.1 and 3.1 on the coefficients, we assume the following hypothesis.
Hypothesis 4.1

1. For every T € [0,T)], the map (x,y, z) — ¥(7,2,y, 2) belongs to GV (H x R x 2%, R), and
by Hypothesis 3.1,

Vot (r, 2, 2)| < (C 4 Blal), [Vy(ra,,2)| < Ky, [V:0(r,2,3,2)] < (C+7l2l"),

V7T e [0,T], Vx € H, Vy € R, Vz € E*.
2. ¢ € G1(H,R) and by Hypothesis 3.1,

|Veo(z)| < (C+alz]), Vo € H.

The following result is proved by Fuhrman and Tessitore in [8].

Proposition 4.2 Assume Hypothesis 2.1 holds true. Then the map (t,z) — Xb* belongs to
GO1([0,T) x H;SP) for all p > 1. Moreover, we have, for every x,h € H,

IV X5 hllso < Gyl

We are now able to give the main result of this section.
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Theorem 4.3 Assume Hypotheses 2.1, 3.1 and 4.1 hold true. Then the map (t,x) — (Y%, Zb%)
belongs to GO1([0,T) x H; SP x MP) for each p > 1. Moreover for every x,h € H the directional
derivative process (VmYTm, VmZi’JC)Te[O’T} solves the following BSDE: for T € [0,T],

T
Vo VETh =V (X3 ) Vo X2 h + / Vot (s, X107, V0", Z0 )V, X0Ph ds
T " T
+ / Vyb(s, Xo*, YE¥, ZVP )N Y0 h ds + / V(s X0¥ Y0¥, ZVN )N o Z6%h ds

T
- / Vi Z5h dW (4.2)
and there exist two constants C and C), such that
‘ny;f,:vh| < C (1 4+ ‘X;f_,x‘r) |h| ’ ||Vth,:vhHMp < Cpecp|$\2rl|h|‘

Proof. Firstly, we will show the continuity of the map (t,z) — (Y4 Zb%). We fix (t,z) €
[0,7] x H and we consider (¢,2) € [0,T] x H such that ¢’ — ¢ and 2’ — z. Let us denote

§Y =Yt —y" and 67 := 24 — z¥
The usual linearization trick gives us that (dY;dZ) is the solution of the BSDE

T
8Ys =p(Xp") — p(Xp") — / 5 ZydW,,

T
+ / [w(u,ng,Yjvx,ng) —(u, X0 Y 787 4 U8Y, + (Va, 6Z,) =2+ | du,
S

with
Yl Xo " Yo Z0") = u, Xo ™ VT 20 e i
i wRu it VAT — v £ 0
UU = Yt7$ _ Yt s
u u ,
0 if Vi —Yi® =0
and
Xt’,a:’ Yt’,a:’ Zt,a: . Xt’,a:’ Yt’,a:’ Zt’,a:’ o o,
y T/J(Ua u s lu U; ) w}fu’/ 2u s tu 5 Lu ) (ZZJI - ZZ T > if thjx - ZZ T 7& 0
u = Zu’m — Zy o
0 if Zb® — 78 = .

Thanks to Hypothesis 3.1, we remark that |U,| < Ky, and
Vul < CA+ 251+ 1257 < OO+ [XE ™ + X5,
A mere extension of Proposition 3.6 in [24] gives us a stability result: for all p > 1
16Y 150 + 16Z [}
< G [ IV g (x g — (X0 )]

T p
+C,E (/ eth V“Qd"w(s,xz@,ntvx,zz@)—¢<s,X;’v$2W’,Zz“x’ndS)]

T t,z|2r] t' 2’ 2r
< OF [ecpfo (1 rig i 2 s

(1+’X;x‘Qpr_i_’X;,a:"2pr)’X;x_X;,m"Qp]
g ! S (1 2ri | X 2 du tx 2 t.a' |2 ¢ ar
+0, [ B[P BIXTHNET o pxct poryxte —xt ] a.
0
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By using Holder theorem, Proposition 2.2, estimate (3.9) and classical stability results for the
solution of the forward equation, we show that the right term in the last inequality tends to 0
when ¢’ — t and 2/ — x. So we have that (t,z) — (Y%, Z%®) is continuous in 8P x MP for all
p>1.

For the differentiability, we will follow the proof of Proposition 12 in [3]. Firstly, let us
remark that, thanks to Hypothesis 4.1 and Proposition 3.5,

Vatb(s, Xo7, Y00, Z0%)| < C(L+ | 2e7[') < O(L + X7,

and, thanks to Propositions 2.2 and 4.2, estimate (3.9) and Hypothesis 4.1, for all p > 1, for all
c¢>0and for all h € H,

T
E [f s (Wm(X%xwxX%mth / |vxw<s,X§’f,Y:’f,Zﬁ@)vaz*”ths)] < 400
0

So, it follows from a mere generalization of Theorem 4.1 in [24] that BSDE (4.2) has a unique
solution which belongs to S? x MP for all p > 1. Now, let us fix (¢,2) € [0,7] x H. We remove
parameters ¢ and z for notational simplicity. For € > 0, we set X¢ := X***h where h is some
vector in H, and we consider (Y¢, Z¢) the solution in S x MP to the BSDE

T T
Y = (X5) + / (s, XE,YE, Z5)ds — / Z5dW,.
t t

When ¢ — 0, (X5,Y5,72%) —» (X,Y,Z) in 8P x §P x MP, for all p > 1. We also denote
(G, N) the solution to the BSDE (4.2). We have to prove that the directional derivative of
the map (t,z) — (Y5* Zb%) in the direction h € H is given by (G,N). Let us consider
Us:=ec 1 (Y*-Y)-G,Ve:=c1(Z° - Z) — N. We have

Uf = 2 (6(XF) — 6(Xr) — Vad(Xp)VaXrh
1 T e veE e T €
1 [0 XE Y2 ZE) 0l XY Z)) ds = [ Viaw,

T T
- / Vath(s, Xo, Yo, Z,)Va Xshds — / (s, Xy, Yo, Z,)Gads
t t
T
- / V.t(s, X, Vo Z0) Nads.
t

As in the proof of Proposition 12 in [3], we use the fact that 1(s,-,,-) belongs to G&1'! and so
we can write

(1/}(87 Xsea Y;‘ea Z:) - ¢(37 Xsa Y;, ZS))

YS -Y, zZs — 7
(W(s, X5, Ys, Zs) = (s, X, Vs, Z5)) + A5=—— + Bi=——,

M=o

where A € L(R,R) and BS € L(Z*,R) are defined by

1
Ay = / Vy(s, X5, Y+ oYy —Ys), Zs)yde, Yy € R,
0

s

1
Biz = / Vob(s, X, Y, Zs + a(Z5 — Zg))zda, Yz € Z".
0

15



Then (U®, V¢) solves the BSDE:

T

T T
Uf =¢ + / (ASUS + BEVE)ds + / (P + Q5+ RS)ds — / VAW,
t t t

where we have set
¢ = e (O(XT) = 6(Xr)) = Vad(Xr)VaXrh,
Pe = (A5 = Vy(s, X, Y5, Z4))Gs,
Q5 (B; — V21(s, X, Y, Zs) ) Nss,
Ry = e ' (s, X2, Y5, Zo) — (s, X, Ve, Z5)) = Vath(5, X, Vs, Zo) Vo Xsh.
It follows from Hypothesis 4.1 and estimate (3.8) that
A4Sl < €, [BE] < O+ X" + X5,
|PSI < OIGs], Q5] < O+ [ X[ + [XE™) NS

We have, once again from a mere generalization of Proposition 3.6 in [24],
UL+ 1Vl < Gy [ 6 PRt (1o [ e s g + s )
By using Holder inequality and the estimate (3.8), previous inequality becomes
0%l + 1V < e (e st ) ey [ P Qg + e
0

By using a uniform integrability argument, the right hand side of the previous inequality tends
to 0 as ¢ — 0 in view of the regularity and the growth of ¢ and .

The proof that maps z + (V,Y"*h, V,Z%"h) and h +— (V,Y"*h,V,Z%h) are continuous
(for every h and z respectively) comes once again from a mere generalization of Proposition 3.6
in [24].

To finish the proof, it remains to prove the growth estimate on ‘Vmeh{ and ||V Z5%h| pme.
Let us begin with the first one. Thanks to the estimate on Z%* given by proposition 3.5, we
have

[Vals, X7, Y07, 207)| < O+ [ X2,
Now the result (3.9) shows us that Novikov’s condition is fulfilled and so we are able to use
Girsanov’s theorem in (4.2): there exists a probability Q, equivalent to the original one P, such
that W, := W, — Jo Vai(s, XU YE®, Z6)ds is a Wiener process under Q. We obtain

vyj,:vh _ E9 |:eff Vyw(qufjx7Y7f’907ZZ,x)duv¢(X;x)VX%J:h
T
+ / elr Vot Xt VT 2 g (s, X VIR, ZE’JC)VX?”ChdS] :

T

and, by using assumptions 4.1 and the fact that VX% is bounded,

" r Q t,x|T

|+ [ B2 (xee)as) .

-

T

[VY!eh| < C (1 +EQ HXtTl“

T
Then, arguing as in the proof of Lemma 3.6, we obtain that EQ HX;’x ) and,

finally,

IVY}*h| < C(1+ | XE*]") |n].
For the estimate on ||V, Z5%h||pme, we just have to use a mere generalization of Proposition 3.6
in [24]. O
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5 Probabilistic solution of a semilinear PDE in infinite dimen-
sion: the differentiable data case

The aim of this section is to present existence and uniqueness results for the solution of a
semilinear Kolmogorov equation with the nonlinear term which is superquadratic with respect
to the B-derivative and with final datum not necessarily bounded, in the case of differentiable
coefficients.

More precisely, let £; be the generator of the transition semigroup (P; ) c[;,7], that is, at
least formally,

(Lef)(x) = %(TTBB*VQf)(CU) + (A2, Vf(x)) + (F(t,2), V[ (2)).

Let us consider the following equation

{ ot x) = —Ly (t,x) + ¢ (t,z,0(t,2), VB (t,2)), t€[0,T], z€H,

o(T,z) = ¢ (x). (5.1)

In the following we introduce the notion of mild solution for the non linear Kolmogorov equation
(5.1) (see also [4] and [8], or [14] for the definition of mild solution when ¢ depends only on Vv
and not on Vv).

Notice that, by Proposition 2.2, if ¢ satisfies Hypothesis 3.1, point 3, or more generally if ¢ is a
continuous function with polynomial growth, by LP(Q, C([0,T]))-integrability of any order p of
the Markov process X%?, given by Proposition 2.2, we have that

Py [¢)(x) = E [p(X77)]

is well defined. Since £; is (formally) the generator of (P ;)¢ 7], the variation of constants
formula for equation (5.1) gives us:

T
v(t,z) = Pr (o] (x) —l—/t P (¢ (s, v (s,) ,VBu (s, N] (@)ds, t€[0,T), ze H  (5.2)

We will use this formula to define the notion of mild solution for the non linear Kolmogorov
equation (5.1); before giving the definition we have also to introduce some spaces of continuous
functions, where we will look for the solution of (5.1).

We consider the space Cj (H,Z*) of mappings L : H — Z* such that for every { € 2, L ()€ €
Cy (H), where Cy, (H) denotes the space of bounded continuous functions from H to R. The
space C} (H,Z*) turns out to be a Banach space if it is endowed with the norm

HLHcg(H,E*) = sup |L (z)|z- -
zeH
Besides C} (H,Z*) we consider also the linear space C} (H,Z*) of mappings L : H — Z* such
that for every £ € E, L ()¢ € Cx (H), where Cy, (H) denotes the space of continuous functions

from H to R with a polynomial growth of degree k. The linear space C} (H,Z") turns out to be
a Banach space if it is endowed with the norm

=%

L (z)
Il os (#1,2) = sup R
S (14 Jafy)

We are now able to give the definition of a mild solution of (5.1).
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Definition 5.1 Let r > 0. We say that a function v : [0,T] x H — R is a mild solution of the
non linear Kolmogorov equation (5.1) if the following are satisfied:

1. ve C7»+1 ([O,T] X H),

2. VBv € C3([0,T) x H,Z*), in particular this means that for every t € [0,T), v (t,-) is
B-differentiable and the derivative has polynomial growth of order r;

3. equality (5.2) holds.

Notice that the differentiability required at point 2 is the minimal request in order to make
equality (5.2) work. In the case of differentiable data ¢ and ¢, in addition to differentiability
of the nonlinear term F' in the forward equation (2.1), we look for a solution v differentiable
with respect to z in all directions. In this case VBv = Vv B and saying that a function
v:]0,7] x H — R admits a Gateaux derivative Vv € C([0,7] x H,H*) is equivalent to ask
v € G¥1([0,T] x H) such that the operator norm of Vu(t,z) has polynomial growth of order k&
with respect to z. So, in this part we will prove the existence of a mild solution according to
the following stronger definition:

Definition 5.2 Let r > 0. We say that a function v : [0,T] x H — R is a mild solution of the
non linear Kolmogorov equation (5.1) if the following are satisfied:

1. ve C7»+1 ([O,T] X H),

2. for every t € [0,T], v(t,-) is differentiable in H and the derivative has polynomial growth
with respect to x, more precisely v € G%1([0,T] x H) and Vh € H

sup sup 7\va (t,z) hl 0;
tefo, 7] zct (1+ [ 2)r/2 7

3. equality (5.2) holds.

We notice that we will take in the following the same index r than in Hypothesis 3.1, so this
index is related to the growth of ¢ and v with respect to x.

Existence and uniqueness of a mild solution of equation (5.1) is related to the study of the
forward-backward system given by the perturbed Ornstein-Uhlenbeck process X defined in
(2.1) and by the BSDE (3.1). We will show that, if we define

o(t,z) = Y)¥,

with (Y% Z%%) the solution of the BSDE (3.1), then it turns out that v is the unique mild
solution of equation (5.1), and VBu(t,z) = Zf’x. On the coefficients 1, ¢ and F of equation
(5.1), which are the same appearing in the backward equation in the system (4.1) and on the non
linear term of the forward equation in the system (4.1), we make differentiability assumptions
contained in Hypothesis 4.1.

Notice that we are working with a function ¢ that can have a quadratic (I = 1) or a
superquadratic growth (I > 1) with respect to z. Moreover, ¥ and ¢ are unbounded and can
have some polynomial growth with respect to x, though this growth is forced to decrease as the
growth with respect to z increases, see again Hypothesis 3.1. So the result we are going to obtain
improves Theorem 15 in [3], where it is considered the quadratic case for ¢ with respect to z and
a bounded final datum, and also Theorem 4.1 in [17], where the superquadratic case is considered
in the case of a bounded final datum together with some smoothing properties for the transition
semigroup of the forward equation. Notice that we will require similar smoothing properties in
the next section, when we will remove differentiability assumptions on the coefficients.
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Theorem 5.1 Assume that Hypotheses 2.1, 3.1, 4.1 hold true. Then, according to definition
5.2, equation (5.1) admits a unique mild solution. This solution satisfies

lw(t, )| < C(L+ =),  |VBu(t,2)| < C(1+ |z]").

Proof. The proof is substantially based on estimate (3.3) and on section 4 where differentiability
of the FBSDE (4.1) in the case of differentiable coefficients is investigated. Since we assume
that coefficients are differentiable, by Theorem 4.3 Y%* is differentiable with respect to x. We
set v(t,z) := Y;"": notice that as usual Y;** is deterministic. As in Lemma 6.3 in [8], we can
prove that V¢ € = and Vs € [t,T] the joint quadratic variation

(v(s,Xﬁ’m),/t < & dW, >) :/t Vo(r, Xb*)BE dr.

Since v(s, Xi*) = YI*, from the BSDE in (4.1) we get that V€ € = and Vs € [t,T] the joint
quadratic variation is equal to

S S
W), [ <eaw, ) = [ zvear
t t
This gives the identification, for a.a. 7 € [t,T],
78 = Vu(r, XE*)B  P-as. . (5.3)

With this identification in hand, the proof goes on in a quite standard way: see e.g. the proof
of Theorem 6.2 in the pioneering paper [8] for the study of BSDEs and related PDEs in infinite
dimension. We give here a sketch of the proof for the reader convenience.

FExzistence. Let us consider (Y% Z5%) the solution of the BSDE (4.1), which in integral form
is given by

T T
Yhe 4 / ZE dw, = o(X57) + / Y(r, XET Y IR0 Z57) dr
S S

Taking expectation, setting s = t and using (5.3) we get the existence of a mild solution according
to definition 5.2: notice that the growth of Vv comes from estimates on Z in Propositions 3.3
and 3.5, namely see estimates (3.3) and (3.8). For what concerns the estimate on v, we can
mimic the proof of Proposition 2.5 in [18], and then obtain the desired polynomial growth for v

with respect to x:
[o(t,2)] = Y < C (1 + |2+

Uniqueness. Let u be a mild solution of equation (5.1): by the Markov property of the
process X%, we have, Vs € [t, T

u(s, XH7) = B4 (X tm |+ Es [/ Y1, XE* u(r, XB7), Vu(r, X4*)B) dr

/ (7, X5 u(r, XL, Vu(r, X5*)B) dr,

where

¢ = tx / (T, th u(T, th) VU(T,Xf_’x)B)dT.
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By the martingale representation theorem, there exists a process Z € L(Q x [t, T];E*) such

that E,[¢] = u(t,z) + [ Z; dW,. So (u(s,Xﬁ’x)> . is a continuous semi-martingale with
selt,
canonical decomposition
S S
u(s, X5*) = u(t, z) +/ ZrdW, — / O(r, X% u(r, XE"), Vu(r, X2*)B) dr. (5.4)
t ¢

As in the Lemma 6.3 of [8], when we compute the joint quadratic variation of <u(s, Xﬁ’x)) o
selt,
with the Wiener process, we get the identification

Vu(r, X4%)B = ZL*.

Substituting into (5.4), and rewriting the obtained equality in backward sense, we note that
(vte, Zt%) and (u(-, X"*), Vu(-, X**)B) solve the same equation, and so uniqueness follows
from the uniqueness of the BSDE solution. O

6 Mild solution of a semilinear PDE in infinite dimension: the
Lipschitz continuous data case

The aim of this section is to study equation (5.1) when the final datum ¢ and the nonlinear term
1) are only Lipschitz continuous. Notice that in order to do this, we require some smoothing
properties on the transition semigroup (Pt,T)TE[t,T}' Namely we require the following smoothing
property on the semigroup (Pt,T)Te[t,T], see e.g. [14] where this property has been introduced for
bounded functions, and [16] where it has been extended to functions with polynomial growth.

Hypothesis 6.1 For some a € [0,1) and for every ¢ € Cy (H), the function P, [¢](z) is B-
differentiable with respect to x, for every 0 <t <71 <T. Moreover, for every k € N there exists
a constant ¢ > 0 such that for every ¢ € Cy (H), for every £ € 2, and for 0 <t <7< T,

B Ck

[VOP 10l @)¢] < 5w 19l -
In [14] it is shown that Hypothesis 6.1 is verified for Ornstein-Uhlenbeck transition semigroups
(i.e. F=01in (2.1)) by relating B-differentiability to properties of the operators A and B, as
collected in the following proposition.

Proposition 6.2 Let us assume that

Ime™ 4B ¢ Im Q/? (6.1)

T—1

and, for some 0 < a <1 and ¢ > 0, the operator norm satisfies
HQ;}{%(T—”ABH <e(r -t for 0<t<r<T. (6.2)

Then Hypothesis 6.1 is satisfied by the Ornstein-Uhlenbeck transition semigroup.

We refer to [14] where some examples of Ornstein-Uhlenbeck semigroup satisfying Hypothesis
6.1 are provided. Among these examples we remember the wave equation, see also section 7.2.
We now prove existence and uniqueness of a mild solution for the Kolmogorov equation (5.1)
when L is the generator of a Ornstein-Uhlenbeck transition semigroup, that is to say F' = 0 in
(2.1). The perturbed Ornstein-Uhlenbeck case will be treated after in Theorem 6.5.
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Theorem 6.3 Assume that Hypotheses 2.1 and 3.1 hold true, and let F = 0 in (2.1), and
consequently also in (5.1) so that the process X4 is an Ornstein-Uhlenbeck process. Moreover
assume that the Ornstein- Uhlenbeck transition semigroup related to X% satisfies Hypothesis 6.1.
Then, according to definition 5.1, equation (5.1) admits a unique mild solution.

Proof. The idea of the proof is to smooth coefficients ¢ and ¢, so to obtain a sequence
of approximating Kolmogorov equations which admit a solution according to Theorem 5.1, and
then to pass to the limit.

Coming into more details, we are approximating functions that have polynomial growth with
respect to their arguments and are (locally) Lipschitz continuous, but we need to preserve their
(locally) Lipschitz constant. So to approximate these functions we follow [21]. In that paper
for every n € N it is considered a nonnegative function p, € C;° (R") with compact support

contained in the ball of radius 1 and such that / pn (x)dr = 1. Let {eg},cy be a complete
R”

orthonormal system in H and, for every n € N, let Q,, : H — (ey, ..., e,) be the orthogonal
projection on the linear space generated by ey, ...,e,. We identify (ej,...,e,) with R™. For a
bounded and continuous function f: H — R we set

In (x) = /R" Pn (y - an) f (; yi6i> dy,

where for every k € N, yp = (y,ex)y. It turns out that f, € Cp°(H). Moreover, if f is
(locally) Lipschitz continuous and has polynomial growth, f, is (locally) Lipschitz continuous
and has polynomial growth as well, it preserves the (locally) Lipschitz constant and the order
of polynomial growth is the same as the one of f. Namely, if there exist L > 0 and C > 0 such
that

F@) = F@I < Llaz—yl(L+ 2] +1yl"), for every o,y € H,

then for every k € N
[fn (@) = fu ()| < Llz —y[(1+ |2]" + |y["), for every z,y € H.
Finally, (fy),, is a pointwise approximation of f: for every x € H,
T [, (@) — f ()] = 0.

So, if we consider the final datum ¢ in the Kolmogorov equation 5.1, we can set

dn (¥) = /R paly = Qua) ¢ (2; y> dy, (6.3)

and we have that, Vo, 2’ € H and n € N
/ aQ T o /r /
— < — — — .
6n(2) — du(a)| < (C+ Slal" + ST o — )

For what concerns 1, we consider another sequence of functions (py,),, satisfying the same prop-

erties introduced before for the sequence (pn)n, and {€},y a complete orthonormal system
=k

in Z*. Finally let (p,), be a sequence of nonnegative real functions with compact support
contained in [—1/n,1/n] and such that /ﬁn (x)dz =1. So we can define
R
n n
ity = [ [ gl = Qua) puly =)o Qo (t,zx;ei,y’,zz;é@) da' dy dz'.
" " i=1 1

. (6.4)
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We have that for all t € [0,T], z, 2’ € H, y,y € R, 2,2/ € E*,

Un(t,z,y,2) — Pt 2,y 2)| < Ky, ly —'|;
‘wn(t7x7y7 Z) - wn(t7x7y7 Z,)’ < <C + %’Z‘l + %’Z/’l) ‘Z — Z,‘,

n(t,01:5) = nlt. '] < (O Glal” 4 1o ) fo = ]

We notice that we only have a pointwise convergence of ¢, to ¢ and of ¥, to ¥, see again
[21]. For this reason in the sequel it will be crucial the fact that P is an Ornstein-Uhlenbeck
transition semigroup, so that we can explicitly represent the mild solution of the Kolmogorov
equation.

Now the proof goes on by approximating ¢ and ¥, so to build a sequence of mild solutions
of the Kolmogorov equations with the approximating coefficients ¢,, and 1,,. We want to prove
that the sequence of solutions converges in a suitable space. Firstly, we need a stability result
for the solution of the BSDE (3.1) with respect to the approximation of the final datum and the
generator.

Proposition 6.4 Let (Y™4% Zm4%) and (YR4® ZK4%) be solutions of the BSDE (3.1) with
final datum and generator respectively given by the approximants ¢, and ¥y, and by ¢ and Yy
defined respectively in (6.3) and in (6.4). Namely

T
YTn,t,:v _ YTk,t,m :qbn(X;lm) _ ¢k(X§ﬂ,m) _ / (an,t,m _ Zéc,t,:v) dWs

T

T
_|_/ (¢n(S,X£’x, Y;n,t,x’ Z;L,t,x) _ wk(S,X§’$,}/;k’t’$, Z;L,t,a:)) ds.
,

Then, Vt € [0,T], z € H, we have
[Ymis - yha| g, 42705 — 2565 o < Con( o)

with lim Cy x(t,z) = 0.

n,k—o00
Proof of Proposition 6.4. By the usual linearization trick we can write

T
YTn,t,:v _ YTk‘,t,x _ qbn(X;lw) _ ¢k(X;l$) _|_/ (¢n(S,X§’x, st,t,m, an,t,m) _ ¢k(S’X§,x,st,t,x’ Z;@,t,:v)) ds

T T T
_|_/ U;@,k (szn,t,m _ szk,t,:v) ds _|_/ <Vvsn,k’ <an,t,1' _ Zéc,t,:v)>d8 _/ <Z;1,t,:v _ Z}:,t,m) dWs

T

where we have set

t t t ta vkt t
Yr(s, X, Y508 Z807) — (s, X, Y500", Z507)

if szn,t,:v _ szk,t,m ?é 0

nk __
US — szn,t,:v . szk:,t,:v )
. n,t,x ,tx
0 if yube _ykbe — g,
and
t,x k,t,x n,t,x t,x k,t,x k,t,x
¢k(8a Xs ) Ys ) Zs ) - T;Z)k(S, Xs ) Ys ) Zs ) Zn,t,:v Zk,t,m if Zn,t,:v Zk,t,m
n,k t kta|? ( s — 4s ) 1 Zs — 4s ?é 0

‘/YS = ng W st »T

0 if zbe _ ghtr _ )
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Since [Vi"*| < © (1 + \Xﬁ’w\”l>, by the Girsanov theorem there exists a probability measure

Q™*, equivalent to the original one P, such that W, =W, — fOT Vsn’k ds is a Q™*-Wiener process
and we have

Ypte -y B el B (0, (X07) - ou(X]))

T
n Egnk |:/ efST UTJc dr (wn(san’xa szn,t,x7 an,t,m) . wk(&X;,m’Y-sn,t,m’ Z;@,t,:v)) d$:| )
t

Since [U"| < CKy, we get
n,k 2
|Y7'n7t,x - YTk’t7m|2 < CEQ |: an (X?‘m) - st <X’%x> }

T
4 CEQn,k |:/ Wn(S,Xﬁ’x, st,t,g:’ Z;@,t,;c) _ Ibk(s,X;’m,}/;n’t’m, Z;@,t,:v)’ds]
t

2

By keeping in mind that |Z{"""] < C (1 + | X" 7") and [Y{""| < C <1 + |X§’x|r+1), we have
‘wn(s’Xg,:v7Y—sn,t,x’ Z;@,t,:v) - wk(37X§7m7}/;n’t7m7 an,t,m)’ < C (1 4 ‘Xz,m’rJrl) 7

and the dominated convergence theorem gives us

E [ sup |V —yREE21 50 as nk — oo,

T7€[0,7T]

pointwise with respect to t and z. Now we look for an estimate for the M2-norm of Z™4* — Zkt:=,
By applying Ité formula to [Y7"% — V7|2 we get

k
Yoo = Yo 2 =g (X57) — on(X5T) [

T
+ 2/ (szn,t,m _ ngk,t,:v) <¢n(S,X§’x, szn,t,:v, an,t,m) _ ¢k(S’X§,x,szk,t,:v’ Zg:,t,:v)) ds
0

T k
n,t,x ;6
- /O ‘ Zs - Zs

By taking expectation and by standard calculations we get

) T
ds — 2/0 <Y;n,t,x _ Y;k,t,a:) (Z;L,t,az _ Zéc,t,x) dWs

2 t,x t,x\ |2
ds <E|¢n(X7") — op(X7")]

T
E/ ‘Zn’t’m . Zk,t,:v
S S
0
T +1
+CIE/ Do i <1+ Pesi ) ds.
So,Vt € [0,T), x € H, ||Z™4* — ZF4%|| \j2 — 0 as n, k — oo, and the proposition is proved. O
Next we go on proving Theorem 6.3.

Proof of Theorem 6.3-continuation. We denote by v™ the solution of the Kolmogorov

equation (5.1), with final datum ¢, instead of ¢ and Hamiltonian function v, instead of .
Namely v,, satisfies

T
vp(t,x) = P [on] () + /t P, s [1/)” (5, S vp (s,), VB, (s, ))] (x)ds. (6.5)
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Since the data ¢, and v, are differentiable, we also know by theorem 5.1 that the pair of
processes (v (-, X%), VBu, (-, X"")) is solution to the following BSDE

T T
v g [z W, = 0n(X57) + [ X Y20, 20
S S

so we get that, for every n € N, ¢t € [0,7] and z € H
on(t,2)| < C (L4 [a™h),  [VPuult,2)] < C(1+a),

where C' is a constant that does not depend on n, t, x, see Proposition 3.3. We want to show
that v, converges to v, a solution of the Kolmogorov equation (5.1). By Proposition 6.4 we
know that the sequence (v, (t,2)),>1 is a Cauchy sequence for all t € [0,T], z € H, and we want
to show that the sequence (VPu,(t,x)),>1 is a Cauchy sequence for all t € [0,T[, z € H. Let
us recall that, by identification (5.3) of Z, we have

VP un(t,2)] < CL+|af?)?,

with C' a constant independent on n, ¢, x. Notice that, in virtue of Hypothesis 3.1, and of
this estimate, the map x ~ (s, z,v,(s,z), VPv,(s,)) has polynomial growth of order r + 1
uniformly with respect to s € [t,T] and to n > 1, that is

(5,2, v (5, 2), VEun(s,2))] < C (14 [f2) "2,

with C' a constant independent on n, s and =z.
We consider, for n, k > 1, the difference vy, (¢, ) — vi(t, z)

up(t, x) — v (t,x) =Pir [on — ¢k ()

T
+ /t Pt,s [T,Z)n(s, ) Un(s’ ')’ Van(S’ )) - W(S, ) vk(sa ')’ vak(Sa ))] (x) ds
= /H <¢n(z +eT D) — gz + e(Tft)Ax)> N(0,Qs—1)(dz)

T
+ / / |:¢n (5, z, Un(S’ Z+ e(s_t)AfE), van(S, z+ G(S_t)A;p)>
t H
i (5, 05,2+ €570, Vs, 2 + 40) )| N0, Qur)(d2).

Since v, and v are Gateaux differentiable and by the smoothing properties of the transition
semigroup (P7)re[t,7], We can take the B derivative of both sides in (6.5) and, by the closedness
of the operator V5, see e.g. [14], we obtain for all h € =

VBun(t,2)h — VBu(t,x)h = VEP. 7 (b — éx] (2) h

T
+ /t VBPt,S [Q,Z)n (5, U (8,°) ,VEBu, (s, )) — Yy, (5, Uk (8y0) ,VBu, (s, ))] (x)hds.

Namely, following [14], when X is an Ornstein-Uhlenbeck process we have an explicit expression
for the B-derivative of the transition semigroup applied to some continuous function, see Lemma
3.4 in [14], generalized to the case of functions with polynomial growth with respect to x in [16].
We get that for every continuous function f € Cy41(H) and every h € = we have

V2 (Pys [f)) (@) h = /H F (y+e™42) (Q2e 4 Bh, QY ) N (0,Qur) (dy)
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Taking into account this fact, we get
VBun(t,z)h — VBuy(t, 2)h
= [ [n (e €T 0%0) < o (5 4 T 0) | Q7T OB, Q5 ) N (0.Qr-1) (2
H
T
+/ / [T,Z)n <S, z 4 el DAy, (8,2 + e(s_t)Ax), VBun(s,z + e(s_t)Ax)>
t JH
— (S z 4 el DAy, vg(s, z + e(s_t)Ax), VBu(s,z + e(s_t)Ax)ﬂ
% (Q2e ™04 Bh, Q1 Py ) N (0,Qu1) (dz) ds.
Now we want to estimate |VBuv,(t,x)h — VBuy(t,z)h|. At first we consider

VPP, 1 [6n — o] () bl
= ‘/ z+eT t)Agg> Ok (Z+eT t)Ax)) <Q 1/2 (T t)ABh QTl/z > 0,Qr) (d=)

U,

% < / (7Y™ 0B, Q72 ) A7 (0,Qr) <dz>) "

< o /(/ o (2 e 042) — g (= 4+ e 942) [ A7 0,00 »(dz))m\hr,

IN

o (=4 €T012) gy (4.0 W 0,009 @)

and so |V P, 7 [¢n — ¢x] (z) h| converges pointwise to 0 for all x € H and t € [0,T) as n,k —
+00. Now we have to estimate

T
/t VBPt,S [T/Jn (s, p (8,7) ,.VBu, (s, )) — g (s, Lok (s,0) VB, (s, ))] (x)ds
T
:/t VBPt,S [T/Jn (s, 5 op (8,+) ,VBu, (s, )) — g (s, p (8,0) ,.VBu, (s, ))] (x)hds
+ / VBPLS [wk (s, p (8,°) ,VBu, (s, )) — Yy (s, vk (s,+) ,VBou, (s, ))] (x)hds

T
+/t VBPt,S [T/fk (s, vk (s,+) ,VBu, (s, )) — g (s, vk (s,+) , VB, (s, ))] (x)hds
=I+I1I+1II.

With calculations similar to the ones performed for estimating

Py (6 — ok] () B| + [VP P (¢ — ¢4 (2) I
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we get

T
1] = / [1% <5, Z4 DA% v, (s, 2 + e DA), VB, (s, 2 + e(sft)Ax))
H

— g <s, z+ 5Dy, (8,2 + e(s_t)Ax), VBun(s,z + e(s_t)Ax))}

<QT1/2 (T-HA g, QT1/2 > (0,Q11) (d) ds

([ |

— i (S, 24 e v, (s, 2 + eV A) VB, (s, 2 + e(s—t)Ax)>

1/Jn <8, z 4+ e(S—t)Ax7 Un(37 z + 6(8—15)141,)7 VBUn(S, 2+ e(s—t)Ax))

2

1/2
N (0,Qr—¢) (dz) ds) |h|

—0 asn, k — oo,

pointwise for all x € H and t € [0,7), by the dominated convergence theorem and by the
convergence of v, as well of ¥, to 1. Next we estimate I1:

T
11| = / [¢k <5, Y+ e(sft)Aa:, vn(s,y + e(s*t)Ax), Van(y + e(S*t)Ax))
H

—t (5,9 + 00z (s, + €C704), Vv, (y + eC042) )|

x (Qu1PeDABh Q7Y ) N (0,Qu-0) (dy) ds

T
S/ (/ ‘1/% (s,y + e(s_t)Aan(s’y + e(s—t)Ax)’van(y n e(s_t)Agg))
t H

9 1/2
(4 ey, M), TP+ 040) [ 0.0 () )

, 1/2
</ ‘ 1/2 (s tABh, Qsll{2y>‘ _/\/'(O,stt) (dy)> ds

1/2

< / (s — 1) (/ oy + e 2) — uy(y + x>|2fv<o,@st><dy>) ds |

asn,k — oo
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for all t,z € H, where in the last passage we have used the dominated convergence theorem and
the pointwise convergence of v, — v to 0. Finally we estimate I11:

T
i :‘ / / [w’f <3’ y+ ez oy (s,y + €0 2), VP, (y + e(s—“Am))
t H
—g <87 y+ etV (s, y + e(s_t)Ax), VB (y + e(s—t)Ax)>]

x (@01, QY ) N (0,Qu-1) (dy) ds

T
< [ (] [ (s 00t 000, WP+ o0
¢ H
) 1/2
— Py, (8, y+ el v (s,y + eCH2), VB, (y + B(S_t)Al“)> ‘ N(0,Qs—+) (d?/)>
) 1/2
" (/H ‘ <Q8—_1t/26(s—t)ABh, Qs‘_lt/zy>‘ N(0,Qs—¢) (dy)) ds
T
SC/ (S _ t)_a (/ |Van(y + e(s—t)Ax) _ vak(y+ e(s—t)Ax)|2
¢ H
1/2
X <1 -+ ]Van(s, Y+ e(s*t)Am)lzl + ]Vka(s, Y+ e(s*t)Am)]21> N (0,Qs—¢) (dy)) ds |h)|

T 1/2
—c [ (s =0y (B[1zmte - 2ot (1 zpe 4 250 |) 7 ds .
t

Then, by using the uniform bound (with respect to n) on Z™%* and Z¥%* and by the Holder
inequality, we obtain

1/

T 2
|III| SC/ (S _ t)fa (E [|an,t,m _ Zf,t,m|17a <1 + |X§,x|2rl+r+ra)]> ds |h|
t

(1+a)

g (1-a)/4 /4
SC/ (S _ t)_aE |:|z;t,t,l‘ _ Zf,t,a:|2} E [1 + |X§,x|2(2rl+r+roz)/(1+a)} ds |h|
t

1+a)/4 T 1-a)/4
<C sup (E [1 + ‘Xz,x’2(2rl+r+roz)/(1+a)} )( )/ / (8 _ t)—a <E’Z;L,t,x _ Zf,t,a:,Q)( )/ ds ‘h’
s€[0,T] t

T (B3+a)/4 T (1-a)/4
SC (1 + ’I_‘)(ZTI-H"-FTO()/Q </ (S _ t)—4a/(3+04)d8> <E/ lzg,t,x . Zf,tﬂ:’? dS) ‘h’
t t

—0 asn,k — oo

for all t,x € H, where in the last passage we have used Proposition 6.4. Now we know that for
all t € [0,T[, z € H the sequences (v,(t,x)),, and (VBuv,(t,)), converge and we denote by
o(t,z) and L(t,z) respectively their limits. To conclude we want to show that @ is a continuous
function, B-Gateaux differentiable with respect to =, L(t, ) = VP%(t,x), and v is a mild solution
to equation (5.1).

At first we notice that, since

o (t,2)| < C (L4 |=["h), VPt a)| <O (1 + |zf7),
where C is a constant that does not depend on n, t, x, then also

o(t,2)] <C (1 +2™),  |L(t2)| <O+ 2]),
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where C' is the same constant as before. So, by passing to the limit in (6.5), and also by applying
the dominated convergence theorem, we get

T
o(t,2) = P (6] (x) + / Poa b (5,5 (s,) I (5, )] (2)ds, (6.6)

and we can deduce that v : [0,7] x H — R is a continuous function. By differentiating (6.5), we
get for all h € =

Van(t,x)h :VBPt7T [¢n] (x) h + / VBPt S [¢n ( Sy Un (Sa ) avan (5’ ))] (x)hds
:/ bn (Z_{_B(T—t)Ax) <Q 1/2 o(T— tABh QT1/2 > (0, Qr—y) (dz)

/ / W s Z+€(S o4 z v”(s Z+e(s 04 )’van(S,Z+€(S_t)ACU))

By passing to the limit and by applying the dominated convergence theorem, we get
L(t,x)h = / 6 (2 + 7042 ) (Qr 2T Bh, Q7 Py) N (0,Qr 1) (d2)
/ / s, z+e(s DAL, 6(s, z + e V4g), L(s,z+e(sft)Aa:)>
< (QUP 4 Bh, QI PY ) N (0,Qu-1) (d2) ds
VPR 6] )0+ [ VPR (5,) L () @ ©7)

So, in particular we deduce that L : [0,7) x H — Z* is a continuous function. As a consequence
P (s,-,0(s,-),L(s,-)) is a continuous function, so by considering (6.6) and taking into account
the smoothing properties of the transition semigroup (P 7):, we deduce that v : [0,7) x H - R
is a B-Gateaux differentiable function. Taking the B-derivative in (6.6) we get for all h € =

T
VB@(tv x)h - vBPt,T [(ﬁ] (.%') h+ / VBPt,s W (37 0 (87 ) . L (87 ))] (x)hds,
t
and by comparing this equation with (6.7) we finally deduce that VP%(t,x) = L(t,x) and that
v is a mild solution to equation (5.1). It remains to show that it is the unique mild solution.
In order to show uniqueness, we notice that v(¢,x) = Yf’w, where Y solves the BSDE (3.1). It
remains to show that for every 7 € [0,T], VBo(r, X") = Z4*, where Zb* is the limit of Z™!*
in L2(Q x [0,7]), so in particular dt x dP-a.s. unless passing to a subsequence. We already
know that for every n Z""* = VBuv"(t,z), and (VPu,(t,z)), converges to VBo. Consequently
VB (1, X27) = VBG(r ,Xﬁx) dt x dP-a.s. in [0,T) x Q, and VBo(r, X£*) = ZL" P-a.s. for a.a.
€ [t,T]. Since (Y, Z) solves the BSDE (3.1), with Y;»* = 4(t, ), by previous arguments we
get Zf’gﬁ = VB%(t,2). By the same arguments of the proof of Theorem 5.1, the solution of the
Kolmogorov equation (5.1) is unique since the solution of the corresponding BSDE is unique,
and this concludes the proof of Theorem 6.3. O

We now state and prove a theorem analogous to Theorem 6.3 for the case of a Kolmogorov
equation related to a perturbed Ornstein-Uhlenbeck transition semigroup.
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In the proof of Theorem 6.3 the crucial point is the regularizing property 6.1 for the Ornstein-
Uhlenbeck transition semigroup. We recall that in [15] regularizing properties of the Ornstein-
Uhlenbeck transition semigroup are linked to regularizing properties of the perturbed Ornstein-
Uhlenbeck transition semigroup related to the process X* defined in (2.1). Namely, in order to
verify Hypothesis 6.1 for the transition semigroup of the perturbed Ornstein-Uhlenbeck process
(2.1), we usually assume that A and B satisfy Hypotheses 6.1 and 6.2. Then we suppose that
Im(F) C Im(B), namely

F(t,z) = BG(t,x) (6.8)
where G : [0,T] x H — E is bounded and Lipschitz continuous with respect to x uniformly with
respect to t, and G € G%1([0,T] x H). In such a case it has been proved in [15] that the per-
turbed Ornstein-Uhlenbeck process has the same regularizing properties than the corresponding
Ornstein-Uhlenbeck process, i.e. the process defined by (2.1) with F' = 0.
In the proof of the following theorem we will not use directly this assumption to get the regu-
larizing property of the perturbed Ornstein-Uhlenbeck transition semigroup, but an equivalent
representation of the mild solution in terms of an Ornstein-Uhlenbeck transition semigroup.
Also in this way, we have to assume that F satisfies (6.8) as well.

Theorem 6.5 Let A, B, F be the coefficients in the definition of the perturbed Ornstein- Uhlenbeck
process (2.1). Assume that Hypotheses 2.1 and 3.1 hold true, and let F satisfy (6.8) with
G € G%Y([0,T] x H) a Lipschitz continuous bounded function. Moreover assume that the
Ornstein-Uhlenbeck transition semigroup defined by (2.1) with F = 0 satisfies Hypothesis 6.1.
Then, according to Definition 5.1, equation (5.1) admits a unique mild solution.

Proof. As already mentioned, in order to prove the theorem for a perturbed Ornstein-Uhlenbeck
process, we look for an equivalent representation of the mild solution in terms of an Ornstein-
Uhlenbeck transition semigroup. To this aim, notice that, at least in the case of ¢ and %
differentiable, we can apply the Girsanov theorem in the forward-backward system

dX, = AX,;dr + BG(r,X;)dr + BdW., 1€ [t,T]

X, =z, 71€]0,t],

dYP® = —ip(r, Xb* Y IE Z80) dr + Z5F dW,, T €[0,T],
Y/]{J — (ﬁ(X;x)’

or we can follow [9]. We get that the mild solution of equation (5.1) can be represented, for all
te[0,T], x € H, as

T T
/U(t, x) = Rt,T [¢] (:C)_{_/ Rt,s [T;Z) (5’ U (Sa ) ava (5? ))] (Cﬂ)d5+/ Rt,s [VBU(S')G(S? )] (x)ds
t t
Here (Rt,T)te[QT} is the transition semigroup of the corresponding Ornstein-Uhlenbeck process

dX, = AX,dr + BdW,, 1€ lt,T],
Xt:.%', TG[O,t]

The new Hamiltonian function is given by

Y(t,x,y,2) =Yt z,y, 2) + 2G(x) (6.9)

and satisfies Hypothesis 3.1. Moreover G by our assumptions is differentiable so that

&n(tax,y, Z) = ¢n(t’x’y’ Z) + ZG($)

where v, is defined in (6.4). So we can apply Theorem 6.3, and the general case of a perturbed
Ornstein-Uhlenbeck process is covered. O
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Remark 6.6 [t is possible to show by standard approximations that results stated in Theorem
6.5 are still true by taking G only Lipschitz continuous: indeed in this case the new Hamiltonian
function ¢ defined in (6.9) still satisfies Hypothesis 3.1.

7 Application to control

7.1 Optimal stochastic control problem

We formulate the optimal stochastic control problem in the strong sense. Let (Q,F,P) be
a given complete probability space with a filtration (F;) ., satisfying the usual conditions.
{W(r),7 > 0} is a cylindrical Wiener process on H with respect to (F;), ~,. The control u is
an (F;) -predictable process with values in a closed set K of a normed space U; in the following
we will make further assumptions on the control process. Let us consider the function R: U — H
and the controlled state equation

{ dX" = [AX" + BG(X") + BR (u,)|dr + BdW,, 7€ [t,T], 1)

Xp ==

,t,:l?

The solution of this equation will be denoted by X®"* or simply by X“. X" is also called the
state, T > 0, t € [0,7T] are fixed. The special structure of equation (7.1) allows to study the
optimal control problem related by means of BSDEs and (7.1) leads to a semilinear Hamilton
Jacobi Bellman equation with the structure of the Kolmogorov equation (5.1) studied in previous
sections. The occurrence of the operator B in the control term is imposed by our techniques,
on the contrary the presence of the operator R allows more generality.

Beside equation (7.1), we define the cost

T
J(t,x,u) = E/t [g (s, X)) + g (us)]ds + Ep (XF). (7.2)

for real functions g on [0,7] x H, g on U and ¢ on H.
The control problem in strong formulation is to minimize this functional J over all admissible
controls u. We make the following assumptions on the cost J.

Hypothesis 7.1 1. g : U — R is measurable. For some 1 < q < 2 there exists a constant
c > 0 such that
0 < glu) < (1 + [u[?) (7.3)

and there exist R > 0, C > 0 such that

g(u) > Clul? for every u € K such that |u| > R. (7.4)

2. There existr € [0,q—1[, C > 0, « > 0 and > 0 such that for all (t,xz,2’) € [0,T]x Hx H

g

9(t.2) = glt. )] < (C+ Flol + S1o'F ) fo = o'

2
6() — 6] < (€ + Slal + S1a') ) | — &)

In the following we denote by Ay the set of admissible controls, that is the K-valued pre-
dictable processes such that

T
E/ lug|9dt < 4o0.
0

30



This summability requirement is justified by (7.4): a control process which is not g-summable
would have infinite cost.

We denote by J* (t,x) = infyca, J (¢, z,u) the value function of the problem and, if it exists, by
u* the control realizing the infimum, which is called optimal control.

We make the following assumptions on R.

Hypothesis 7.2 R:U — H is measurable and |R(u)| < C(1 + |u|) for every u € U.

We have to show that equation (7.1) admits a unique mild solution, for every admissible
control w.

Proposition 7.3 Let u be an admissible control and assume that Hypothesis 2.1 holds true.
Then equation (7.1) admits a unique mild solution (X);c() such that Esup cp ) |X7|? < oc.

Proof. The proof follows in part the proof of Proposition 2.3 in [7], with some differences
since in that paper the finite dimensional case is considered and the current cost g has quadratic
growth with respect to u, that is to say ¢ = 2 in (7.4) (see also the proof of Proposition 3.16 in
[17], where the case of an Ornstein-Uhlenbeck process is considered).

Asin [17], to make an approximation procedure in (7.1) we introduce the sequence of stopping
times

Tn :inf{t € [0, 7] :E/Ot lus|?ds > n} AT.
From [7], we deduce that 7, — T a.s. in an increasing way as n — +o0o. Let us define
up = wli<s, + U01t>rn, with «° € K,
and consider the equation

{ dX" = [AX" + BG (X") + BR (u")] dr + BdW,, 1€ [t,T], 75)

X' ==z

The unique mild solution of equation (7.5) is given by

XP =m0 4 / VARG (X)) ds + / eCTDABR (u) ds + / eCDABAW,
t t t

and, by standard calculations, we obtain
T T T q/2
E sup |XM1<C| =7+ IE/ et | X 1|9 ds + E/ (14 Jul|)ds + E </ eZw(S_t)d5> .
TE[,T) t t t
Since

T T
E/ (14 [u"[9)ds gﬂ«:/ (1+ |ua|7)ds + T(1 + [u]7) < +oo0,
t t

we get, by applying the Gronwall lemma, that there exists a unique mild solution such that

E | sup |X2°

T€E[t,T]

<, (7.6)

with C' that does not depend on n.

We have XJ* = X/"™! for t < 7,. Therefore there exists a process X such that X; = X}
for t <7, and X is clearly the required solution. The property E[sup,¢p; 7 |X7|?] < 400 is an
immediate consequence of (7.6). O
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We define in a classical way the Hamiltonian function relative to the above problem:

h(z) = ulglf( {g(u) + zR(u)} VzeH.

Following the proof of Lemma 3.10 in [17], we prove that Hypothesis 3.1 is satisfied.
Lemma 7.4 Let us define ¢ : [0,T] x HXxE — R by

Y(t, @, 2) = g(t, ) + h(z)
Then ¢ satisfies Hypothesis 3.1.

Proof. The proof follows by our assumptions on g in Hypothesis 7.1, and by the proof of Lemma
3.10 in [17]. We notice that the presence of BG in the forward equation can be handled in the
same way as we have done in proposition 7.3, and the polynomial growth of the hamiltonian
and of the final condition do not imply substantial changes in the proof. O

Remark 7.5 We give an example of Hamiltonian we can treat. If in the current cost we take
g(u) = |ul?, 1 < ¢ <2, and in the controlled equation we take R(u) = u, then the Hamiltonian

function turns out to be
1 1/(g—1) 1 p
va=((z) - (3))er
q q

where p > 2 is the conjugate of q. We underline the fact that our theory covers also the case
of Hamiltonian functions not exactly equal to |z|P. Also notice that the following relation holds
true: | =p — 1, with | introduced in Hypothesis 3.1.

We define
I'(z)={ueU:z2R(u)+g(u) =h(z)}. (7.7)

IfT'(z) # 0 for every z € H, then by [1] (see Theorems 8.2.10 and 8.2.11), I" admits a measurable
selection, i.e. there exists a measurable function v : H — U with y(z) € I'(2) for every z € H.

The following theorem deals with the fundamental relation for the optimal control by means
of backward stochastic differential equations.

Theorem 7.6 Assume Hypotheses 2.1, 6.1, 7.1 and 7.2 hold true. For everyt € [0,T], x € H
and for all admissible control uw we have J(t,z,u) > v(t,z), and the equality holds if and only
if, for a.a. s € [0,T[, P-a.s.

us €I’ (VB’U(S,X;L’t’x)) .

Proof. The proof follows the proof of Theorem 3.11 in [17], with some small mere modifications
due to the polynomial growth with respect to  of v and V5v, and due to the presence of BG
in the controlled state equation. O

Under assumptions of Theorem 7.6, let us define now the so called optimal feedback law:
u(s,@) = (VP0(s, X207)),  se[LT], € H.
Assume that the closed loop equation admits a solution {X,, s € [t,T]}: for all s € [0, 7]

X, =Dz + / " DAR((VBu(r, X)) dr + / UDAR(X,) dr + / e"DAB AW,
t t t
(7.8)

32



Then the pair (u = U(S,Ys),ys)se[t,ﬂ is optimal for the control problem. We notice that
existence of a solution of the closed loop equation is not obvious, due to the lack of regularity of
the feedback law u occurring in (7.8). This problem can be avoided by formulating the optimal
control problem in the weak sense, following [6] (see also [8] and [14]).

By an admissible control system we mean

(U F, (Fo)yng B W, u, X,

where W is an H-valued Wiener process, u is an admissible control and X solves the controlled
equation (7.1). The control problem in weak formulation is to minimize the cost functional over
all the admissible control systems.

Theorem 7.7 Assume Hypotheses 2.1, 6.1, 7.1 and 7.2 hold true. For everyt € [0,T], z € H
and for all admissible control systems we have J(t,x,u) > v(t,x), and the equality holds if and
only if
u, € T (VPo(r, X¥)) .
Moreover assume that the set-valued map I is non empty and let v be its measurable selection.
Then
uy = y(VBu(r, X%), P-a.s. fora.a. 7€[t,T],

s optimal.
Finally, the closed loop equation

dX¥ = [AX" + BG(X!) + BR (v (VPu(r, X¥)))| dr + BdW,, 7€ [t,T],
Xt=x, T€[0,].

admits a weak solution (Q, F, (Ft);>q,P, W, X) which is unique in law and setting
Ur =7y (VBU(T, X)),
we obtain an optimal admissible control system (W, u, X).

Proof. The proof follows from the fundamental relation stated in Theorem 7.6. The only
difference here is the solvability of the closed loop equation in the weak sense: this is a standard
application of the Girsanov theorem. Indeed, by Lemma 7.4, see also Lemma 3.10 in [17], the
infimum in the Hamiltonian is achieved in a ball of radius C(1 + |z[P~!) and so for the optimal
control u the following estimate holds true: P-a.s. and for a.a. 7 € [t,T], 0 <t < T,

fur] < COU+ 1251 = € (14 [VPu(r, XE)P1) < € (14| XEP D)

Thanks to this bound and since 7(p — 1) < 1, we can apply a Girsanov change of measure and
the conclusion follows in a standard way. O

Remark 7.8 Notice that in the present section, for the sake of simplicity, we have considered
control problems where the Hamiltonian function depends only on VPu(t,z) and not on v(t,x).
The dependence of the Hamiltonian on the value function is given by taking into account a cost
functional of the following form:

J (3,0 = E/tT [exp {/t )\(ur)dr} G (s, X" + g (us)] ds + Eexp {/tT )\(ur)dr} 6 (XL).
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In this case the Hamiltonian function is given by
Y (t.,y2) = inf {5(6:2) + 9 (u) +yAw) + 2R()} i,z € .

We also remark that we have focused our attention on a current cost defined by means of
g(t,x) + g (u), see (7.2), in order to verify the assumptions on the Hamiltonian directly thanks
to assumptions on g and g. We could consider a more general cost given by

T
Tt =E [ 305, X 0.) ds+ B0 (X3)
t
and then the Hamiltonian function becomes
Y (t,z,z) = inf {g(t,z,u) + zR(u)} Vze€ H.
ueK
Finally we remark that we could also consider a more generic R in equation (7.1) depending
also on X in a Lipschitz continuous way.

7.2 Application to a controlled wave equation

We can now consider a controlled stochastic wave equation in a complete probability space
(Q, F,P) with a filtration (F;), - satisfying the usual conditions. We consider, for0 <t <7 < T
and £ € [0, 1], the following state equation:

22y (€) = Feryr (&) + £ (§9-(9) + ur (&) + Wr ()

Yr (0) =Yr (1) =0, (7.9)
Yy (§) = 20 ().,

We (&) Jrmi= 21 (£).

W, (€) is a space-time white noise on [0, 7] x [0,1] and u, (-) is an admissible control, that is a
predictable process
<Q, FAF)rso ,IP’) L2 (0.1).

Notice that with this square integrability assumption, u satisfies the g-integrability required in
section 7. Moreover we introduce the cost functional

T 1 1
J (t,z0,1,u) = E / /0 (656,00 (6)) + 8 (us (€))] deds + E /0 b (€, yr (©)) de.

The optimal control problem is to minimize J over all admissible controls.
Hypothesis 7.9 We make the following assumptions:

1. f is defined on [0,1] X R and it is measurable. There exists a constant C > 0 such that,
for a.a. £ €10,1],
1f(&z) = fEYI<Clz—yl.
Moreover f (£,-) € C' (R).

2. §: R — R is measurable. For some 1 < q < 2 there exist a constant ¢ > 0 such that
0<g(u) < c(l+ul?),
and there exist R > 0, C' > 0 such that

g(u) > Clu|? for every w such that |u| > R.
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3. g is defined on [0, T]x[0,1] xR and for a.a. T € [0,T], € € [0,1], the map g (1,€,+) : R = R
is continuous. There existsr € [0,q—1[ such that for a.a. T € [0,T], £ € [0,1] and z,y € R,

() = (r)] < o=l (C+ Flal + 5l )

4. ¢ [0,1] x R — R and for a.a. £ € [0,1], ¢ (&,-) is uniformly continuous. Moreover there
exists r € [0,q — 1] such that for a.a. £ € [0,1] and z,y € R,

" n Qo a,
B¢ x) = dl&.y)| <la—yl (C+ Slal"+ Slul")
d. xp, 1 € L? ([0, 1])
We want to write equation (7.9) in an abstract form. We introduce the Hilbert space
H = 12([0,1)) & D (A™%) = L2 ((0,1]) @ H~* ([0, 1]).

In fact in the stochastic case the controlled wave equation does not evolve in H{ ([0,1]) @
L2 ([0,1]), see [4] and also [14]. On H we define the operator A by

D (A) = HL (0,1))@ L2 ([0,1]), A(f‘/):(_OA é><y> for every (Z)eD(A).

z z

6(( 1))@= reno

for all (Z) € H and B : I2([0,1]) — H with Bu = <2> — (?)u uw € L2([0,1)).

Thanks to Hypothesis 7.9, point 1, F' := B( satisfies Hypothesis 2.1, point 2.
Equation (7.9) can be rewritten in an abstract way as an equation in H of the following form:

We also set G : H — L*([0,1])

{ dX? = AX'dr + BG (X¥)dr + Bu,dr + BdW,, € [t,T] (7.10)

(L —
X =z,

We notice that by [14], section 6.1, the transition semigroup of the linear uncontrolled wave
equation, i.e equation 7.10 with F' = 0 and without control, satisfies Hypothesis 6.1 with o = 1/2,
and by [15], the transition semigroup of the uncontrolled wave equation, i.e equation 7.10 without
control, also satisfies Hypothesis 6.1 with o = 1/2.

Moreover, for all x = < z ) € H and for all u € L?(]0,1]), we set

s = ([aeevenac). o= ([swea).
1

o) = ([ den@ac).

0
Due to the fact that r < 1 and ¢ < 2, it is standard to show that g, g and ¢ satisfy Hypothesis
7.1.
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In abstract formulation, the cost functional can be written as

T
J(txu) = / (9 (5, X2) + glus)) ds + Eep (X2)

We solve the control problem in its weak formulation, which allows to make the synthesis of the
optimal control by solving the closed loop equation in weak sense. We define v as the solution
of the Hamilton Jacobi Bellman equation associated to the uncontrolled wave equation.

Theorem 7.10 Assume Hypothesis 7.9 holds true. For every t € [0,T], x € H and for all
admissible control systems we have J(t,z,u(-)) > v(t,x), and the equality holds if and only if

ur €T (VBU(T, X)),

where I' has been defined in (7.7). Moreover assume that the set-valued map T is non empty and
let v be its measurable selection, then

ur = y(VBu(r, X%)), P-a.s. for a.a. 7 € [t,T)

s optimal.
Finally, the closed loop equation

{ dX¥ = [AX" + BG(XY) + By (VPu(r, X*))] dr + BdW,, 1€ [t,T]
X ==z

admits a weak solution (Q, F, (.7-})1520 ,P, W, X)) which is unique in law and setting
_ B u
Ur = (V u(T, XT)) ,
we obtain an optimal admissible control system (W, u, X).

Proof. The proof follows from Theorem 7.7 by noticing that Hypothesis 2.1 and 7.1 follow by
Hypothesis 7.9, Hypothesis 7.2 is satisfied since R equals the identity, and as previously noticed
Hypothesis 6.1 is satisfied by the transition semigroup of the uncontrolled wave equation with
a=1/2. O
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