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Abstract: The study of a fractional Burgers equation arising in nonlinear acoustics is presented. The motivation comes from an elementary model of shock waves in brass wind instruments, that proves useful in musical acoustics. Such a model results from the coupling of a conservative nonlinear system with a dissipative term; here the dissipation is represented by a fractional derivative in time, for which equivalent diffusive representations can be efficiently used: in a first part, strong solutions, weak solutions and energy balances are examined. In a second part, ad hoc numerical schemes are derived, in order to capture all the physical phenomena at stake in the original model, and to get rid, as far as possible, of the spurious numerical effects which are highly undesirable: to this end, conservative schemes for hyperbolic conservation laws, diffusive realizations for the fractional derivatives and integrals, and splitting of the two are being used.
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1. INTRODUCTION

The motivation of this work comes from musical acoustics, the underlying idea being to model wind instruments from the brass family, well-known for their brassy effects, which is a typically nonlinear phenomenon. Moreover, shock waves can be developed after some critical time, depending on the amplitude of the input or of the initial condition.

Such purely nonlinear effect can be obtained by means of solution to nonlinear PDEs, such as the inviscid Burgers equation: this equation has been widely studied, both from theoretical aspect (hyperbolic equation, conservation law) and numerical aspect (conservative schemes, such as Godunov).

Now, a specific feature of wind instruments is the fact that viscous and thermal effects do play a role at the lateral walls of the duct, and contrarily to the open space case, the bounded space imposes a very specific behaviour, see e.g. Lokshin [1978], Lokshin and Rok [1978].

The one-way Burgers-Lokshin (BL) equation is the simplest model, that combines both these features (nonlinearity and fractional derivative), it has the following form:

$$\partial_t u + c \partial_x u + \varepsilon \partial_x^\alpha u + b \partial_x (u^2/2) = 0 \quad \text{for } t > 0,$$

with compactly supported initial datum $u(t = 0, x) = u^0(x)$ at $t = 0$. The coefficients are $c > 0$ the sound speed, and $\varepsilon > 0$ which takes into account the specific length of both viscous and thermal effects and the radius of the duct; moreover the fractional order $\alpha \in (0,1)$ is $\alpha = 1/2$, $b \geq 0$, or Burgers coefficient, quantifies the nonlinear effects.

Accounting for the existing literature on this sharp subject is not so easy, but we should mention first Makarov and Ochmann [1997] for a general overview, then Menguy and Gilbert [2000] for a case very close to ours, and finally Hélie and Hasler [2004], Hélie and Smet [2008] for explicit solutions of this latter case, using Volterra series. The paper is organized as follows: in § 2, strong solutions and weak solutions are defined, and a useful energy balance is proved. Then in § 3, numerical methods are presented, that allow for efficient simulation of the one-way Burgers-Lokshin equation, taking advantage of the two different underlying structures: nonlinear hyperbolic equation, together with a linear diffusive system; in § 4, the results of numerical experiments are presented and carefully explained. Finally in § 5 a conclusion is drawn on this work, and many perspectives and open questions are proposed: one concerns the proof of existence of weak solutions to the original model, e.g. in the case of discontinuous initial data, or after a shock has appeared, i.e. when no more strong solutions can be expected. In order to be self-contained, Appendix A recalls definitions
of fractional integrals and derivatives, together with their diffusive representations.

2. THEORETICAL RESULTS

2.1 Strong solutions

Let us first recall the following theorem, proved in Haddar and Matignon [2004]:

**Theorem 1.** Let \( \mathcal{H} \) be a Hilbert space, and \( A : D(A) \subset \mathcal{H} \to \mathcal{H} \) be a maximal monotone operator, and \( F : \mathcal{H} \to \mathcal{H} \) a non-linear function of \( \mathcal{H} \), such that the semi-linear evolution problem

\[
\partial_t X + AX = F(X), \quad t > 0,
\]

with \( X(0) = X_0 \in D(A) \) is well-posed, for \( t \in [0, T_{\text{max}}] \), meaning the existence and uniqueness of a strong solution \( X \in C^1([0, T_{\text{max}}]; \mathcal{H}) \cap C^0([0, T_{\text{max}}]; D(A)) \).

Then, for any two positive pseudo-differential operators \( \alpha \in \mathcal{A} \), such as the fractional integral \( I^\alpha \) in \( \mathcal{A} \), or as the fractional derivative \( D^\alpha \) in \( \mathcal{A} \), the pseudo-differential non-linear problem:

\[
\partial_t X + I^\alpha X + A X = F(X), \quad t > 0,
\]

with \( X(0) = X_0 \in D(A) \), has also a unique strong solution \( X \in C^1([0, T_{\text{max}}]; \mathcal{H}) \cap C^0([0, T_{\text{max}}]; D(A)) \) with \( T_{\text{max}} \geq T_{\text{max}} \).

**Remark 1.** For instance, the well-posedness of problem (2) is guaranteed in the case when \( F \) is locally Lipschitzian on \( \mathcal{H} \), see [Pazy, 1983, Theorem 1.4 in ch. 6].

**Remark 2.** Even though \( u \mapsto F(u) = u^2/2 \) is locally Lipschitz, care must be taken not to make use the above theorem too rapidly: unfortunately, equation (1) does not fit in this framework, since the problem is nonlinear both in \( u \) and \( \partial_t u \).

Some adequate formulation is still to be found in order to give existence and uniqueness results on strong solutions to equation (1).

2.2 Weak solutions

Moreover, since it is known that, even with \( C^\infty \) initial datum \( u^0 \), a shock (i.e. a discontinuity) may occur for \( t > 0 \) (typically at \( t = T_{\text{max}} \) or \( t = T_{\text{max}} \)), it is necessary to define generalized or weak solutions to (1).

**Definition 1.** A weak solution to (1) is a function \( u \in L^1_{\text{loc}}(\mathbb{R}^+ \times \mathbb{R}) \), of \( u^2 \in L^2_{\text{loc}}(\mathbb{R}^+ \times \mathbb{R}) \), and \( \forall \varphi \in C^1_c((-\infty, +\infty) \times \mathbb{R}) \), the following identity holds:

\[
- \int_{\mathbb{R}} u^0(0, x) \varphi(0, x) \, dx = \int_0^\infty \int_{\mathbb{R}} \left[ u_\varphi(\xi, t) + cu_\varphi(\xi, t) + b (u^2/2) \partial_x \varphi - \varepsilon u \cdot \partial_t \varphi \right] \, dx \, dt,
\]

where \( h(t) = h(-t) \), the convolution on \( \partial_t \varphi \) becoming anti-causal in the weak formulation.

**Proposition 1.** Any strong solution is necessarily a weak solution (the proof goes classically by integration by parts), whereas the converse is true only under regularity assumptions on the solution.

**Remark 3.** Existence of weak solution is still an open question. Also finding compatibility conditions, such as Rankine-Hugoniot conditions, is an open question.

2.3 Energy balance

Making use of appendix A.2, an energy density can be defined as follows:

\[
e_{\varphi}(t, x) := \frac{1}{2} \int_0^\infty \mu \varphi(\xi, t, x)^2 \, d\xi.
\]

Then, with candidate energy function for equation (1)

\[
E_{AB}(t) := \int_A^B \frac{1}{2} u(t, x)^2 + \varepsilon e_{\varphi}(t, x) \, dx,
\]

the following energy balance can be proved:

\[
\frac{d}{dt} E_{AB}(t) = - \int_A^B \varepsilon \int_0^\infty \mu \varphi(\xi, t, x)^2 \, d\xi \, dx
\]

\[
+ \left[ \frac{c u^2(t, x)}{2} + b u^3(t, x) \right]_A^B.
\]

**Proposition 2.** When \( u^0 \) is compactly supported and smooth enough, thanks to finite propagation speed, it can be inferred that equation (1) is dissipative on \( (A, B) = \mathbb{R} \).

3. NUMERICAL METHOD

Even though the theory for this equation seems not to be sufficiently mature so far, a numerical strategy has been adopted to solve (1), as follows:

(1) use a conservative numerical scheme for hyperbolic conservation laws, like Godunov, Total Variation Diminishing (TVD) or Weighted Essentially Non-Oscillatory (WENO),

(2) use Diffusive Representation (DR), that help transform fractional derivatives and integral into a system of linear ODEs,

(3) use splitting, before coupling with \( \frac{du}{dt} \), this system is solved exactly in order to avoid numerical instabilities.

3.1 A semi-discretized version for simulation

For \( 0 < \alpha < 1 \), using appendix A for classical diffusive representations (see e.g. Hélie and Matignon [2006]), or following Diethelm [2008], upon setting \( \xi = \theta^2 \), another exact diffusive representation of \( \partial_t u = I^{1-\alpha}(\partial_t u) \) can be given by:

\[
\partial_t^\alpha u(t) = \int_0^\infty \phi(\theta, t) \, d\theta,
\]

\[
\frac{d}{dt} \phi(\theta, t) = -\theta^2 \phi + \gamma \theta^{2\alpha-1} \frac{\partial u}{\partial t} \phi(\theta, t) = 0,
\]

where we have set \( \gamma = \frac{2 \sin \pi \alpha}{\pi} \). Then, the continuum (4) is discretized into

\[
\frac{d\phi_j}{dt} = -\theta_j^2 \phi_j + \gamma \theta_j^{2\alpha-1} \frac{\partial u}{\partial t} \phi_j, \quad j = 1, \ldots, N,
\]

\[
\phi_j(0) = 0.
\]

The number \( N \) of relaxation mechanisms plays a role both on the accuracy of the approximation and also on the computing cost. The determination of weights \( \mu \) and quadrature nodes \( \theta_j \) is discussed further. Combining (1)
and (5) yields the first-order system without fractional derivatives
\[
\begin{aligned}
\frac{\partial u}{\partial t} + c \frac{\partial u}{\partial x} + b \frac{\partial}{\partial x} \left( \frac{u^2}{2} \right) &= -\varepsilon \sum_{l=1}^{L} \mu_{\ell} \phi_{\ell}, \\
\frac{\partial \phi_{j}}{\partial t} + c_{a} \theta_{j}^{2\alpha - 1} \left( \frac{c \frac{\partial u}{\partial x} + b \frac{\partial}{\partial x} \left( \frac{u^2}{2} \right)}{\varepsilon} \right) &= -\theta_{j}^{2} \phi_{j} - c_{a} \theta_{j}^{2\alpha - 1} \varepsilon \sum_{l=1}^{L} \mu_{\ell} \phi_{\ell}.
\end{aligned}
\]
(6)

Taking the vector of \((N + 1)\) unknowns
\[
U = (u, \phi_{1}, \ldots, \phi_{N})^{T},
\]
the system (6) can be put in the form
\[
\frac{\partial}{\partial t} U + \frac{\partial}{\partial x} \mathcal{F}(U) = S U,
\]
where \(\mathcal{F} = (F_{1}, F_{2}, \ldots, F_{N+1})^{T}\) is the nonlinear flux function
\[
F_{1} = cu + \frac{u^2}{2}, \quad F_{j} = \gamma_{\alpha} \theta_{j}^{2\alpha - 1} F_{1}, \quad j = 2 \cdots N + 1,
\]
and \(S\) is the \((N + 1)\times(N + 1)\) diffusive matrix
\[
S = - \begin{pmatrix}
0 & \varepsilon \mu_{1} & \cdots & \varepsilon \mu_{N} \\
0 & \theta_{1}^{2} + \Omega_{\mu_{1}} & \cdots & \Omega_{\mu_{1}} \\
\vdots & \vdots & \ddots & \vdots \\
0 & \Omega_{\mu_{1}} & \cdots & \theta_{N}^{2} + \Omega_{\mu_{N}}
\end{pmatrix},
\]
(10)
with \(\Omega = \gamma_{\alpha} c\). The eigenvalues of the Jacobian matrix \(J = \mathcal{F}\) in (9) are real: \(c + bu, 0\) with multiplicity \(2N\).

**Remark 4.** These eigenvalues do not depend on the coefficients of the diffusive representation.

### 3.2 Numerical Modelling

**Numerical Scheme** In order to integrate the system (8), one introduces a uniform mesh size \(\Delta x\) and a variable time step \(\Delta t\). The approximation of the exact solution \(U(x_{j} = j \Delta x, t^{n} = t^{n-1} + \Delta t)\) is denoted by \(U_{j}^{n}\). Unsplit integration of (8) is not optimal, because the time step stability condition typically implies
\[
\Delta t \leq \min \left( \frac{\Delta x}{c_{\text{max}}} \frac{2}{\varepsilon g(S)} \right),
\]
(11)
where \(c_{\text{max}} := c + b \max_{j}(u_{j}^{n})\) is the maximum numerical velocity at time \(t^{n}\), and \(S\) is the spectral radius of \(S\) which grows in an unbounded way with \(N\), thus penalizing the standard CFL condition. Moreover, it requires to build an adequate scheme for the coupled system.

A more efficient strategy is adopted here, which consists in splitting the original system (8) into a propagative part (12a) and a diffusive part (12b)
\[
\begin{aligned}
&\frac{\partial}{\partial t} U + \frac{\partial}{\partial x} \mathcal{F}(U) = 0, \quad \text{(12a)} \\
&\frac{\partial}{\partial t} U = S U. \quad \text{(12b)}
\end{aligned}
\]
The discrete operators associated with steps (12a) and (12b) are denoted by \(H_{a}\) and \(H_{b}\), respectively. The second-order Strang splitting (see e.g. LeVeque [2002], Holden et al. [2011]) is then used between \(t^{n}\) and \(t^{n+1}\), leading to the time-marching scheme:
\[
\begin{aligned}
U_{j}^{n+1} &= H_{b} \left( \frac{\Delta t}{2} \right) U_{j}^{n}, \\
U_{j}^{(2)} &= H_{a} (\Delta t) U_{j}^{(1)}, \\
U_{j}^{n+1} &= H_{b} \left( \frac{\Delta t}{2} \right) U_{j}^{(2)}.
\end{aligned}
\]
(13)

The propagative part (12a) is solved by any standard scheme for nonlinear hyperbolic PDE:
\[
\begin{aligned}
u_{j}^{n+1} &= \nu_{j}^{n} - \frac{\Delta t}{\Delta x} \left( F_{j+1/2} - F_{j-1/2} \right), \\
\phi_{j,t}^{n+1} &= \phi_{j,t}^{n} - \gamma_{\alpha} \theta_{j}^{2\alpha - 1} \frac{\Delta t}{\Delta x} \left( F_{j+1/2} - F_{j-1/2} \right),
\end{aligned}
\]
(14)
where \(F_{j+1/2}\) is the numerical flux function of the advection-Burgers part in (9). In practice, a second-order TVD scheme with MC-limiter is used in our numerical experiments, see LeVeque [2002]. Stability analysis of (14) yields the optimal CFL condition
\[
\frac{\Delta t}{\Delta x} \leq 1.
\]
(15)
Since the physical parameters do not vary with time, the diffusive part (12b) can be solved exactly. This gives
\[
H_{b} \left( \frac{\Delta t}{2} \right) U_{j} = S \frac{\Delta t}{2} U_{j}.
\]
(16)
It is computed numerically using a (6, 6) Padé approximation in the “scaling and squaring method”, see Moler and Van Loan [2003]. If the physical parameters are constant in space, the computation is done only once at each time step, leading to a negligible computational cost. This part of the splitting is unconditionally stable, so that the global stability requirement is (15) and is not penalized by the diffusive part. In other words, the time step only depends on the advection and Burgers coefficients in (1). In particular, \(\Delta t\) does not depend on the coefficients of the diffusive representation.

**Coefficients of the Diffusive Representation** It remains to determine the \(2N\) coefficients of the diffusive representation \(\mu_{\ell}\) and \(\theta_{\ell}\) in (10). This issue is crucial both for the accuracy of the modeling and for the computational efficiency of the method, see Hélie and Matignon [2006], and Dei and Matignon [2010]. Two strategies exist for this purpose.

The first one relies on Gaussian quadratures of improper integrals (4). A Laguerre quadrature formula can be used for this purpose Flannery et al. [1992]. This technique is frequently used in the literature, see e.g. Diethelm [2008], Birk and Song [2010], ensuring \(\mu_{\ell} > 0\) and \(\theta_{\ell} > 0\). We have tried this approach, but the convergence rate is very poor. As can be shown in the limit-case of the linear regime \((b = 0)\), a large number of memory variables is required to get acceptable accuracy, which greatly increases the computational cost, see Appendix B.

When a characteristic length of the waves exists, a more efficient strategy can be proposed based on the Fourier relation (B.2). The original problem (1) and the first-order system (8) differ only in their symbol \(\chi(\omega)\): \(B.3)\) in the first case, \(B.7)\) in the second one. Adjusting them provides a mean to estimate \(\mu_{\ell}\) and \(\theta_{\ell}\). This technique is physically
meaningful, and has proven its efficiency in a previous work about poroelastic waves, see Blanc et al. [2013].

4. NUMERICAL EXPERIMENTS

A 20 m long domain is discretized on 1000 grid nodes. The celerity of advection is \( c = 300 \) m/s, and the nonlinear coefficient is \( b = 1 \) in (1). The CFL number is \( \Upsilon = 0.95 \). One takes \( N = 6 \) memory variables only in (7). The computations are initialized by a Gaussian pulse

\[
    u_0(x) = u_m \exp \left( - \left( \frac{x - x_0}{\sigma} \right)^2 \right),
\]

with amplitude of velocity \( u_m = 100 \) m/s, spatial shift \( x_0 = 1 \) m, wavelength \( \lambda = 1 \), and standard deviation \( \sigma = \frac{2 \sqrt{\ln 100}}{2} \). In the inviscid case, the smooth Gaussian pulse develops a shock in finite time, yielding a decay of energy. The initial data give the time break

\[
    t^* = \sqrt{\frac{c}{2 b u_m}} = 0.021 \text{ s}. \tag{18}
\]

Simulations are performed up to \( t = 0.04 \) s > \( t^* \), which corresponds to 769 steps in the inviscid case.

Figure 1 displays the simulations with the Gaussian pulse. In the inviscid case \( \varepsilon = 0 \) (a), one shows the initial and the final solutions. Classically, the right part of the pulse has developed a shock. Dissipative models are examined in subfigures (b-e), for various values of \( \varepsilon \) and \( \alpha \) in (1); the numerical value of the inviscid case is shown in red line for comparison. As \( \varepsilon \) and \( \alpha \) increase, the amplitude of waves decreases, and the wave slows down. The shock is also smeared. For \( \varepsilon = 10 \) and \( \alpha = 0.5 \), the shock totally disappears. In subfigure (f), one shows the time evolution of the energy

\[
    E^n := \sum_j (u^n_j)^2,
\]

and the time break (18) is denoted by a vertical dotted line. In the inviscid case, the energy \( E^n \) is constant up to \( t^* \), and then it decreases. On the contrary, dissipation occurs at all times when \( \varepsilon \neq 0 \).

Another numerical experiment, made with a door pulse as initial condition, would show the following: in the inviscid case, the door pulse splits into two parts: a rarefaction fan and a right-going shock, which decreases the energy. These two waves interact at a specific time. Observations similar to the Gaussian case could be done: decrease of amplitude and slowdown of waves when \( \varepsilon \) and \( \alpha \) increase, smearing of shock.

5. CONCLUSION AND PERSPECTIVES

In this work, the following questions have been addressed: a fractional nonlinear PDE arising in musical acoustics has been studied, weak solutions have been properly defined, an energy balance has been proved. A numerical method
to solve advection-Burgers equation with time fractional derivative has been proposed. Three parts are involved: a classical TVD scheme for nonlinear hyperbolic equations, a diffusive representation of the fractional derivatives to avoid storing past values of the solution, and a splitting to couple the previous tools in an efficient manner, see e.g. Lombard and Mercier [2013].

So far, many perspectives are left open:

- find an appropriate framework for existence and uniqueness of strong solutions.
- prove existence of weak solutions to the original model (in the sense of definition 1); it should be useful in at least two situations: in the case of discontinuous initial data, or after a shock has appeared, i.e. when no more strong solutions can be expected.
- recast this coupled model in the setting of infinite-dimensional port-Hamiltonian systems (pHs) including diffusion. Based on the energy balance derived in §2.3, and following e.g. Maschke and van der Schaft [2011], one can choose as Hamiltonian functional \( H_{\alpha}(u) := \int_{0}^{\infty} \left( \frac{\alpha}{2} \left( u_{x} \right)^{2} + b u_{x} \right) \, dx \) for the Burgers part; and using e.g. Le Gorrec and Matignon [2012], one can choose as Hamiltonian functional \( H_{\infty}^{\alpha}(\xi) := \frac{1}{\alpha} \int_{0}^{\infty} \mu_{1-\alpha}(\xi) \, \hat{\varphi}(\xi)^{2} \, d\xi \) for the diffusive part. So far, the port-Hamiltonian formulation of the infinite-dimensional coupled system does not prove straightforward.
- ensure positivity of weights \( \mu_{\ell} \) in the linear optimization procedure, since it is crucial for well-possedness of the diffusive model (6). To ensure \( \mu_{\ell} > 0 \), we will implement optimization with constraint based on Shor’s algorithm, see Rekik and Brenner [2011].
- perform a rigorous analysis of the shock zones, based e.g. on a matched asymptotic analysis as in Sugimoto [1991], to predict the width of the boundary layer. Indeed, depending on the parameters of the fractional terms, shocks are smeared or may even disappear, as shown by the numerical simulations.
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Appendix A. FRACTIONAL DERIVATIVES AND DIFFUSIVE REPRESENTATIONS

A.1 Fractional integral

Let \( u \in L^2(0,T) \), for any \( \beta \in (0,1) \), define the causal convolution kernel \( h_\beta(t) := \frac{1}{\Gamma(\beta)} t^{\beta-1} \) for \( t > 0 \), then the fractional integral of order \( \beta \in (0,1) \) of \( u \) is defined by \( I^\beta u := h_\beta * u \).

Since \( h_\beta(t) = \int_0^t \mu_\beta(\xi) e^{-\xi t} \, d\xi \), with specific weight \( \mu_\beta(\xi) = \frac{\sin(\beta \pi)}{\beta \xi} \), the fractional integral can be reformulated by the following input-output representation:

\[
y(t) = \int_0^\infty \mu_\beta(\xi) \varphi(\xi, t) \, d\xi, \tag{A.1}
\]

\[
y(t) = \int_0^\infty \mu_\beta(\xi) \varphi(\xi, t) \, d\xi. \tag{A.2}
\]

A.2 Fractional derivative

For short, fractional derivative of order \( \alpha \in (0,1) \) of \( u \) in a generalized sense is defined by \( \hat{y} = D^\alpha u = D[I^{1-\alpha} u] \), and a careful computation shows that the following input-output representation holds:

\[
\hat{y}(t) = \int_0^\infty \mu_{1-\alpha}(\xi) [u - \xi \hat{\varphi}(\xi, t)] \, d\xi. \tag{A.3}
\]

The following infinite-dimensional dynamical system can be seen as a state-space realization of the fractional derivative of order \( \alpha \):

\[
\partial_t \hat{\varphi}(\xi, t) = -\xi \hat{\varphi}(\xi, t) + u(t), \quad \hat{\varphi}(\xi, 0) = 0, \tag{A.3}
\]

\[
\hat{y}(t) = \int_0^\infty \mu_{1-\alpha}(\xi) [u(t) - \xi \hat{\varphi}(\xi, t)] \, d\xi. \tag{A.4}
\]

Appendix B. FOURIER ANALYSIS OF THE LINEAR MODEL

B.1 Full model

The Fourier transforms in time and space are denoted by

\[
\hat{w}(\omega) = \int_{-\infty}^{+\infty} w(t) e^{-i\omega t} \, dt, \quad \hat{w}(k) = \int_{-\infty}^{+\infty} w(x) e^{+i k x} \, dx. \tag{B.1}
\]

where \( \omega \) is the angular frequency and \( k \) is the wavenumber. Applying these transforms to the fractional equation (1) provides the nonlinear equation

\[
i \omega \hat{u} - i k \left( c \hat{u} + \frac{b}{2} u^2 \right) + \chi \hat{u} = 0, \tag{B.2}
\]

with the fractional derivative coefficient

\[
\chi(\omega) = \varepsilon (i \omega)^\alpha. \tag{B.3}
\]

When \( c \neq 0 \) and \( b = 0 \), one obtains the dispersion relation

\[
k = \frac{\omega}{c} - i \frac{\varepsilon}{c} (i \omega)^\alpha. \tag{B.4}
\]

It follows the phase velocity \( v := \omega / \Re k \) and the attenuation \( \beta_a := -3m(k) \):

\[
v(\omega) = \frac{c}{1 + \varepsilon \sin \left( \frac{\alpha \pi}{2} \right) \omega^{\alpha-1}}, \quad \beta_a = \frac{\varepsilon}{c} \cos \left( \frac{\alpha \pi}{2} \right) \omega^\alpha. \tag{B.5}
\]

One deduces the elementary properties:

\[
v(0) = 0, \quad \lim_{\omega \to +\infty} v(\omega) = c, \quad v'(0) > 0, \tag{B.6}
\]

\[
\beta_a(0) = 0, \quad \lim_{\omega \to +\infty} \beta_a(\omega) = +\infty,
\]

that are shown on top of figure B.1.

Fig. B.1. Dispersion curves in the linear regime (\( b = 0 \)), with \( c = 300 \, \text{m/s}, \varepsilon = 1 \) and \( \alpha = 1/2 \). Comparison between the original model (top) with fractional derivatives (1) and the diffusive representation model (6) where the coefficients are determined by optimization (bottom). The horizontal dotted line denotes \( c \). The vertical dotted lines denote the range of optimization \([\omega_{\text{min}}, \omega_{\text{max}}]\).

B.2 Discretized model

Still when \( b = 0 \), a Fourier analysis can be performed on (6). A relation similar to (B.3) is obtained, changing \( \chi \) by the diffusive representation coefficient

\[
\hat{\chi}(\omega) = \varepsilon \gamma_\alpha \sum_{\ell=1}^{N} \mu_\ell \theta_{\ell}^{2\alpha-1} \frac{i \omega}{\theta_{\ell}^2 + i \omega}, \tag{B.7}
\]

for which dispersion curves are shown on bottom of figure B.1.