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Abstract. In this paper, we continue the study of power domination in graphs (see [T. W. Haynes et al., SIAM J. Discrete Math., 15 (2002), pp. 519–529; P. Dorbec et al., SIAM J. Discrete Math., 22 (2008), pp. 554–567; A. Aazami et al., SIAM J. Discrete Math., 23 (2009), pp. 1382–1399]). Power domination in graphs was birthed from the problem of monitoring an electric power system by placing as few measurement devices in the system as possible. A set of vertices is defined to be a power dominating set of a graph if every vertex and every edge in the system is monitored by the set following a set of rules (according to Kirschoff laws) for power system monitoring. The minimum cardinality of a power dominating set of a graph is its power domination number. We show that the power domination of a connected cubic graph on n vertices different from $K_{3,3}$ is at most $n/4$ and this bound is tight. More generally, we show that for $k \geq 1$, the $k$-power domination number of a connected $(k+2)$-regular graph on $n$ vertices different from $K_{k+2,k+2}$ is at most $n/(k+3)$, where the 1-power domination number is the ordinary power domination number. We show that these bounds are tight.
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1. Introduction. In this paper we continue the study of the power domination in graphs started in [3, 13] and which is now well-studied in the literature (see, for example, [1, 2, 3, 5, 6, 7, 8, 9, 11, 12, 13, 14, 15, 16]).

For notation and graph theory terminology not defined herein, we in general follow [10]. In this paper we only consider simple graphs, which are graphs without multiple edges or loops. Let $G = (V, E)$ be a graph with vertex set $V = V(G)$, edge set $E = E(G)$, order $n(G) = |V|$, and size $m(G) = |E|$. The open neighborhood of a vertex $v \in V$ is $N_G(v) = \{u \in V \mid uv \in E\}$, and the degree of $v$ is $d_G(v) = |N_G(v)|$. The closed neighborhood of $v$ is the set $N_G[v] = N_G(v) \cup \{v\}$. The open neighborhood of a subset $S \subseteq V$ of vertices is the set $N_G(S) = \bigcup_{v \in S} N(v)$, while the closed neighborhood of $S$ is the set $N_G[S] = N_G(S) \cup S$. The open neighborhood of $v$ in the set $S$ is the set $N_S(v) = N_G(v) \cap S$, while the closed neighborhood of $v$ in the set $S$ is the set $N_S[v] = N_G[v] \cap S$. If the graph $G$ is clear from the context, we simply write $n$, $m$, $N(v)$, $N[v]$, $N(S)$, $N[S]$, and $d(v)$ rather than $n(G)$, $m(G)$, $N_G(v)$, $N_G[v]$, $N_G(S)$, $N_G[S]$, and $d_G(v)$, respectively.

The graph $G$ is a $k$-regular if $d(v) = k$ for every vertex $v \in V$. A regular graph is a graph that if $k$-regular for some $k \geq 0$. The complete bipartite graph with partite sets of cardinality $i$ and $j$ we denote by $K_{i,j}$. The graph obtained from $K_{i,j}$ by deleting one edge we denote by $K_{i,j} - e$.
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For a set \( S \subseteq V \), we let \( G[S] \) denote the subgraph induced by \( S \). The graph obtained from \( G \) by deleting the vertices in \( S \) and all edges incident with vertices in \( S \) is denoted by \( G - S \). In the special case when \( S = \{v\} \), we also denote \( G - S \) by \( G - v \) for simplicity. If \( w \in V \), then the degree of \( w \) in \( S \), denoted \( d_S(w) \), is the number of vertices in \( S \) adjacent to \( w \), that is, \( d_S(w) = |N(w) \cap S| \). In particular, \( d_V(w) = d(w) \).

The set \( S \) is an independent set (also called a stable set in the literature) if no two vertices of \( S \) are adjacent in \( G \), while the set \( S \) is a packing if the vertices in \( S \) are pairwise at distance at least 3 apart in \( G \).

For subsets \( X, Y \subseteq V \), we denote the set of edges that join a vertex of \( X \) and a vertex of \( Y \) by \([X, Y]\). Thus, \(|[X, Y]|\) is the number of edges with one end in \( X \) and the other end in \( Y \). In particular, \(|[X, X]| = m(G[X])\). If all possible edges in \([X, Y]\) are present, we say that \([X, Y]\) is full. If there is no edge in \([X, Y]\), we say that \([X, Y]\) is empty. If \( X, Y \subseteq V \), then the set \( X \) is said to dominate the set \( Y \) if \( Y \subseteq N[X] \). In particular, if \( X \) dominates \( V \), then \( N[X] = V \) and the set \( X \) is called a dominating set in \( G \). Thus if \( X \) is a dominating set in \( G \), then every vertex \( v \in V \) is either in \( X \) or adjacent to a vertex of \( X \). The domination number of \( G \), denoted by \( \gamma(G) \), is the minimum cardinality of a dominating set.

The notion of power domination in graphs was introduced in [3, 13] to model the problem of monitoring electrical networks and was first described as a graph theoretical problem in [9]. The problem has a domination flavor to it, but in addition to domination properties there is the possibility of some propagation according to Kirchhoff laws. The original definition of power domination, which required the system to monitor both edges and vertices, was simplified to the following definition independently in [5, 6].

Let \( G = (V, E) \) be a graph and let \( S \subseteq V \) be a subset of its vertices. The set monitored by \( S \), denoted by \( M(S) \), is defined algorithmically as follows:

- (domination) \( M(S) \leftarrow S \cup N(S) \),
- (propagation) as long as there exists \( v \in M(S) \) such that \( N(v) \cap (V(G) - M(S)) = \{w\} \), set \( M(S) \leftarrow M(S) \cup \{w\} \).

Equivalently, the set \( M(S) \) of vertices monitored by the set \( S \) is obtained from \( S \) as follows. Initially, the set \( M(S) \) consists of the vertices from the closed neighborhood of \( S \), that is, \( M(S) \) consists of all vertices dominated by \( S \). Thereafter we repeatedly add to \( M(S) \) vertices \( w \) that have a neighbor \( v \) in \( M(S) \) such that all the other neighbors of \( v \) are already in \( M(S) \). We continue this process until no such vertex \( w \) exists, at which stage the set monitored by \( S \) has been constructed. The set \( S \) is called a power dominating set of \( G \), abbreviated PD-set, if \( M(S) = V \) and the power domination number \( \gamma_P(G) \) is the minimum cardinality of a PD-set in \( G \).

As remarked in [4], the definition of a power dominating set implies some propagating behavior of the set of monitored vertices, a phenomenon very different from the standard domination parameter. Power domination is now well-studied in graph theory. From the algorithmic and complexity point of view, the power domination problem is known to be NP-complete [1, 2, 7, 8, 9], and approximation algorithms were given, for example, in [2]. On the other hand, linear-time algorithms for the power domination problem were given for trees [9], for interval graphs [12], and for block graphs [14]. Parameterized results were given in [11]. The exact values for the power domination numbers are determined for various products of graphs in [5, 6]. Bounds for the power domination numbers of connected graphs and of claw-free cubic graphs are given in [16], and for planar or outerplanar graphs with bounded diameter in [15].

Motivated by Azami’s [1] work on domination in graphs with bounded propagation, Chang et al. [4] defined generalized power domination in graphs. For \( k \geq 0 \) an
integer, they introduce the concept of k-power domination in graphs as a natural generalization of power domination, with correspondence when k = 1. When k = 0, their definition also generalizes usual domination, thereby unifying the seemingly unrelated notions of power domination and ordinary domination in graphs.

Definition 1.1 (monitored set). Let G = (V, E) be a graph and let S ⊆ V.
For k ≥ 0, we define the sets (P^i_G(S))_{i≥0} of vertices monitored by S at step i by the following rules:
- P^0_G(S) = N[S].
- P^{i+1}_G(S) = ∪{N[v]; v ∈ P^i_G(S) such that |N[v] \ P^i_G(S)| ≤ k}.

We remark that for i ≥ 0 we have P^i_G(S) ⊆ P^{i+1}_G(S) ⊆ V. Furthermore if a vertex v in the set P^i_G(S) has at most k neighbors outside the set, then the set P^{i+1}_G(S) contains N[v]. As observed in [4], if P^i_G(S) = P^j_G(S) for some i, then P^{i+1}_G(S) = P^{j+1}_G(S) for every j ≥ i and we accordingly define P^∞_G(S) = P^i_G(S). If the graph G is clear from the context, we simply write P^i(S) and P^∞(S) rather than P^i_G(S) and P^∞_G(S). We are now in a position to state the definition of a k-power dominating set in a graph first defined by Chang et al. [4].

Definition 1.2 (k-power dominating set). Let G = (V, E) be a graph, let S ⊆ V, and let k ≥ 0 be an integer. If P^∞_G(S) = V, then the set S is called a k-power dominating set of G, abbreviated kPD-set. The minimum cardinality of a kPD-set in G is called the k-power domination number of G, written γ_p,k(G). A γ_p,k(G)-set is a kPD-set in G of cardinality γ_p,k(G).

2. Main result. Our aim in this paper is to establish a sharp upper bound on the k-power domination number of a connected (k + 2)-regular graph in terms of its order for all k ≥ 1. Corresponding to the case when k = 1, Zhao, Kang, and Chang proved in [16] that the power domination number of connected claw-free cubic graphs is at most 5/4. Later, Chang et al. [4] generalized this result and proved that connected claw-free (k + 2)-regular graphs of order n have a k-power domination number at most \( \frac{n}{k+2} \). In this paper, we prove that the claw-free condition can be dropped, and thus prove the following result.

Theorem 2.1. Let k ≥ 1 and let G be a connected (k + 2)-regular graph of order n. If G ≠ K_{k+2,k+2}, then γ_p,k(G) ≤ n/(k + 3), and this bound is tight.

We remark that as a special case of Theorem 2.1 when k = 1, we have that if G ≠ K_{3,3} is a connected cubic regular graph of order n, then γ_p(G) ≤ n/4, and this bound is tight. Note also that the k-power domination number of the only exception to the general bound is γ_p(K_{k+2,k+2}) = 2 = \( \frac{n+2}{k+3} \). A proof of Theorem 2.1 is presented in section 5. First we construct a special family of graphs in section 3. In order to present a proof of Theorem 2.1, we shall need the concept of an (A, B)-configuration in a graph which we define in section 4. In that section, we establish important properties of (A, B)-configurations that we shall need in the proof of our main result. Throughout the rest of the paper k will denote a positive integer.

3. The family F_k. In this section, we define a special family F_k of graphs as follows (see Figure 3.1).

Definition 3.1 (the family F_k). For k ≥ 2, let F_k be a graph on 2k + 5 vertices constructed as follows. Let two independent sets X_1 and X_2 of order k + 1 form together with three vertices u, x, and y the set of vertices of F_k. Join by an edge every vertex of X_2 to x, and every vertex of X_1 to y. Join u to any k + 2 vertices in X_1 ∪ X_2. Finally, add edges arbitrarily between X_1 and X_2 so that every vertex of X_1 ∪ X_2 reaches degree k + 2, (i.e., for i ∈ {1, 2}, every vertex in X_i is adjacent to
Fig. 3.1. A graph of the family $F_k$.

$k + 1$ vertices in $X_{3-i} \cup \{u\}$ and to either $x$ or $y$). Note that this is possible only if $k$ is even and the neighbors of $u$ are equally distributed among $X_1$ and $X_2$. Thereafter, every vertex in $V(F_k)$ is of degree $k + 2$ except for $x$ and $y$, which are of degree $k + 1$.

We call the vertex $u$ the focal vertex of $F_k$. For $k \geq 2$, let $F_k$ be the family of all such graphs $F_k$.

Definition 3.2 (a subgraph of type-$F_k$). If a graph $G$ has a subgraph, not necessarily induced, that is isomorphic to a graph in the family $F_k$, then we call such a subgraph of $G$ a subgraph of type-$F_k$.

4. $(A, B)$-configurations. In this section, we define an $(A, B)$-configuration in a graph, a key concept to prove our main result, namely, Theorem 2.1.

Definition 4.1 ($(A, B)$-configurations). Let $G$ be a connected $(k + 2)$-regular graph. For subsets $A$ and $B$ of vertices in $G$, we define the subgraph $G[A \cup B]$ of $G$ induced by the sets $A \cup B$ to be an $(A, B)$-configuration if the following four properties hold:

(P1) $|A| \in \{k + 1, k + 2\}$.

(P2) $B = N(A) \setminus A$.

(P3) $d_A(v) = k + 1$ for each vertex $v \in B$.

(P4) $B$ is an independent set.

Note that if a graph contains a subgraph of type-$F_k$, then it contains at least two $(A, B)$-configurations: one where $A = X_2 \cup \{u\}$ and $B = X_1 \cup \{x\}$, and another where $A' = X_1 \cup \{u\}$ and $B' = X_2 \cup \{y\}$. Also, a subgraph isomorphic to $K_{k+2,k+2-e}$, say, with bipartition $V = (X \cup \{x\}, Y \cup \{y\})$ and $e = xy$, contains two $(A, B)$-configurations: one where $A = X$ and $B = Y \cup \{y\}$, and another where $A' = Y$ and $B' = X \cup \{x\}$. These two examples will prove key in the following.

We next establish three additional properties of an $(A, B)$-configuration that will prove to be useful.

Lemma 4.2. Let $G$ be a connected $(k+2)$-regular graph and let $A$ and $B$ be subsets of vertices in $G$ that induce an $(A, B)$-configuration. Then the following properties hold:

(P5) $d_B(v) \geq 1$ for each vertex $v \in A$.

(P6) If $k$ is odd, then $|A| = k + 1$.

(P7) $|B| \leq k + 2$.

Proof. (P5) Let $v \in A$. By the regularity of $G$, we have $d(v) = k + 2$. Further, since $|A| \leq k + 2$ by property (P1), we note that $d_A(v) \leq |A| - 1 \leq k + 1$. By property (P2), every neighbor of $v$ not in $A$ belongs to $B$, and so $k + 2 = d(v) = d_A(v) + d_B(v) \leq k + 1 + d_B(v)$, implying that $d_B(v) \geq 1$. 


Suppose that \(k\) is odd but \(|A| = k + 2\). We reach a contradiction by double counting the number of edges in \([A, B]\) as follows. By property (P3), we have that
\[
|\{A, B\}| = |B| \times (k + 1),
\]
while summing the degrees of vertices in \(A\), we have by property (P2) that
\[
|\{A, B\}| = |A| \times (k + 2) - 2 \times |\{A, A\}| = (k + 2)^2 - 2|\{A, A\}|.
\]
Hence,
\[
(4.1) \quad (k + 1)|B| = (k + 2)^2 - 2|\{A, A\}|.
\]

By assumption, \(k\) is odd, and so \((k + 1)|B|\) is even, whereas \((k + 2)^2 - 2|\{A, A\}|\) is odd. Hence, the left hand side of equality \((4.1)\) is odd, while the right hand side is even, a contradiction. Therefore if \(k\) is odd, and then \(|A| \neq k + 2\), implying by property (P1) that \(|A| = k + 1\). This proves property (P6).

(P7) To prove property (P7), we consider two cases depending on the order of \(|A|\). Suppose that \(|A| = k + 1\). Then by property (P3), we have that \(d_A(v) = k + 1\) for each vertex \(v \in B\), implying that \(N_A(v) = A\) for each \(v \in B\). Hence, if \(y \in A\), then \(B \subseteq N(y)\), and so \(k + 2 = d(y) = d_A(y) + d_B(y) = d_A(y) + |B|\), implying that \(|B| = k + 2 - d_A(y) \leq k + 2\). Hence, we may assume that \(|A| = k + 2\), for otherwise \(|B| \leq k + 2\), as desired. But then equality \((4.1)\) holds as shown in the proof of property (P6). If \(k\) is odd, then as before the left hand side of equality \((4.1)\) is even, while the right hand side is odd, a contradiction. Hence, \(k\) is even. Thus, the right hand side of equality \((4.1)\) is even, implying that \(|B|\) is even since \(k + 1\) is odd. Further, by equality \((4.1)\), we have that
\[
|B| = \frac{(k + 2)^2}{k + 1} - \frac{2|\{A, A\}|}{k + 1} \\
\leq \frac{(k + 2)^2}{k + 1} \\
= k + 3 + \frac{1}{k + 1} \\
\leq k + 3
\]
as \(k > 0\). However, \(|B|\) is even and \(k + 3\) is odd, implying that \(|B| \leq k + 2\), as desired.

Throughout the rest of this section 4 on \((A, B)\)-configurations, we let \(G = (V, E)\) be a connected \((k + 2)\)-regular graph of order at least \(2k + 4\). Further, we let \(A\) and \(B\) be subsets of vertices in \(G\) that induce an \((A, B)\)-configuration and let \(A'\) and \(B'\) be subsets of vertices in \(G\) that induce an \((A', B')\)-configuration, where \(A \neq A'\). We proceed further with seven key lemmas about structural properties of \((A, B)\)-configurations.

**Lemma 4.3.** The following properties hold in the graph \(G\):

(a) If \(|A \cap A'| > 1\), then \(B \cup B' \subseteq A \cup A' \cup (B \cap B')\).

(b) If \(|A \cap A'| > 1\), then \(B \cap B' \neq \emptyset\).

(c) If \(|A \cap A'| \geq 1\), then \(|A \cap A'| \in \{1, k + 1\}\).

**Proof.** (a) Suppose \(|A \cap A'| > 1\). Let \(u\) and \(v\) be two distinct vertices in \(A \cap A'\).

By properties (P1) and (P3), every vertex in \(B\) is adjacent to at least one of \(u\) and \(v\),
implying that \( B \subseteq N(u) \cup N(v) \). Analogously, \( B' \subseteq N(u) \cup N(v) \). Since \( \{u, v\} \subseteq A \), we note that \( N(u) \cup N(v) \subseteq A \cup B \) by property (P2). Analogously, since \( \{u, v\} \subseteq A' \) we have that \( N(u) \cup N(v) \subseteq A' \cup B' \). Therefore, \( B \cup B' \subseteq N(u) \cup N(v) \subseteq (A \cup B) \cap (A' \cup B') \).

Part (a) now follows from the observation that \((A \cup B) \cap (A' \cup B') \subseteq A \cup A' \cup (B \cap B')\).

(b) Suppose \( |A \cap A'| > 1 \). We show that \( B \cap B' \neq \emptyset \). For the sake of contradiction, assume that \( B \cap B' = \emptyset \). Then by part (a), \( B \cup B' \subseteq A \cup A' \). Thus by property (P2), \( N(A \cup A') \subseteq A \cup A' \cup (B \cup B') \subseteq A \cup A' \). Hence, the connectivity of \( G \) implies that the vertices of \( A \cup A' \) induce the whole graph, i.e., \( G = G[A \cup A'] \). Further, by property (P1) and since \( |A \cap A'| \geq 2 \) by assumption, we have that \( |V| = |A \cup A'| = |A| + |A'| - |A \cap A'| \leq (k + 2) + (k + 2) - 2 = 2k + 2 \). This contradicts our assumption that \( |V| \geq 2k + 4 \). Therefore, \( B \cap B' \neq \emptyset \), establishing part (b).

(c) Suppose \( |A \cap A'| \geq 1 \). If \( |A \cap A'| = 1 \), then part (c) is immediate. Hence, we may assume that \( |A \cap A'| \geq 2 \), for otherwise there is nothing to prove. By part (b), \( B \cap B' \neq \emptyset \). Let \( x \in B \cap B' \). By property (P3), \( d_A(x) = k + 1 \) and \( d_{A'}(x) = k + 1 \). Hence, \( \quad k + 2 = d(x) \geq d_{A \cup A'}(x) = d_A(x) + d_{A'}(x) - d_{A \cap A'}(x) = 2(k + 1) - d_{A \cap A'}(x) \), and so \( d_{A \cap A'}(x) \leq k \). However, since \( |A \cap A'| = k \), we note that \( d_{A \cap A'}(x) \leq k \). Consequently, \( d_{A \cup A'}(x) = k \). Hence, we must have equality throughout the inequality chain (4.2). In particular, \( d(x) = d_{A \cup A'}(x) \). Since \( d_A(x) = d_{A'}(x) = k + 1 \) and \( d_{A \cap A'}(x) = k \), we have that \( d_{A \setminus A}(x) = 1 \) and \( d_{A' \setminus A}(x) = 1 \). Since \( d(x) = k + 2 \), we note that \( x \) has no further neighbors in \( G \). Since \( x \) is an arbitrary vertex in \( B \cap B' \), we therefore have that every vertex in \( B \cap B' \) is adjacent to every vertex in \( A \cap A' \) and to exactly one vertex in each of the sets \( A \setminus A' \) and \( A' \setminus A \). In particular, each vertex in \( B \cap B' \) has no neighbor in \( V \setminus (A \cup A') \). Thus, \( N(B \cap B') \subseteq A \cup A' \). By Lemma 4.3(a), \( B \cup B' \subseteq A \cup A' \cup (B \cap B') \). Therefore, by the connectivity of \( G \) we deduce that the vertices of \( A \cup A' \cup (B \cap B') \) induce the whole graph, i.e., \( G = G[A \cup A' \cup (B \cap B')] \).

We consider once again the vertex \( x \in B \cap B' \). As observed earlier, \( d_{A \setminus A}(x) = 1 \) and \( d_{A' \setminus A}(x) = 1 \). Let \( u \) be the unique vertex in \( N_{A \setminus A}(x) \) and let \( v \) be the unique vertex in \( N_{A' \setminus A}(x) \). If \( u \in B' \), then there is an edge joining two vertices in \( B' \), namely the edge \( uv \), contradicting the independence of the set \( B' \) by property (P4). Hence, \( u \notin B' \), implying that \( u \) is not adjacent to any vertex in \( A' \). However, by Lemma 4.3(a), \( B \cup B' \subseteq A \cup A' \cup (B \cap B') \). Hence, since \( N(u) \cap (A' \cup \{u\}) = \emptyset \) and \( N(u) \subseteq A \cup B \), we have that \( N(u) \subseteq (A \setminus (A' \cup \{u\})) \cup (B \cap B') \). However, \( |A \setminus (A' \cup \{u\})| \leq 1 \). Thus,

\[
(3.3) \quad k + 2 = d(u) = d_{A \setminus (A' \cup \{u\})}(u) + d_{B \cap B'}(u) \leq 1 + d_{B \cap B'}(u),
\]

and so \( d_{B \cap B'}(u) \geq k + 1 \), implying that \( |B \cap B'| \geq k + 1 \).

Suppose that \( |B \cap B'| = k + 1 \). Then, \( d_{B \cap B'}(u) = k + 1 \) and we must have equality throughout the inequality chain (3.3). In particular, \( d_{A \setminus (A' \cup \{u\})}(u) = 1 \). However,
\(|A| \leq k + 2\) and \(|A \cap A'| = k\), and so \(|A \setminus A'| = 2\) and \(|A| = k + 2\). Let \(y\) be the vertex of \(A \setminus A'\) adjacent to \(u\), and so \(A \setminus A' = \{u, y\}\) and \(uy \in E\). Analogously, we have that \(v \notin B\), \(v\) is not adjacent to any vertex in \(A\), \(d_{B \cap B'}(v) = k + 1\), and \(v\) is adjacent to a vertex, \(z\), say, in \(A' \setminus A\). Thus, \(A' \setminus A = \{v, z\}\) and \(vz \in E\). Hence, every vertex in \(B \cap B'\) is adjacent to the \(k\) vertices in \(A \cap A'\) and to both \(u\) and \(v\) (and thus to no other vertices). Since \(v\) is not adjacent to any vertex in \(A\), we note that \(vy \notin E\). Thus, \(N(y) \subseteq (A \cap A') \cup \{u, z\}\), and so \(k + 2 = d(y) \leq |A \cap A'| + 2 = k + 2\), implying that we must have equality throughout this inequality chain and therefore \(N(y) = (A \cap A') \cup \{u, z\}\). Analogously, \(N(z) = (A \cap A') \cup \{v, y\}\). But then each vertex in \(A \cap A'\) is adjacent to both \(y\) and \(z\) and to the \(k + 1\) vertices in \(B \cap B'\) and therefore has degree at least \(k + 3\), contradicting the \((k + 2)\)-regularity of \(G\). Hence, \(|B \cap B'| \geq k + 2\). Consequently, by property (P7), \(|B \cap B'| = k + 2\) and \(B \cap B' = B = B'\).

We show next that \(|A| = k + 1\). Assume, to the contrary, that \(|A| = k + 2\). Then, \(|A \setminus A'| = 2\). Let \(y\) denote the vertex in \(A \setminus A'\) distinct from \(u\), and so \(A \setminus A' = \{u, y\}\). Since \(\{u, y\} \subseteq A\), we note by property (P2) that neither \(u\) nor \(y\) belong to \(B\). Thus since \(B = B'\), neither \(u\) nor \(y\) belong to \(B'\), implying that \(u\) and \(y\) are not adjacent to any vertex in \(A'\). Every vertex in \(B \cap B'\) is adjacent to the \(k\) vertices in \(A \cap A'\) and to exactly one of \(u\) and \(y\). Hence, defining \(\delta_E(e) = 1\) when \(e \in E\) and 0 otherwise, we have that

\[
2k + 4 = d(u) + d(y) = |\{u, y\} \cap B| + 2\delta_E(uy) = |B \cap B'| + 2\delta_E(uy) \leq k + 4,
\]

and so \(k \leq 0\), contradicting our assumption that \(k \geq 2\). Hence, \(|A| = k + 1\). Analogously, \(|A'| = k + 1\). Thus, \(A \setminus A' = \{u\}\) and \(A' \setminus A = \{v\}\). From our earlier observations, \(|B \cap B'| = k + 2\) and every vertex in \(B \cap B'\) is adjacent to the \(k\) vertices in \(A \cap A'\) and to both \(u\) and \(v\), implying by the \((k + 2)\)-regularity of \(G\) that \(G = K_{k+2,k+2}\).

**Lemma 4.5.** If \(|A \cap A'| = k + 1\), where \(k \geq 1\), then \(\gamma_v(\gamma_v(G)) = 1\).

**Proof.** Suppose \(|A \cap A'| = k + 1\), where \(k \geq 1\). In particular, \(|A \cap A'| \geq k\). By assumption, \(A \neq A'\). Renaming the sets \(A\) and \(A'\), if necessary, we may assume that there exists a vertex \(x \in A \setminus A'\). By property (P1), \(|A| \leq k + 2\), and so \(|A| = k + 2\) and \(A = (A \cap A') \cup \{x\}\). By property (P5), \(d_B(x) \geq 1\). Let \(y \in N_B(x)\).

Suppose \(y \notin B \cap B'\). Since \(y \in B\), by property (P2), \(y \notin A\). Hence, by Lemma 4.3(a) we have that \(y \in A' \setminus A\). This is true for every neighbor of \(x\) in \(B \setminus B'\). Since \(x \notin A'\), we note that \(x \in B'\). By property (P4), the set \(B'\) is an independent set, and so \(x\) is not adjacent to any vertex in \(B \cap B'\). Since \(x \in A\), we have that \(N(x) \subseteq A \cup B\) and every neighbor of \(x\) in \(B\) belongs to the set \(A \setminus A\). We deduce, therefore, that \(N(x) \subseteq (A \cap A') \cup (A' \setminus A) = A'\), and so \(k + 2 = d(x) = d_{A'}(x) \leq |A'| \leq k + 2\). Hence, we must have equality throughout this inequality chain. In particular, \(d_{A'}(x) = k + 2\). However, \(x \in B'\), and so by property (P3), \(d_{A'}(x) = k + 1\), a contradiction. Therefore, \(y \in B \cap B'\). This is true for every neighbor of \(x\) in \(B\), and so \(N_B(x) \subseteq B \cap B'\).

By property (P3), \(d_A(y) = k + 1\), and so the vertex \(y\) is adjacent to exactly \(k\) vertices in \(A \cap A'\). Further, \(d_{A'}(y) = k + 1\), implying that \(y\) is adjacent to a vertex in \(A' \setminus A\), say \(z\). Since \(|A'| \leq k + 2\), we therefore have that \(|A'| = k + 2\) and \(A' \setminus A = \{z\}\). By property (P4), the set \(B\) is an independent set. Hence, since \(z\) is adjacent to a vertex in \(B\), namely, to the vertex \(y\), we note that \(z \notin B\). Thus, \(z\) is not adjacent to any vertex of \(A\), and so \(xz \notin E\) and \(z\) is not adjacent to any vertex in \(A \cap A'\). An analogous argument as with the vertex \(x \in A \setminus A'\) shows that for the vertex \(z \in A' \setminus A\),
we have \( N_B(z) \subseteq B \cap B' \). Since \( (A' \cup A) \setminus \{z\} = A \) and \( z \) is adjacent to no vertex in \( A \), we have that \( N(z) \subseteq B \cap B' \). By property (P7), \( |B \cap B'| \leq k + 2 \), implying by the \((k + 2)\)-regularity of \( G \) that \( N(z) = B \cap B', |B \cap B'| = k + 2 \), and \( B = B' = B \cap B' \).

Analogously, \( N(x) = B \cap B' \). Thus every vertex in \( B \cap B' \) is adjacent to exactly \( k \) vertices in \( A \cap A' \) and to both \( x \) and \( z \). Hence, \( N(B \cap B') \subseteq A \cup A' \). By Lemma 4.3(a), \( B \cap B' \subseteq A \cup A' \cup (B \cap B') \). Therefore, by the connectivity of \( G \) we deduce that the vertices of \( A \cup A' \cup (B \cap B') \) induce the whole graph, i.e., \( G = G[A \cup A' \cup (B \cap B')] \).

We now double count the edges in the set \([A \cap A', B \cap B']\). First counting the edges emanating from \( B \cap B' \), we have

\[
||[A \cap A', B \cap B']|| = |B \cap B'| \times k = k(k + 2).
\]

Counting the edges emanating from \( A \cap A' \), we have

\[
|[A \cap A', B \cap B']| = |A \cap A'| \times (k + 2) - (2 \times |A \cap A', A \cap A'|)
= (k + 1)(k + 2) - \sum_{u \in A \cap A'} d_{A \cap A'}(u).
\]

Therefore,

\[
\sum_{u \in A \cap A'} d_{A \cap A'}(u) = k + 2.
\]

Since \(|A \cap A'| = k + 1\), there exists a vertex \( v \in A \cap A' \) with \( d_{A \cap A'}(v) \geq 2 \). Let \( u \) and \( w \) be two neighbors of \( v \) in \( A \cap A' \). We show that \( \{v\} \) is a kPD-set in \( G \). As observed earlier, every vertex in \( B \cap B' \) is adjacent to exactly \( k \) vertices in \( A \cap A' \). Equivalently, every vertex in \( B \cap B' \) is not adjacent to exactly one vertex in \( A \cap A' \). Let \( u' \) and \( w' \) be the vertices in \( B \cap B' \) not adjacent to \( u \) and \( w \), respectively. Thus, \( u' \) is adjacent to every vertex of \( A \cap A' \) different from \( u \) (among which \( w \), implying \( u' \neq w' \)), while \( w' \) is adjacent to every vertex of \( A \cap A' \) different from \( w \). In particular, since \( uvw' \in E \), we have that \( w' \in P^0(\{v\}) \). Since \( uvw' \in E \), we note that \( |N[w'] \cap P^0(\{v\})| \leq d(w') - 2 = k \), and so \( |N[w'] \subseteq P^1(\{v\})| \). In particular, \( \{x, z\} \subseteq P^1(\{v\}) \). Analogously, \( u' \in P^0(\{v\}) \) and \( N[u'] \subseteq P^1(\{v\}) \). Hence, \( |N[x] \setminus P^1(\{v\})| \leq |(B \cap B') \setminus \{u', w'\}| = k \), and so \( N[x] \subseteq P^2(\{v\}) \). Therefore, \( V = N[x] \cup N[w'] \cup \{w\} \subseteq P^2(\{v\}) \), and so \( \{v\} \) is a kPD-set in \( G \). Thus, \( \gamma_{P,k}(G) = 1 \).

**Lemma 4.6.** If \( |A \cap A'| = 1 \), then either \( G[A \cup A' \cup B \cup B'] \) is a subgraph of \( G \) of type-\( F_k \) or \( k = 1 \) and \( G = K_{3,3} \).

**Proof.** Suppose \( |A \cap A'| = 1 \) and let \( A \cap A' = \{u\} \). We proceed further with a series of four claims.

**Claim I.** If \( A' \cap B = \emptyset \) or \( A \cap B' = \emptyset \), then \( G = K_{3,3} \).

**Proof.** Suppose that \( A' \cap B = \emptyset \). By property (P5), the vertex \( u \) is adjacent to a vertex in \( B \), say \( v \). Since \( v \not\in A' \) and \( v \) is adjacent to a vertex of \( A' \), we note that \( v \in B' \), and so \( v \in B \cap B' \). By property (P3), \( d_A(v) = d_{A'}(v) = k + 1 \). Hence, \( k + 2 = d(v) \geq d_{A \cup B \cup B'}(v) = d_A(v) + d_{A'}(v) - d_{A \cup A'}(v) = 2(k + 1) - 1 = 2k + 1 \), and so \( k \leq 1 \). Consequently, \( k = 1 \), and therefore by property (P6) we have that \( |A| = |A'| = k + 1 = 2 \). Thus by property (P3), every vertex in \( B \) is adjacent to both vertices in \( A \). In particular, every vertex in \( B \) is adjacent to the vertex \( u \). Since \( u \in A' \) and \( A' \cap B = \emptyset \), this implies that \( B \subseteq B' \) and every vertex in \( B \) is adjacent to both vertices in \( A' \). Analogously, \( B' \subseteq B \). Consequently, \( B = B' = B \cap B' \). Since \( k = 1 \), we note that \( G \) is a 3-regular graph. Therefore, since each vertex in \( B \cap B' \) is adjacent to all three vertices in \( A \cup A' \), we have that \( N(v) = A \cup A' \) for each vertex
v ∈ B ∩ B'. The connectivity of G implies that the vertices of A ∪ A' ∪ (B ∩ B') induce the whole graph, i.e., G = G[A ∪ A' ∪ (B ∩ B')]. Let |B ∩ B'| = ℓ. By property (P7), we note that 1 ≤ ℓ ≤ 3 since k = 1. Since G is 3-regular and every vertex in B ∩ B' is adjacent to every vertex in A ∪ A', the set [A ∪ A', B ∩ B'] is full, implying that the graph G[A ∪ A'] is a (3 − ℓ)-regular graph. Hence, since |A ∪ A'| = 3, we note that 3 − ℓ is even, and so ℓ ∈ {1, 3}. If ℓ = 1, then G = K4 and so |V| = 4, contradicting the assumption that |V| ≥ 2k + 4 = 6. Therefore, ℓ = 3 and G = K3,3. Analogously, if A ∩ B' = ∅, then G = K3,3. □

By Claim I, we may assume that A' ∩ B ≠ ∅ and B' ∩ A ≠ ∅, for otherwise G = K3,3 and we are done.

Claim II. |A ∩ B'| ≥ k and |A' ∩ B| ≥ k.

Proof. By assumption, A' ∩ B ≠ ∅. Let v ∈ B ∩ A'. By property (P3), dA(v) = k + 1, and by property (P2), N(v) ⊆ A' ∩ B'. Hence, since |A ∩ A'| = 1 and the vertex v is adjacent to at least k vertices of A \ A' (= A \ {u}), we have that |A ∩ B'| ≥ k. Analogously, |A' ∩ B| ≥ k. □

Claim III. A \ (A' ∪ B') = ∅ and A' \ (A ∪ B) = ∅.

Proof. For the sake of contradiction, assume that |A \ (A' ∪ B')| ≥ 1. By Claim II, |A ∩ B'| ≥ k. Thus since |A ∩ A'| = 1 and A' ∩ B' = ∅, we have that k + 2 ≥ |A| = |A \ (A' ∪ B')| + |A ∩ B'| + |A ∩ A'| ≥ 1 + k + 1 = k + 2. Hence, we must have equality throughout this inequality chain, implying that |A| = k + 2, |A \ (A' ∪ B')| = 1, and |A ∩ B'| = k. In particular since |A| = k + 2, we have by property (P6) that k is even, and so k ≥ 2. Let A \ (A' ∪ B') = \{x\}, and so A = \{u, x\} \ (A ∩ B'). Since the vertex x has no neighbors in A', we note that all k + 2 neighbors of x belong to the set (A \ A') ∪ (B \ A'). Thus, since |A| = k + 2 and since |B| ≤ k + 2 by property (P7), we have that

\[ k + 2 = d(x) = d_{A \setminus A'}(x) + d_{B \setminus A'}(x) \leq |A \setminus \{u, x\}| + |B \setminus A'| = k + |B| − |A' \cap B| ≤ k + (k + 2) − k = k + 2. \]

Consequently, we must have equality throughout the above inequality chain, implying that |A \ \{u, x\}| = k, |A' \cap B| = k and |B \ A'| = 2. Further, A \ \{u, x\} = A ∩ B' ⊆ N(x). Let B' \ A' = \{y, z\}. By property (P3), dA(y) = k + 1. Since k ≥ 2, the vertex y therefore has a neighbor in A ∩ B', say, w. Since w ∈ B', by property (P3), dA'(w) = k + 1. However, w is adjacent to x and y, neither of which belong to A'. Hence, d(w) ≥ dA'(w) + 2 ≥ k + 3, a contradiction. Therefore, A \ (A' ∪ B') = ∅. Analogously, A' \ (A ∪ B) = ∅. This completes the proof of Claim III. □

By Claim III, A \ (A' ∪ B') = ∅, and so A ⊆ A' ∪ B'. Further, by Claim III, A' \ (A ∪ B) = ∅, and so A' ⊆ A ∪ B.

Claim IV. B' \ (A ∪ B) ≠ ∅ and B \ (A' ∪ B') ≠ ∅.

Proof. Suppose that B' ⊆ A ∪ B. By Claim II, |A' ∩ B| ≥ k. Let v ∈ A' ∩ B. Since v ∈ A', by property (P2) we note that N(v) ⊆ A' ∪ B'. As observed earlier, A' ⊆ A ∪ B. By assumption, B' ⊆ A ∪ B. Hence, A ∩ B' ⊆ A ∪ B, and so N(v) ⊆ A ∪ B and dA∪B(v) = d(v) = k + 2. However, v ∈ B, and by property (P4) the set B
is an independent set, implying that $d_B(v) = 0$ and $d_A(v) = k + 2$, contradicting property (P3). Hence, $B' \setminus (A \cup B) \neq \emptyset$. Analogously, $B \setminus (A' \cup B') \neq \emptyset$.

By Claim IV, $B' \setminus (A \cup B) \neq \emptyset$ and $B \setminus (A' \cup B') \neq \emptyset$. Let $x \in B \setminus (A' \cup B')$ and let $y \in B' \setminus (A \cup B)$. Set $X_1 = A' \setminus \{u\}$ and $X_2 = A \setminus \{u\}$. Since $A \cap A' = \{u\}$ and $A \subseteq A' \cup B'$ while $A' \subseteq A \cup B$, we note that $X_1 = A' \cap B$ and $X_2 = A \cap B'$. Since $x \in B$, by property (P3) we have $d_A(x) = k + 1$. However, $x \notin A' \cup B'$, and so $N(x) \cap A' = \emptyset$. Hence, $N_A(x) \subseteq A \setminus \{u\} = X_2$, implying that $|X_2| = k + 1$ and $x$ is adjacent to every vertex of $X_2$. Since $\{y\} \cup X_2 \subseteq B'$ and $|B'| \leq k + 2$ by property (P7), we have that $|B'| = k + 2$ and $B' = \{y\} \cup X_2$. Analogously, $|X_1| = k + 1$, $|B| = k + 2$, $B = \{x\} \cup X_1$, and $y$ is adjacent to every vertex in $X_1$. In particular, we have that $\{u, x, y\} \cup X_1 \cup X_2$ is a partition of the set $A \cup A' \cup B \cup B'$. The vertex $u$ is adjacent to neither $x$ nor $y$, and so $N(u) \subseteq X_1 \cup X_2$. By the $(k + 2)$-regularity of $G$, the vertex $u$ therefore has $k + 2$ neighbors in $X_1 \cup X_2$. Since $X_1 \subseteq B$ and $X_2 \subseteq \{u\}$, by property (P3) every vertex in $X_1$ has $k + 1$ neighbors in $X_2 \cup \{u\}$. Analogously, every vertex in $X_2$ has $k + 1$ neighbors in $X_1 \cup \{u\}$. Therefore, $G[A \cup A' \cup B \cup B']$ contains a subgraph of type-$F_k$. We remark that if $xy \notin E$, this subgraph is an induced subgraph of $G$. This completes the proof of Lemma 4.6.

**Lemma 4.7.** If $|B \cap B'| \geq 1$, then $|A \cap A'| \geq k$.

**Proof.** Suppose $B \cap B' \neq \emptyset$. By property (P3), $d_A(u) = k + 1$ and $d_A'(u) = k + 1$. Hence, $k + 2 = d(u) \geq d_{A \cup A'}(u) = d_A(u) + d_A'(u) = 2(k + 1)$, and so $d_{A \cup A'}(u) \geq k$.

**Lemma 4.8.** If $A \cap A' = \emptyset$ and $A \cap B' \neq \emptyset$, then the graph $K_{k+2,k+2} - e$ is a spanning subgraph of $G[A \cup A' \cup B \cup B']$.

**Proof.** Suppose $A \cap A' = \emptyset$ and $A \cap B' \neq \emptyset$. Let $x \in A \cap B'$. Since $x \in B'$, by property (P3), $d_A'(x) = k + 1$. Since $x \in A$, by property (P2), $N(x) \subseteq A \cup B$. By assumption, $A \cap A' = \emptyset$, and so the $k + 1$ neighbors of $x$ in $A'$ all belong to $B$, implying that $|A' \cap B| \geq k + 1$. Thus, since $A' \cap B \neq \emptyset$, analogously we have that $|A \cap B'| \geq k + 1$.

Suppose $A \cap B' \neq \emptyset$. Let $u \in A \setminus B'$ and let $v \in A' \cap B'$. Since $u \notin A' \cup B'$ and $v \in A'$, we note that $uv \notin E$. However, $v \in B$ and $d_A(v) = k + 1$, implying that $N_A(v) \subseteq A \cap B' \subseteq A \setminus \{u\}$. Thus, $k + 1 = d_A(v) = |A \cap B'| \leq |A| - 1 \leq k + 1$. Hence, we must have equality throughout this inequality chain, implying that $N_A(v) = A \cap B' = A \setminus \{u\}$, $|A \cap B'| = k + 1$, and $|A| = k + 2$. Since $v$ is an arbitrary vertex in $A' \cap B'$, we have that every vertex in $A' \cap B'$ is adjacent to every vertex in $A \cap B'$, that is, $[A' \cap B, A \cap B']$ is full. By property (P7), $|B| \leq k + 2$. Hence, $|B \cap A'| = |B| - |A' \cap B| \leq (k + 2) - (k + 1) = 1$. As observed earlier, $N(u) \subseteq A \cup B$. Since $A \cap A' = \emptyset$ and $u \in A$, we note that $u \notin A'$, and since it is not either in $B'$, $N(u) \subseteq A \cup (B \setminus A')$. Hence, $k + 2 = d(u) = d_A(u) + d_{B \setminus A'}(u) \leq |A \setminus \{u\}| + |B \setminus A'| \leq (k + 1) + 1 = k + 2$. Therefore, we must have equality throughout this inequality chain, implying that $|A| = k + 2$, $|B \setminus A'| = 1$, $d_A(u) = k + 1$, and $d_{B \setminus A'}(u) = 1$.

In particular, we note that the vertex $u$ is adjacent to every vertex in $A \setminus \{u\}$. Let $B \setminus A' = \{w\}$. Then, $uw \in E$. Since $w \in B$, by property (P3), $d_A(w) = k + 1$. Let $z$ be a neighbor of $w$ in $A \setminus \{u\} = A \cap B'$. As observed earlier, $[A' \cap B, A \cap B']$ is full and $|A' \cap B| = k + 1$. Hence, $z$ is adjacent to $k + 1$ vertices in $A' \cap B$ and is adjacent to both $u \in A \setminus A'$ and $w \in B \setminus A'$, implying that $d(z) \geq k + 3$, a contradiction. Therefore, $A \setminus B' = \emptyset$, and so $A \subseteq B'$. Analogously, $A' \subseteq B$.

By property (P4), the set $B'$ is an independent set. Hence, since $A \subseteq B'$, the set $A$ is an independent set, implying by property (P2) that $N(v) \subseteq B$ for every vertex $v \in A$. By property (P7), $|B| \leq k + 2$. Hence, $k + 2 = d(v) \leq |B| \leq k + 2$. Therefore, we must have equality throughout this inequality chain, implying that $|B| = k + 2$.
and \( N(v) = B \) for every \( v \in A \). Hence, \([A, B]\) is full. Analogously, \(|B'| = k + 2\) and \([A', B']\) is full. If \( y \in B \cup B'\), then since \( A \cap A' = \emptyset \), we have by property (P3) that \( k + 2 = d(y) \geq d_A(y) + d_A'(y) = 2(k + 1) \), and so \( k \leq 0 \), a contradiction. Hence, \( B \cap B' = \emptyset \). Thus since \( A \subseteq B' \) and \( A' \subseteq B' \), and \(|B| = |B'| = k + 2\), the graph \( K_{k+2,k+2} - e \) is a spanning subgraph of \( G[A \cup A' \cup B \cup B'] \).

5. Proof of Theorem 2.1. In this section, we present a proof of our main result, namely, Theorem 2.1. For this purpose, we first prove four preliminary lemmas. We define the reduced graph of \( G \), denoted \( G^* \), to be the graph obtained from \( G \) by deleting all edges that do not belong to a cycle of length 3 or 4 in \( G \).

**Lemma 5.1.** For \( k \geq 1 \), let \( G \) be a connected \((k + 2)\)-regular graph of order at least \( 2k + 4 \). Suppose \( G \) contains a subgraph \( F_k \) of type-\( F_k \), and let \((X_1, X_2, \{u, x, y\})\) be the partition of \( V(F_k) \), as defined in Definition 3.1. Then the subgraph \( F_k \) is a component of \( G^* \) (possibly with the edge \( xy \)).

**Proof.** Suppose that \( G = (V, E) \) contains a subgraph \( F_k \) of type-\( F_k \). By definition, we note that \( k \geq 2 \). We show first that every edge of \( F_k \) is an edge of the reduced graph \( G^* \). Let \((X_1, X_2, \{u, x, y\})\) be the partition of \( V(F_k) \), as defined in Definition 3.1. Let \( e \) be an arbitrary edge in \([X_1, X_2]\). Let \( e = uv \), where \( v \in X_2 \) and \( u \in X_1 \). Since \( d_{X_1 \cup \{u\}}(v) = k + 1 \), the vertex \( v \) is adjacent to all but one of the \( k + 2 \) vertices in the set \( X_1 \cup \{u\} \). In particular, the vertex \( v \) is adjacent to at least \( k \geq 2 \) vertices in \( X_1 \). Let \( w' \) be a neighbor of \( v \) in \( X_1 \) different from \( w \). Then, \( vwyw'v \) is a 4-cycle in \( G \) containing the edge \( e \). Hence, every edge in \([X_1, X_2]\) is contained in a 4-cycle in \( G \).

Let \( f \) be an arbitrary edge in \([X_1, \{y\}]\). Let \( f' \) be an edge in \([X_1, \{y\}]\) different from \( f \), and let \( f = wy \) and \( f' = w'y \). If \( w \) and \( w' \) have no common neighbor in \( X_2 \cup \{u\} \), then \( k + 2 = |X_2 \cup \{u\}| \geq d_{X_2 \cup \{u\}}(w) + d_{X_2 \cup \{u\}}(w') = 2(k + 1) \), and so \( k \leq 0 \), a contradiction. Hence, \( w \) and \( w' \) have a common neighbor in \( X_2 \cup \{u\} \), say, \( z \). But then \( ywzw'y \) is a 4-cycle in \( G \) containing the edge \( f \). Hence, every edge in \([X_1, \{y\}]\) is contained in a 4-cycle in \( G \). Analogously, every edge in \([X_2, \{x\}]\) is contained in a 4-cycle in \( G \).

It remains to show that every edge incident with \( u \) belongs to a 3-cycle or a 4-cycle. Let \( g \) be an arbitrary edge incident with \( u \). Let \( g = uv \), where we may assume that \( v \in X_2 \). If \( d_{X_2}(u) \geq 2 \), then let \( v' \) be a neighbor of \( u \) in \( X_2 \) different from \( v \). Then, \( uvwv'w' \) is a 4-cycle in \( G \) containing the edge \( g \). If \( d_{X_2}(u) = 1 \), then \( d_{X_1}(u) = |X_1| = k + 1 \). In this case, given any neighbor \( u_1 \) of \( u \) in \( X_1 \), \( uu_1uu \) is a 3-cycle in \( G \) containing the edge \( g \). Hence, every edge incident with \( u \) belongs to a 3-cycle or a 4-cycle.

We have therefore shown that every edge in \( F_k \) belongs to a 3-cycle or a 4-cycle and therefore belongs to the reduced graph \( G^* \). We prove next that \( F_k \) is a component of \( G^* \). If \( xy \in E \), then the graph \( G \) is determined and \( G = F_k + xy \), the vertices of \( F_k \) indeed forming a component of \( G^* \). Otherwise, by the \((k + 2)\)-regularity of \( G \), there is exactly one edge incident with each of \( x \) and \( y \) that does not belong to \( F_k \). Let \( e_x \) and \( e_y \) be the edges incident with \( x \) and \( y \), respectively, that do not belong to \( F_k \). By assumption, \( e_x \neq e_y \). Every cycle containing the edge \( e_x \) contains a path in \( F_k \) from \( x \) to \( y \) as well as the edge \( e_y \). Since the distance between \( x \) and \( y \) in \( F_k \) is 3, such a cycle has length at least 5, implying that the edge \( e_x \) does not belong to \( G^* \). Analogously, the edge \( e_y \) does not belong to \( G^* \). Therefore, \( F_k \) is a component of \( G^* \).

**Lemma 5.2.** For \( k \geq 1 \), let \( G \) be a connected \((k + 2)\)-regular graph of order at least \( 2k + 4 \). If \( G \neq K_{k+2,k+2} \) and \( G \) contains a subgraph isomorphic to \( K_{k+2,k+2} - e \), then such a subgraph is a component of \( G^* \).
Proof. Suppose that $G \neq K_{k+2,k+2}$ but $G$ contains a subgraph, $F$, say, isomorphic to $K_{k+2,k+2} - e$. Since every edge of $F$ belongs to a 4-cycle, every edge of $F$ is an edge of the reduced graph $G^*$. It remains to prove that $F$ is a component of $G^*$. Let $x$ and $y$ be the ends of the nonedge $e$ in $F$. By the $(k+2)$-regularity of $G$, there is exactly one edge incident that does not belong to $F$. Let $e_x$ and $e_y$ be the edges incident with $x$ and $y$, respectively, that do not belong to $F$. Since $G \neq K_{k+2,k+2}$, we note that $e_x \neq e_y$. Every cycle containing the edge $e_x$ contains a path in $F$ from $x$ to $y$ as well as the edge $e_y$. Since the distance between $x$ and $y$ in $F$ is 3, such a cycle has length at least 5, implying that the edge $e_x$ does not belong to $G^*$. Analogously, the edge $e_y$ does not belong to $G^*$. Therefore, $F$ is a component of $G^*$.

Recall that if $X$ and $Y$ are subsets of vertices and there is no edge in $[X,Y]$, then we say that $[X,Y]$ is empty.

Lemma 5.3. For $k \geq 1$, let $G = (V,E)$ be a connected $(k+2)$-regular graph of order at least $2k+4$. Suppose there exist subsets $A$, $B$, and $S$ of vertices in $G$ such that $M = \mathcal{P}^\infty(S)$, $\overline{M} = V \setminus M$, and $B = N(A) \cap M$, and such that the following holds:

(a) $A \cap M = \emptyset$.

(b) $|A| \leq k + 2$.

(c) $|A \cup B, \overline{M} \setminus A|$ is empty.

Then, the sets $A$ and $B$ induce an $(A,B)$-configuration in $G$.

Proof. In order to prove that $A$ and $B$ induce an $(A,B)$-configuration in $G$, we need to prove that properties (P1) to (P4) hold.

By part (c) in the statement of the lemma, $N(A) \subseteq A \cup M$. Therefore, $N(A) \setminus A = N(A) \cap M = B$. This proves property (P2).

By part (c) in the statement of the lemma, $N(B) \subseteq A \cup M$. Therefore, $N(B) \cap \overline{M} = A$. Let $x \in B$. Then, $x \in N(A)$, and so $d_A(x) \geq 1$. By definition, $M = \mathcal{P}^\infty(S)$.

Hence, every vertex in $M$ that has a neighbor in $\overline{M}$ does not belong to the set $S$ and contains at least $k+1$ neighbors in $\overline{M}$. In particular, $x \notin S$ and $d_A(x) \geq k + 1$. Since $x \in M \setminus S$, there exists a vertex $v \in M$ adjacent to $x$, and so $d_M(x) \geq 1$. Hence, $k + 2 = d(x) \geq d_M(x) + d_A(x) \geq 1 + (k+1) = k + 2$. Therefore, we must have equality throughout this inequality chain. In particular, $d_A(x) = k+1$. Since $x$ is an arbitrary vertex in $B$, this proves property (P3).

As an immediate consequence of property (P3), we have that $|A| \geq k+1$, which together with part (b) in the statement of the lemma proves property (P1).

It remains to prove that $B$ is an independent set. Suppose that $u, v \in B$ with $uv \in E$. By property (P3), $d_A(u) = d_A(v) = k + 1$, and so by the $(k+2)$-regularity of $G$ we have that $N(u) \subseteq A \cup \{v\}$ and $N(v) \subseteq A \cup \{u\}$. Thus, $u$ is the only neighbor of $v$ in $M$ and $v$ is the only neighbor of $u$ in $M$. If $S \cap \{u,v\} = \emptyset$, then by part (a) in the statement of the lemma, neither $u$ nor $v$ belong to the set $M$, a contradiction. Hence, $|S \cap \{u,v\}| \geq 1$. Renaming $u$ and $v$ if necessary, we may assume that $u \in S$. But then $N_A(u) \subseteq M$, contradicting part (a). Therefore, $B$ is an independent set. This proves property (P4).

We are now in a position to prove our final preliminary lemma. Recall that if $F_k$ is a graph in the family $\mathcal{F}_k$, with vertex partition as defined in Definition 3.1, then we call the vertex $u$ the focal vertex of $F_k$.

Lemma 5.4. For $k \geq 1$, let $G = (V,E)$ be a connected $(k+2)$-regular graph of order at least $2k+4$ such that $G \neq K_{k+2,k+2}$ and $\gamma_{v,k}(G) > 1$. Then there exists a sequence $S_0, \ldots, S_t$ such that the following holds:

(a) $S_0$ is a packing in $G$.

(b) For all $i \geq 0$, $|S_{i+1}| = |S_i| + 1$. 


(c) \( \|P^0(S_{i+1})\| \geq \|P^0(S_i)\| + k + 3 \).

(d) \( \|P^0(S_i)\| = 0 \).

**Proof.** We first construct a packing \( S_0 \) in \( G \) as follows. Let \( P_0 \) be the set consisting of the focal vertex from each component of type-\( F_k \) in the reduced graph \( G^* \) and a vertex of degree \( k + 2 \) from every component of \( G^* \) isomorphic to \( K_{k+2,k+2} - e \). It follows from Lemma 5.1 and Lemma 5.2 that the set \( P_0 \) so constructed is a packing in the graph \( G \).

Let \( A \) and \( B \) be subsets of vertices in \( G \) that induce an \((A,B)\)-configuration that is not totally included in a component of type-\( F_k \) or in a component isomorphic to \( K_{k+2,k+2} - e \) in \( G^* \). Let \( A' \) and \( B' \) be subsets of vertices in \( G \) that induce an \((A',B')\)-configuration with \( A \neq A' \). By Lemma 4.3(c), if \(| A \cap A' | \geq 1 \), then \(| A \cap A' | \in \{1,k,k+1 \} \). By assumption, \( \gamma_{\mathcal{F},k}(G) > 1 \), and so by Lemma 4.5 we note that \(| A \cap A' | \neq k + 1 \). Further, by assumption, \( G \neq K_{k+2,k+2} \), and so by Lemma 4.4 we note that \(| A \cap A' | \neq k \) or \( k = 1 \). If \(| A \cap A' | = 1 \), then by Lemma 4.6 either the \((A,B)\)-configuration is included in a component of type-\( F_k \) in \( G^* \), or \( k = 1 \) and \( G = K_{3,3} \), contradicting in both cases the assumptions. It follows that \( A \cap A' = \emptyset \). This in turn implies by Lemma 4.7 that \( B \cap B' = \emptyset \). Observe now that \( A \cap B' = \emptyset \). Otherwise the \((A,B)\)-configuration is contained in a component isomorphic to \( K_{k+2,k+2} - e \) in \( G^* \) by Lemma 4.8, contradicting the choice of \( A \) and \( B \). Similarly we have \( B \cap A' = \emptyset \). It follows that the \((A,B)\)-configuration and the \((A',B')\)-configuration do not intersect. Also, since every vertex of a subgraph of type-\( F_k \) or a subgraph isomorphic to \( K_{k+2,k+2} - e \) is contained in some \((A',B')\)-configuration, the \((A,B)\)-configuration is totally disjoint from any such subgraph. From each such \((A,B)\)-configuration, we select an arbitrary vertex from \( A \) and add it to the set \( P_0 \). Let \( P_1 \) denote the resulting set of vertices. Since these \((A,B)\)-configurations (that do not belong to a component of type-\( F_k \) in \( G^* \) or to a component of \( G^* \) isomorphic to \( K_{k+2,k+2} - e \)) do not intersect, the set \( P_1 \) is a packing in \( G \).

By construction, if \( A \) and \( B \) are subsets of vertices in \( G \) that induce an \((A,B)\)-configuration, then \( A \) and \( N[P_1] \) intersect. Finally, we extend the packing \( P_1 \) into a maximal packing of \( G \) and we let \( S_0 \) denote the resulting maximal packing. This establishes the packing in the statement of part (a).

We now prove part (b) and part (c) by induction on \( i \geq 0 \). If \( P^0(S_0) = V \), then there is nothing to prove. Hence, we may assume that \( P^0(S_0) \neq V \). Let \( i \geq 0 \) and suppose that \( S_i \) exists and \( P^0(S_i) \neq V \). Let \( u \in P^0(S_i) \) such that \( N(u) \setminus P^0(S_i) \neq \emptyset \). Let \( A = N(u) \setminus P^0(S_i) \) and denote by \( M = P^0(S_i) \) and \( \overline{M} = V \setminus P^0(S_i) \). Since \( N[u] \not\subseteq P^0(S_i) \), we note that \( u \notin S_i \), \( d_M(u) \geq 1 \) and \( d_A(u) \geq k + 1 \). Therefore, by the \((k + 2)\)-regularity of \( G \), we note that \( d_M(u) = 1 \) and \( d_A(u) = k + 1 \), and so \(|A| = k + 1 \).

Suppose that there exists a vertex \( x \in A \) such that \( d_{\overline{M} \setminus A}(x) \geq 2 \). In this case, we define \( S_{i+1} = S_i \cup \{x\} \) and we let \( j \) be the minimum integer such that \( P^j(S_i) = P^0(S_i) \). Then, \( N[u] \setminus P^j(S_{i+1}) \subseteq (N[u] \setminus P^j(S_i)) \setminus \{x\} \), and so \( N[u] \setminus P^j(S_{i+1}) \subseteq N[u] \setminus P^j(S_i) \). Let \( j \) be the minimum integer such that \( N[u] \setminus P^j(S_{i+1}) \subseteq N[u] \setminus P^j(S_i) \). Therefore, \( |P^0(S_{i+1})| \geq |P^0(S_i)| + k + 3 \). Hence we may assume that \( d_{\overline{M} \setminus A}(x) \leq 1 \) for every vertex \( x \in A \), for otherwise part (b) and part (c) follow as desired.

Let \( B = N(A) \cap M \). From the choice of our packing \( S_0 \) and since \( A \subseteq \overline{M} \), the sets \( A \) and \( B \) do not induce an \((A,B)\)-configuration in \( G \). We deduce, therefore, by Lemma 5.3 that \([A \cup B, \overline{M} \setminus A] \) is not empty. Thus there exists an edge \( uv \in E \) where \( v \in A \cup B \) and \( w \in \overline{M} \setminus A \). Let \( A' = A \cup \{w\} \) and let \( B' = N_M(A') \). Once again by our construction of the packing \( S_0 \), the sets \( A' \) and \( B' \) do not induce an
(A’, B’)-configuration in G. Hence by Lemma 5.3 there exists an edge \( v'w' \in E \)
where \( v' \in A' \cup B' \) and \( w' \in \overline{M} \setminus A' \).

We now define \( S_{i+1} = S_i \cup \{ w \} \). We show that \( P^\infty(S_{i+1}) \) contains \( A' \cup \{ w' \} \). Since \( w \in S_{i+1} \), we note that \( N[w] \subseteq P^0(S_{i+1}) \), and so \( \{ v, w \} \subseteq P^0(S_{i+1}) \). Let \( j \) be the smallest integer such that \( P^\infty(S_j) = P^j(S_i) \).

On the one hand, suppose that \( v \in B \). Since \( B = N_M(A) \), we note that \( d_A(v) \geq 1 \) and we let \( x \in N_A(v) \). Since \( v \in M \) and \( w \in S_{i+1} \), we have that

\[
N[v] \setminus P^j(S_{i+1}) \subseteq N[v] \setminus (P^j(S_i) \cup \{ w \}),
\]

and so

\[
|N[v] \setminus P^j(S_{i+1})| \leq |N[v] \setminus P^j(S_i)| - 1 = (k + 1) - 1 = k,
\]

implying that \( N[v] \subseteq P^{j+1}(S_{i+1}) \) and therefore that \( x \in P^{j+1}(S_{i+1}) \) (where we recall that \( x \in A \)). On the other hand, suppose that \( v \notin B \). Then, \( v \in A \). Further, \( v \in N[u] \cap N[w] \). Since \( w \in S_{i+1} \), we note that \( v \in P^0(S_{i+1}) \subseteq P^j(S_{i+1}) \). Hence, in both cases there is a vertex in the set \( A \) that belongs to the set \( P^{j+1}(S_{i+1}) \), implying that

\[
|N[u] \setminus P^{j+1}(S_{i+1})| \leq |N[u] \setminus P^j(S_i)| - 1 = |A| - 1 = k.
\]

Hence, \( A \subseteq N[u] \subseteq P^{j+2}(S_{i+1}) \). It remains to show that \( w' \in P^\infty(S_{i+1}) \). If \( v' = w \), then \( w' \in P^0(S_{i+1}) \), and we are done. If \( v' \in A \), then \( v' \in P^{j+2}(S_{i+1}) \), and since \( d_{R_M}(v') \leq 1 \), the vertex \( w' \) is the only neighbor of \( v' \) not in \( P^{j+2}(S_{i+1}) \), implying that \( w' \in P^{j+3}(S_{i+1}) \). Finally, if \( v' \in B' \), then \( N(v') \cap A' \neq \emptyset \), and so

\[
|N(v') \setminus P^{j+2}(S_{i+1})| \leq |N(v') \setminus M| - |N(v') \cap A'| \leq (k + 1) - 1 = k,
\]

implying that \( N(v') \subseteq P^{j+3}(S_{i+1}) \) and therefore that \( w' \in P^{j+3}(S_{i+1}) \). In all cases, we have shown that \( w' \in P^\infty(S_{i+1}) \). Hence, \( A \cup \{ w, w' \} \subseteq P^\infty(S_{i+1}) \setminus P^\infty(S_i) \), and so \( |P^\infty(S_{i+1})| \geq |P^\infty(S_i)| + k + 3 \). This establishes part (b) and part (c).

We have shown that for \( i \geq 0 \), if the set \( S_i \) exists and \( P^\infty(S_i) \neq \emptyset \), then \( |P^\infty(S_{i+1})| > |P^\infty(S_i)| \). Hence, since \( |V| \) is finite, there must exist an integer \( \ell \) such that \( P^\infty(S_\ell) = \emptyset \), which establishes part (d).

We are now in a position to prove our main result, namely, Theorem 2.1. Recall its statement.

**Theorem 2.1.** Let \( k \geq 1 \) and let \( G \) be a connected \((k+2)\)-regular graph of order \( n \). If \( G \neq K_{k+2,k+2} \), then \( \gamma_{P,k}(G) \leq n/(k+3) \), and this bound is tight.

**Proof of Theorem 2.1.** If \( \gamma_{P,k}(G) = 1 \), the result is immediate since \( n \geq k + 3 \). Hence, we may assume that \( \gamma_{P,k}(G) \geq 2 \). In particular this implies that \( n \geq 2k + 4 \), for otherwise any vertex in \( G \) is a kPD-set in \( G \) (and \( \gamma_{P,k}(G) = 1 \)). We may therefore apply Lemma 5.4 to the graph \( G \). Let \( S_0, \ldots, S_\ell \) be a sequence satisfying properties (a)–(d) in the statement of Lemma 5.4 with \( \ell \) as small as possible. By Lemma 5.4(d), the set \( S_\ell \) is a kPD-set in \( G \), and so \( \gamma_{P,k}(G) \leq |S_\ell| \). Since \( S_0 \) is a packing in \( G \), we have that \( |P^0(S_0)| = |N[S_0]| = |S_0| \times (k + 3) \). If \( \ell = 0 \), then \( n = (k + 3)|S_0| \) and \( \gamma_{P,k}(G) \leq |S_0| = n/(k + 3) \), and we are done. Hence, we may assume that \( \ell \geq 1 \). By Lemma 5.4(b), \( |S_\ell| = |S_\ell| + \ell \). By our choice of \( \ell \), we have by Lemma 5.4(c) that \( |P^\infty(S_{i+1})| \geq |P^\infty(S_i)| + k + 3 \) for \( 0 \leq i \leq \ell - 1 \), and so

\[
n = |P^\infty(S_\ell)| \geq |P^0(S_0)| + \ell(k + 3) = (|S_0| + \ell)(k + 3) = |S_\ell|(k + 3),
\]

and so \( \gamma_{P,k}(G) \leq |S_\ell| \leq n/(k + 3) \), as desired. This proves the desired upper bound.
That this bound is tight, may be seen as follows. Let \( k \geq 1 \) and \( r \geq 2 \) be integers. For \( 1 \leq i \leq r \), let \( G_i \) be a complete graph on \( k+3 \) vertices minus one edge \( x_iy_i \), and so 
\( G_i \cong K_{k+3} - e \). Let \( G_{k,r} \) be the graph obtained from the disjoint union of the graphs 
\( G_1, G_2, \ldots, G_r \) by adding the edges \( y_ix_{i+1} \) for \( i = 1, 2, \ldots, r \), where \( x_{r+1} = x_1 \) (see Figure 5.1). Then, \( G_{k,r} \) is a connected \((k+2)\)-regular graph of order \( n = r(k+3) \). Let \( S \) be an arbitrary \( kPD \)-set in \( G_{k,r} \). If 
\( S \cap V(G_i) = \emptyset \), then no vertex in \( V(G_i) \setminus \{x_i, y_i\} \) belongs to the set \( \mathcal{P}_\infty(S) \), contradicting the assumption that \( S \) is a \( kPD \)-set in \( G_{k,r} \). Hence, 
\( |S \cap V(G_i)| \geq 1 \) for all \( i, 1 \leq i \leq r \), implying that 
\( \gamma_{P,k}(G_{k,r}) \geq r = n/(k+3) \). However, as shown earlier, if \( G \) is a connected \((k+2)\)-regular graph of order \( n \) and 
\( G \neq K_{k+2,k+2} \), then \( \gamma_{P,k}(G) \leq n/(k+3) \). Consequently, 
\( \gamma_{P,k}(G_{k,r}) = n/(k+3) \). This completes the proof of Theorem 2.1. \( \square \)

6. Conclusion. We pose the following conjecture that we have yet to settle.

**Conjecture 1.** For \( k \geq 1 \) and \( r \geq 3 \), if \( G \neq K_{r,r} \) is a connected \( r \)-regular graph of order \( n \), then 
\( \gamma_{P,k}(G) \leq n/(r+1) \).

We remark that if \( k \geq r - 1 \) in the statement of Conjecture 1, then \( \gamma_{P,k}(G) = 1 \leq n/(r+1) \) and the conjecture is trivially true. If \( k = r - 2 \), then the conjecture is true by our main result, namely, Theorem 2.1. When \( k \leq r - 3 \), we have yet to settle the conjecture. We close with the following question.

**Question 1.** For \( r \geq 3 \), let \( G \neq K_{r,r} \) be a connected \( r \)-regular graph of order \( n \). Determine the smallest positive value, \( k_{\text{min}}(r) \), of \( k \) such that 
\( \gamma_{P,k}(G) \leq n/(r+1) \).

We remark that by our main result, namely Theorem 2.1, we know that \( k_{\text{min}}(r) \leq r - 2 \). If Conjecture 1 is true, then \( k_{\text{min}}(r) = 1 \).
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