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Abstract

The multi-agent systems (MAS) paradigm provides an interesting alternative for the design of ambient intelligence (AmI) systems. However, the verification of the resulting MAS and their constituent agents still requires a suitable model that meets AmI systems requirements.

The HoA model presented in this paper, aims at representing the mental evolution of a BDI agent, in order to be handled in further verification approaches. This model captures the reasoning of a BDI agent and its plan, whose expression is defined from AgLOTOS, an original agent algebraic language dedicated to AmI features and capabilities.
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1. Introduction

Ambient Intelligence (AmI) is the vision of ubiquitous electronic environment that is non-intrusive and pro-active, when assisting people during various activities [1]. Usually, AmI systems are distributed to be very close from their final users and, whatever the architecture of distribution, pro-activity and context-awareness needs are supported.

This is where the agent-oriented development paradigm comes in, and where the research in Multi-Agent Systems (MAS) can contribute to the design of AmI systems [2]. Indeed, agents provide interesting features that are very much-needed by AmI system designers, like autonomy, pro-activity, reasoning, mobility [3]. Actually, Agents can behave pro-actively (by their own) and can communicate with other agents (e.g. their neighbors). Moreover, many AmI applications implement context-awareness as one of their core features. The agent context-awareness includes various information like space, time and environmental considerations, social relationships, knowledge on equipments and state of the user.

Various approaches have emerged as candidates for the studying of agent-oriented systems, e.g. [4, 5, 6, 3, 7]. A well known approach in this area is the BDI architecture [8, 9]. BDI agents can be intentional, deliberative and
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rational. Actually, agents are able, thanks to their mental attitudes, to use their Beliefs, Desires, and Intentions in order to select and execute a plan of actions.

Due to the very rich context offered by MAS, many modeling approaches are proposed, which partially focus on some of the MAS aspects. Ones aim at specifying agent oriented systems like AUML [10] and CML [11], other are oriented language e.g. [3, 12]. Also, specific models have been introduced to perform analysis like the Petri Nets family for behavioral aspects, e.g. [13, 14, 15], or oriented logics [16, 17] to formally capture the mental reasoning of agent.

Designing safe and sound BDI agent in MAS requires to model the major of the AmI features and functionalities, and to associate a well-defined semantics in order to validate the MAS execution. The major challenge is to capture the huge dynamic of AmI systems, inherent to several considerations: Not only the AmI systems are open to new agents and allow the agent outputs, but also agent behaviors change consequently to agent mental reasoning.

This paper aims to introduce an original agent-based modeling in order to allow the checking and the validation of an agent execution. In this model, each agent has a partial view of the system but endowed with ambient and intelligent capabilities: (a) the mental state integrates the three mental attitudes: Beliefs, Desires and Intentions, allowing to select plans of actions, (b) the behavioral planning state expressed by a plan language which includes the several AmI features like communication and mobility.

The paper is organized as follows: Section 2 details the considered AmI features and the BDI architecture. This allows us to introduce in Section 3, our Agent model, namely Higher-order agent model (HoA), which provides a specification and verification framework for AmI agents. A realistic scenario is given as an illustration of our approach. In Section 4, the specifications of the mental and planning state of the agent are formally defined. The key point is an agent algebra called AgLOTOS, proposed to specify the agent plans. The operational semantics of AgLOTOS specifications allow one to process verification. The last section concludes and outlines our perspectives.

2. AmI requirements

The AmI systems we consider are open space systems. Their agents have complex features as schemed in Figure 1. An agent is assumed to be autonomous, thus operating without the direct intervention of humans or other agents. It is anticipative and pro-active, in order to process rational decision, based on its own knowledge and beliefs.

As a corollary of autonomy, an AmI agent is context-aware. We see the context of an agent as every environmental information perceived by the agent, in particular vicinity notions in a domain that considers space, time and social relationships. Thus, determining if a piece of information is relevant for an agent should be done based on its local context information.

To improve behavior and knowledge, an AmI agent can communicate and cooperate with its neighbors. Also, AmI agent can be mobile moving from one locality to another in a given space.

![Figure 1: Agent features for AmI systems](image)

**BDI Architecture**

The Belief-Desires-Intentions (BDI) approach is one of the major approaches to building agents and multi-agent systems [16, 18]. BDI agents are able to be intentional, deliberative or rational. The reasoning mechanism is triggered
by the perceived events, based on some representations of beliefs (B), desires (D), intentions (I). Consistent action plans are produced, helped by using a library of (partial) plans (LibP) [19]. Inspired from [20], Figure 2 shows the main components of a BDI architecture. Many works have detailed the BDI interpreter; e.g. [4, 21, 22] and Figure 3 illustrates the major aspects of its functionality.

- $\text{revs} : B \times \text{Evt} \rightarrow B$ is the belief revision function applied when the agent receive a new event.
- $\text{des} : B \times D \times I \rightarrow D$ is the Desire update function that maintains consistency with the selected desires,
- $\text{filter} : B \times D \times I \times \text{LibP} \rightarrow I$ is the Intention function which yields the intentions the agent decides to pursue, among the possible options, taking into account new opportunities.
- $\text{plan} : I \rightarrow P$ is a Plan function that process an executable plan from some (filtered) Intention, knowing that any intention can be viewed as a partial plan. This function uses the plan library (represented by the LibP module in Figure 2).

3. The Higher-Order Agent Model (HoA)

In this paper, we are interested in modeling the evolution of the agent globally. The BDI process is globally viewed as state-transition-based system, which reacts to events and iteratively selects a plan from an update of the believe, desire, and intention structures, w.r.t. the library of plans. Our agent-based model captures two main aspects of the agent: (a) the mental reasoning of the agent and its BDI state, (b) the evolution of the selected plan and its Planning state.

Further, a state of an agent is called a configuration. Each configuration is composed of a BDI state and a selected plan, knowing that the operational semantics of plans can yield all the possible evolutions implied by the selected plan (see Section 4.2). As illustrated by Figure 5, the occurrences of events may cause some changes of configurations. In our work, two kinds of events are considered from some configuration: (a) a relevant event causes an effective change of configurations. It is due to an update of the BDI state implied by the information embedded with the event. Of course, the change of the BDI state can also cause the change of the selected plan. (b) Secondly, a negligible events only causes a change of the planning state within the selected plan, keeping safe the BDI state of the configuration.

We now define our Higher-order agent model, named HoA for short. This model focuses on the evolution of the mental reasoning of the agent. Observe that the BDI and planning states are formally expressed in Section 4.
3.1. Formalization of an AmI agent

**Definition 3.1.** Considering any agent of the AmI system, let BDI be the set of all possible states of the BDI structure and \( P \) be the set of possible plans. The HoA model of the agent is a transition system \( \Omega \), represented by a tuple \( \langle C, C_0, T, L_M, L_P \rangle \), where:

- \( C \) is the set of agent configurations,
- \( C_0 \) is the initial configuration such that \( C_0 \subseteq C \),
- \( T \subseteq C \times \text{Evt} \times C \) is the set of transitions between configurations, assuming an interleaving semantics of events,
- \( L_M : C \to BDI \) associates with each configuration a BDI state,
- \( L_P : BDI \to P \) associates with each BDI state a plan.

The HoA model is defined over an alphabet of events triggered by the actions being executed and by perception events, namely \( \text{Evt} = E_{\text{Act}} \cup \text{Perc} \). Moreover, the HoA model differently considers two kinds of events, from some configuration: (a) a relevant event causes an effective change of configurations, due to an update of the BDI state implied by the information embedded with the event. Of course, the change of the BDI state can also cause the change of the agent plan. (b) Secondly, a negligible events only causes a change of the planning state, keeping safe the BDI state of the configuration.

3.2. Scenario.

<table>
<thead>
<tr>
<th>Alice</th>
<th>Bob</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_0 )</td>
<td>( C_1 )</td>
</tr>
<tr>
<td>( B_0 = { \text{in(me, }\ell_1), \text{in(copies, }\ell_2) } )</td>
<td>( B_0 = { \text{in(me, }\ell_2) } )</td>
</tr>
<tr>
<td>( D_0 = { \text{meeting(Bob, }\ell_1), \text{get(copies)}(\ell_2) } )</td>
<td>( D_0 = { \text{meeting(Alice, }\ell_1) } )</td>
</tr>
<tr>
<td>( I_0 = \text{meeting(Bob, }\ell_1) )</td>
<td>( I_0 = \text{meeting(Alice, }\ell_1) )</td>
</tr>
<tr>
<td>( P_0 = \text{meeting; exit} )</td>
<td>( P_0 = \text{Alice}?(x); \text{exit}</td>
</tr>
<tr>
<td>( C_1 )</td>
<td>( C_1 )</td>
</tr>
<tr>
<td>( B_1 = { \text{in(me, }\ell_1), \text{in(copies, }\ell_2), \text{in(Bob, }\ell_2) } )</td>
<td>( B_1 = { \text{in(me, }\ell_2), \text{in(copies, }\ell_2) } )</td>
</tr>
<tr>
<td>( D_1 = { \text{meeting(Bob, }\ell_1), \text{ask(Bob, get(copies)}(\ell_2)) } )</td>
<td>( D_1 = { \text{meeting(Alice, }\ell_1), \text{get(copies)}(\ell_2) } )</td>
</tr>
<tr>
<td>( I_1 = \text{ask(Bob, get(copies)}(\ell_2)) \to \text{meeting(Bob, }\ell_1) )</td>
<td>( I_1 = \text{get(copies)}(\ell_2) \to \text{meeting(Alice, }\ell_1) )</td>
</tr>
<tr>
<td>( P_1 = \text{Bob}? (get(copies)}(\ell_2)); \text{exit} \to \text{meeting; exit} )</td>
<td>( P_1 = \text{get(copies)}(\ell_2); \text{exit} \to \text{move}(\ell_2, \ell_1); \text{meeting; exit} )</td>
</tr>
</tbody>
</table>

Table 1: A state evolution for Alice and Bob

Let Alice and Bob be two agents of an AmI Universitary system. Such a system is clearly open since agents can enter and leave. The fact that Bob is entering the system can be perceived by Alice in case she is already in. Since Alice is context-aware, she can take advantage of this information, together with other information like the fact she is able to communicate with Bob through the system.

Let \( L = \{ \ell_1, \ell_2 \} \) be 2 localities of the system where the agents behave. The proposed problem of Alice is that she does not make the two following tasks in the same period of time: (a) to meet with Bob in \( \ell_1 \), and (b) to get her exam copies from \( \ell_2 \). Clearly, the Alice’s desires are inconsistent since Alice cannot be in two distinct places simultaneously.

The table 1 represents certain evolution of the configurations of these agents, once both agents are within the system. The initial configurations of Alice and Bob are respectively \( C_0^A \) and \( C_0^B \) s.t. Alice is in \( \ell_1 \) and has the mentioned two inconsistent desires, whereas Bob is in \( \ell_2 \) and he is desiring to work with Alice. The current intention of Alice is only to meet with Bob. Here, BDI information is simply expressed by using intuitive predicate assertions. Moreover, plans are expressions formally defined in Section 4.2.

The AmI scenario evolves as it is shown in Figure 6 by the HoA transition systems of Alice and Bob. The changes of configurations leads to the configurations \( C_1^A \) and \( C_1^B \), separately, according to the respective perceptions of Alice and Bob and the fact that they are pro-active and anticipative. Actually, after having perceived that Bob is in \( \ell_2 \) (\( \text{evt}_1 = \text{perc(int(Bob, }\ell_2)) \)), thus in the same localities as the exam copies, Alice enriches her beliefs, desires and intentions, aiming to communicate to Bob in order to be helped by him in order to get the copies. Consequently, she evolves to the new configuration \( C_1^A \), where the generated plan suggests to Bob to bring copies. She asks Bob for helping her, by sending the message \( \text{Bob}? (get(copies)}(\ell_2)) \).
When Bob receives the message $Alice(?(x))$, a relevant event is triggered to him, $evt_2 = Alice(?(x))$. He accepts to bring copies to Alice, then expands his beliefs ($in(copies, \ell_2)$) and also considers a new desire $get\_copies(\ell_2)$, in fact consistent with his previous ones. Consequently, the state of Bob is changing to the new configuration $C_{B1}^B$, and a new plan is generated to satisfy all of his desires, getting first the copies then going to meet Alice.

In addition to the already mentioned events, the negligible event $evt_3$ specifies that Bob can start executing his last plan, e.g. $get\_copies(\ell_2)$.

Figure 6: HoA modular representation

Figure 7 illustrates the resulting evolution of our AmI system scenario. A state of the system is composed of one configuration of Alice, one for Bob. In fact, we abstract the communication transfer assuming that the receiving of messages is guarantied based-on a reliable communication network.

4. Mental and planning specification

In this section, we describe how to formally specify the mental and planning states of our model. Actually, many representations are possible, among these the one used in our scenario. We also adopt the Rao and Geogheff’s BDI logic, which is known to be very appropriate for modeling rational and pro-active BDI agents [23]. As far as planning states are concerned, we propose an algebraic language, called AgLOTOS, as a compact representation of plans.

4.1. Mental state (BDI State)

In the BDI logic of Rao and Geogheff’s, namely $BDI_{CTL}$, each agent is viewed as having three mental attitudes: belief, desire, and intention. $BDI_{CTL}$ is a multi-modal logic whose basic syntax is expressed as follows:

$$ \varphi ::= true \mid p \mid \neg \varphi \mid \varphi \lor \varphi \mid X\varphi \mid \varphi U\varphi \mid F\varphi \mid E\varphi \mid Bel(\varphi) \mid Des(\varphi) \mid Int(\varphi) $$

Actually, $BDI_{CTL}$ includes standard computational tree logic operators, either $CTL$ or $CTL^*$, combined with three epistemic modal operators for the agent’s beliefs, desires, and intentions. The semantics of the logic is given through a rich Kripke model within which each world has an internal branching structure to represent the evolution of a given mental state of mind [17].

4.2. Planning state

The planning is an complex operation often restricted to a sequence of tasks in practical MAS platforms and languages, e.g. [7, 24, 25, 3]. Rather, we propose to consider tasks of plans as processes in a concurrent system and aim at taking profit from the rich expressivity offered by the specification languages used to describe such a system. In this paper, we extend the LOTOS language [26], to specify plans in terms of an algebraic language called AgLOTOS. Our specification is agent-based, expressing the syntax and semantics of an agent plan. The augmented primitives concern 3 key points involved by the AmI system dynamicity. An agent can perceive the enter and leave of other agents in the AmI system, it can move between the AmI system localities and can communicate with some agent in the system.
The syntax of a plan $P$ is recursively defined as follows:

$$P ::= \text{exit} \mid \text{stop} \mid a; P \mid P \parallel P \mid \text{hide } L \text{ in } P \mid x!(v) \mid x?v(v) \mid \text{in}(\ell) \mid \text{out}(\ell) \mid \text{move}(\ell, \ell)$$

Any term of an AgLOTOS expression features a plan expression, then plan can be composed from (partial) plans. AgLOTOS relates to the basic LOTOS terms: exit for the successful termination and stop for the abnormal termination of some (partial) plan. We retrieve the basic $\odot$ operators of LOTOS, in particular, the non-deterministic choice $P[]P$, the interiorization hide $L$ in $P$, the sequential composition $P >> P$; the interruption $P[> P$. Also observe that the LOTOS parallel composition $P||L||P$ can model both synchronous composition, $P||P$ if $L = \emptyset$, and asynchronous composition, $P||P$ if $L \neq \emptyset$. Thus, AgLOTOS language exhibits a rich expressivity s.t. the sequential executions of plans appears to be only a particular case.

Agent mobility is expressed by the basic primitives in, out, e.g. the operation in(\ell), is used to place the agent in some locality $\ell$. Moreover, move is an extension composing the out and in primitives, to easily handle the agent move from a locality to another.

The communication syntax primitives are inspired from those of the $\pi$-calculus primitives, however considered within a totally dynamic communication support, hence without specification of predefined channels. The expression $x!(m)$ specifies the emission to the agent $x$ of some message $m$, whereas, the expression $x?m$ means that $m$ is received from some agent $x$.

In this paper, the plan of any agent configuration is expressed as an AgLOTOS expression. In particular, we are able to define the possible planning states of the agent according to its configuration.

The semantics of AgLOTOS is brought out by the derivation rules of Table 2. From any AgLOTOS plan expression, these rules are applied to formally produce a labeled transition system representing the possible evolution of the plan. As plans are embedded in configurations, these allows to define the Planning Transition System of any configuration $C$, denoted $PTS(C)$, like a tuple $(PS, p_{s_0}, \rightarrow)$ where:

- $PS$ is the set of planning states of the plan,
- $p_{s_0}$ is the initial planning state of the agent such that $s_0 \in S$,
- $\rightarrow \subseteq PS \times Act \times E_{Act} \times PS$ is the set of transitions.

The derivations rules of the AgLOTOS are formally defined in Table 2. The first table part is inspired by the standard LOTOS rules, whereas the second shows the semantics of our new primitives. Let $P, P', Q, Q'$ be plans. Let $G$, ranged over $i$, be the set of the so-called LOTOS gates, that means observable actions, let $i \notin G$ be the internal action and $\delta \notin G$ the successful termination action. The set of possible actions is standardly defined as $Act = G \cup \{i, \delta\}$ and $L$ denotes any finite subset of $G$.

Unlike standard LOTOS, we augment the derivation rules to take an event system mechanism into account, able to ensure the consistency between the mental and planning states of the agent. In fact, any action in a plan causing an update of the mental state could be captured. In the derivation rules, the transformation of plans, denoted $P \xrightarrow{a,e_n} Q$, specifies that the plan $Q$ is derived from $P$, when the action $a$ is launched and the event $e$ is triggered. Usually, the occurrences of $e$ relates to the end of $a$. The possible events are described by the set $E_{Act} = \{e_T, e_L, e_R, e_N\}$, the elements of which are respectively, the termination event, the locality changing event, the receiving message event and the negligible event. For sake of clarity, a derivation $\xrightarrow{a,e_n}$ is simply represented as $\xrightarrow{a}$.

Two new rules are brought out in the second part of Table 2. Let $\Theta$ be a finite set of space localities and assume that each agent can communicate with a finite set $\Lambda$ of AmI agents. In our approach, $\Lambda$ is a dynamic set which evolves according the agent contextual perceptions concerning the entry and exit of (other) agents in the AmI system. Moreover, we consider that communication towards an agent is reliable, provided this agent belongs to $\Lambda$.

**Definition 4.1.** W.r.t. any AmI agent $A$, let $C$ be any configuration of the HoA transition system of $A$ and $P$ the corresponding plan, then the possible planning states of $A$ in $C$ are the planning states of $PTS(C)$. 
As a simple example taken from our scenario (Section 3.2), the plan expression $P_1$ of the configuration $C^B_1$ of Bob, $PTS(C^B_1) : p_{S0} \xrightarrow{get\_copies} p_{S1} \xrightarrow{deltaR} p_{S1} \xrightarrow{move(\ell_1,\ell_1)} p_{S3} \xrightarrow{meeting} p_{S4} \xrightarrow{deltaE} p_{S5}$. The $evt_3$ negligible event represents the fact that the planning state of Bob can be in one of the $PTS$ states.

5. Conclusion

The Higher-order agent model formally represents BDI-AmI open systems where agents can reason, communicate and move. Agent dynamicity and context awareness are handled due to the fact that agents can change their mental state adequately to the perceptions of new events. The proposed AgLOTOS agent-based algebra appears to be a powerful and intuitive way to express an agent plan. The presented scenario shows how the HoA model is rich and in fact can be adapted to many MAS system scenarios.

The key point of our approach is the defined HoA semantics, expressed in two levels. The (external) HoA level captures the mental evolution of the agent, whereas the (internal) level allows to reason on both the BDI state and its associated planning transition system (PTS) which represents the planning evolution of the agent. The evolution consistency of these levels is ensured by the proposed event system mechanism and the BDI process of the agent.

In the HoA model, the fact that both external and internal levels can be represented by transition systems, allows one to perform various agent-based verification. First, one can perform BDI statical analyses and tests of mental consistency as proposed for instance in [27]. As an original contribution, the PTS representation allows to check the agent consistency between the mental state of the agent and its executing plan. Moreover, verification modules can be added to the specification of agent, exploiting the represented agent mental evolution to handle higher concerns like learning, guidance and prevention aspects. Therefore, our next perspective is to show how the HoA transition systems can be reduced according to the dynamic properties to check.
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<table>
<thead>
<tr>
<th>(Termination)</th>
<th>( \text{exit} \xrightarrow{\ell_{exit}} \text{stop} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Prefixing)</td>
<td>( P \xrightarrow{a} Q )</td>
</tr>
<tr>
<td>(Choice)</td>
<td>( P \xrightarrow{\ell} Q )</td>
</tr>
<tr>
<td>(Parallel)</td>
<td>( P \xrightarrow{\ell} Q )</td>
</tr>
<tr>
<td>(Interiorization)</td>
<td>( P \xrightarrow{\ell} Q )</td>
</tr>
<tr>
<td>(Sequence)</td>
<td>( P \xrightarrow{\ell} Q )</td>
</tr>
<tr>
<td>(Substitution)</td>
<td>( P \xrightarrow{\ell} Q )</td>
</tr>
<tr>
<td>(Communication)</td>
<td>( P \xrightarrow{\ell} Q )</td>
</tr>
<tr>
<td>(Mobility)</td>
<td>( P \xrightarrow{\ell} Q )</td>
</tr>
</tbody>
</table>

Table 2: Semantic rules of AgLOTOS


