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Abstract

Using high level coordination primitives allows enhanced expressiveness of component-based frameworks to cope with the inherent complexity of present-day systems designs. Nonetheless, their distributed implementation raises multiple issues, regarding both the correctness and the run-time performance of the final implementation. We propose a novel approach for distributed implementation of multiparty interactions subject to scheduling constraints expressed by priorities. We rely on new composition operators and semantics that combine multiparty interactions with observation. We show that this model provides a natural encoding for priorities and moreover, can be used as an intermediate step towards provably correct and optimized distributed implementations.

Categories and Subject Descriptors F.1.1 [Theory of Computation]: COMPUTATION BY ABSTRACT DEVICES; C.5 [Computer Systems Organization]: COMPUTER SYSTEM IMPLEMENTATION; C.2.4 [Computer Systems Organization]: COMPUTER-COMMUNICATION NETWORKS
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1. Introduction

Correct design and implementation of computing systems has been an active research topic over the past three decades. This problem is significantly more challenging in the context of distributed systems due to a number of factors such as non-determinism, asynchronous communication, race conditions, fault occurrences, etc. Model-based development of such applications aims to ensure correctness through the usage of explicit model transformations.

In this paper, we focus on distributed implementation for models defined using the BIP framework [3]. BIP (Behavior, Interaction, Priority) is based on a semantic model encompassing composition of heterogeneous components. The behavior of components is described as an automaton extended by arbitrary data and associated functions written in C. BIP uses an expressive set of composition operators for obtaining composite components from a set of components. The operators are parameterized by a set of multiparty interactions between the composed components and by priorities, used to specify different scheduling mechanisms between interactions\textsuperscript{1}.

Transforming a BIP model into a distributed implementation consists in addressing three fundamental issues:

1. \textit{Enabling concurrency}. Components and interactions should be able to run concurrently while respecting the semantics of the high-level model.
2. \textit{Conflict resolution}. Interactions that share a common component can potentially conflict with each other.
3. \textit{Enforcing priorities}. When two interactions can execute simultaneously, the one with higher priority must be executed.

We developed a general method based on source-to-source transformations of BIP models with multiparty interactions leading to distributed models that can be directly implemented [8, 9]. This method has been later extended to handle priorities [10] and optimized by exploiting knowledge [6]. The target model consists of components representing processes and Send/Receive interactions representing asynchronous message passing. Correct coordination is

\textsuperscript{1}Although our focus is on BIP, all results in this paper can be applied to any model that is specified in terms of a set of components synchronized by interactions with priorities.
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achieved through additional components implementing conflict resolution and enforcing priorities between interactions.

In particular, the conflict resolution issue has been addressed by incorporating solutions to the committee coordination problem [12] for implementing multiparty interactions. Bagrodia [1] proposes solutions to this problem with different degrees of parallelism. The most distributed solution is based on the drinking philosophers problem [11], and has inspired the approaches of Pérez et al. [18] and Parrow et al. [17]. In the context of BIP, a transformation addressing all the three challenges through employing centralized scheduler is proposed in [2]. Moreover, in [8], we propose transformations that address both the concurrency issue by breaking the atomicity of interactions and the conflict resolution issue by embedding a solution to the committee coordination problem in a distributed fashion.

Distributed implementation of priorities is usually considered as a separate issue, and solved using completely different approaches. For example, in [10], priorities are eliminated by adding explicit scheduler components and more multiparty interactions. This transformation leads to potentially more complex models, having definitely more interactions and conflicts than the original one. In [4, 5, 7], the focus is on reducing the overhead for implementing priorities by exploiting knowledge. Yet, these approaches make the implicit assumption that multiparty interactions are executed atomically and do not consider conflict resolution. In a similar line of work, [6] aims at detecting false conflicts, that is, statically detected but never occurring during execution. However, this method still relies on conflict resolution protocols, at least for states where no false conflicts exist.

In this paper, we propose a combined implementation of the two coordination mechanisms, that is, multiparty interactions and priorities. We propose an appropriate intermediate model and transformations towards fully distributed models dealing adequately with both of them. The contribution is twofold:

1. First, we introduce an alternative observation-based semantic model for BIP. We show that this model is general enough to encompass priorities and multiparty interactions and, moreover, to capture knowledge-based optimization as in [6]. Observation-based semantics reveals two types of conflicts occurring between interactions, that can be handled using different conflict resolution mechanisms (see below).

2. Second, this model is used in an intermediate step of a transformation leading to a distributed implementation. We show that observation conflicts, that usually follow from encoding of priorities, can be dealt more efficiently than structural conflicts, due to sharing of components between multiparty interactions. We extend the counter-based conflict resolution protocols of Bagrodia in order to handle these types of conflicts. These extensions have been fully implemented. We report some preliminary results on benchmarks.

The paper is organized as follows. Section 2 introduces the main concepts of the BIP framework together with the alternative observation-based composition semantics. Section 3 recalls the principles for distributed implementation of BIP models, focusing on conflict resolution by using counter-based protocols. Section 4 defines the method for distributed implementation of BIP models with observation and in particular, the necessary adaptation of the conflict resolution protocols. Experiments are reported in Section 5. Section 6 provides conclusions and perspectives for future work.

2. Semantic Models of BIP

In this section, we present BIP[3], a component framework for building systems from a set of atomic components by using two types of composition operators: Interaction and Priority. We then present an alternative model based on Observation that can express Priority. Finally we present a transformation from a component with Observation into an equivalent component with only Interaction.

Atomic Components. An atomic component \( B \) is a labelled transition system represented by a tuple \( (Q, P, T) \) where \( Q \) is a set of control locations or states, \( P \) is a set of communication ports and \( T \subseteq Q \times P \times Q \) is a set of transitions.

Interactions. In order to compose a set of \( n \) atomic components \( \{B_i = (Q_i, P_i, T_i)\}_{i=1}^n \), we assume that their respective sets of control locations and ports are pairwise disjoint; i.e., for any two \( i \neq j \in \{1..n\} \), we require that \( Q_i \cap Q_j = \emptyset \) and \( P_i \cap P_j = \emptyset \). We define the global set \( P = \bigcup_{i=1}^n P_i \) of ports. An interaction \( a \) is a set of ports such that \( a \) contains at most one port from each atomic component. We take \( a = \{p_i\}_{i \in I} \) with \( I \subseteq \{1..n\} \) and \( p_i \in P_i \). If \( a \) is an interaction, we denote by \( \text{support}(a) \) the set of atomic components that participate in \( a \). This notation is extended to sets of interactions \( \gamma \), that is, \( \text{support}(\gamma) = \bigcup_{\alpha \in \gamma} \text{support}(\alpha) \).

Priorities. Given a set \( \gamma \) of interactions, we define a priority as a strict partial order \( \pi \subseteq \gamma \times \gamma \). We write \( a \pi b \) for \( (a, b) \in \pi \) to express that \( a \) has lower priority than \( b \).

Composite Components. A composite component \( \pi \gamma(B_1, \ldots, B_n) \) (or simply component) is defined by a set of atomic components \( \{B_i = (Q_i, P_i, T_i)\}_{i=1}^n \), composed by a set of interactions \( \gamma \) and a priority \( \pi \subseteq \gamma \times \gamma \). If \( \pi \) is the empty relation, then we omit \( \pi \) and simply write \( \gamma(B_1, \ldots, B_n) \). A global state \( q \) of \( \pi \gamma(B_1, \ldots, B_n) \) is defined by a tuple of control locations \( q = (q_1, \ldots, q_n) \). The behavior of \( \pi \gamma(B_1, \ldots, B_n) \) is a labelled transition system \( (Q, \gamma, \rightarrow_{\pi \gamma}) \), where \( Q = \bigotimes_{i=1}^n Q_i \) and \( \rightarrow_{\gamma}, \rightarrow_{\pi \gamma} \) are the least sets of tran-
Given a BIP component \( \gamma(B_1, \ldots, B_n) \), we define an observation as a pair of functions \( \mathcal{O} = (\text{obs}, \text{pred}) \), that are both defined over \( \gamma \). Let \( a \in \gamma \) be an interaction; \( \text{obs}(a) \) is a subset of \( \{B_1, \ldots, B_n\} \) including the set of components observed by the interaction \( a \). We require that \( \text{obs}(a) \cap \text{support}(a) = \emptyset \). The observed components and the support of \( a \) are the components visible to \( a \), that is \( V_a = \text{support}(a) \cup \text{obs}(a) \). For \( a \in \gamma \), \( \text{pred}(a) \) is a predicate defined on the states of components in \( V_a \).

**Composite Component with Observation.** A composite component with observation \( \mathcal{O}_\gamma(B_1, \ldots, B_n) \) is defined by a component \( \gamma(B_1, \ldots, B_n) \) and an observation \( \mathcal{O} \) over this component. The behavior of \( \mathcal{O}_\gamma(B_1, \ldots, B_n) \) is the labeled transition system \( (Q, \gamma, \rightarrow \bigcirc \gamma) \), where \( Q = \bigotimes_{i=1}^n Q_i \), is the set of global states, and \( \rightarrow \bigcirc \gamma \) is the least set of transitions satisfying the rule:

\[
(q_1, \ldots, q_n) \xrightarrow{a \gamma} (q'_1, \ldots, q'_n) \quad \text{pre}(a) \bigcap \bigcup_{(q_j, B_j) \in \mathcal{O}} q_j = \emptyset
\]

The rule \([\text{obs}]\) states that a transition \( a \) can take place in the component with observation if it is already a valid transition in the component \( \gamma(B_1, \ldots, B_n) \) and if the predicate \( \text{pred}(a) \) holds for the current state of components in \( V_a \). The predicate \( \text{pred}(a) \) is a boolean expression involving atomic predicates \( at(q) \) for each state \( q \in \bigcup_{i=1}^n Q_i \). The atomic predicate \( at(q) \) evaluates to true whenever the corresponding atomic component is at state \( q \) and to false otherwise. The rule \([\text{obs}]\) requires that \( \text{pred}(a) \) depends only on states of components that are visible to \( a \), that is \( \text{pred}(a) \) is a boolean expression on \( at(q) \) predicates for \( q \in \bigcup_{B_j \in \mathcal{E}_V} Q_j \).

Example 2. Figure 2 depicts a composite component with observation. Each interaction is labeled by the set of observed components and the corresponding predicate. Here, the only interaction with additional observation is \( rb \), with \( \text{obs}(rb) = \{S\} \). The predicate for executing \( rb \) is written between square brackets.

Observation-based semantics violates the component encapsulation principle as it needs access to inner states of components. We use components with observation as an intermediate model towards a distributed implementation where we exploit the locality of observation: observing only the components visible to an interaction is sufficient to decide whether the interaction can take place.

**Priority vs. Observation.** In Figure 2, we presented an example of composite components with observation. Note that the predicate associated to \( rb \) actually encodes the priority rule of Figure 1, since it guarantees that nor \( req \) neither \( ack \) are enabled when executing \( rb \). We show that given a priority \( \pi \) one can obtain an observation \( \mathcal{O}_\pi \) such that the behaviors...
of the components with priority and observation are identical.

Using \( at(q) \) predicates, we define the predicate \( EN_a \) stating whether the interaction \( a \) is enabled. First, we define the predicate \( EN^i_p \), characterizing enabledness of port \( p_i \) in a component \( B_i = (Q_i, P_i, T_i) \), that is \( EN^i_p = \bigvee_{(q, p_i, -) \in T_i} at(q) \). Then, the predicate \( EN_a \) can be defined by: \( EN_a = \bigwedge_{p_i \in a} EN^i_p \). Note that this predicate depends only of components in \( \text{support}(a) \).

**Definition 1 (Priority Observation).** Given a prioritized BIP component \( \pi \gamma(B_1, \ldots, B_n) \), we define the priority observation \( O_\pi = (\text{obs}, \text{pred}) \) for the component \( \gamma(B_1, \ldots, B_n) \), for each interaction \( a \in \gamma \):

- \( \text{obs}(a) \) contains all components involved in a higher priority interaction \( b \) that do not participate in \( a \). Formally: \( \text{obs}(a) = (\bigcup_{\pi \neq b} \text{support}(b)) \setminus \text{support}(a) \).
- \( \text{pred}(a) \) ensures that each higher priority interaction \( b \) is not enabled. Formally, \( \text{pred}(a) = \bigwedge_{a, \pi \neq b} \lnot EN_b \). Obviously, this predicate depends only on components in \( \text{support}(a) \cup \text{obs}(a) \).

For the example in Figure 1, the only low-priority interaction is \( rb \). For all other interactions, \( \text{obs}(a) \) and \( \text{pred}(a) \) are respectively % and \( T_rue \). The component with observation obtained from the component with priority is exactly the one depicted in Figure 2. Indeed, \( rb \) observes the component \( S \) and the predicate on this interaction is \( \lnot at(lst) \land \lnot at(srv) = \lnot EN_{req} \land \lnot EN_{ack} \).

**Proposition 1.** Given a component with priority \( \pi \gamma(B_1, \ldots, B_n) \) and the component with observation \( O_\pi \gamma(B_1, \ldots, B_n) \), where \( O_\pi \) is constructed from \( \pi \) as specified in Definition 1, we have \( \rightarrow_{\pi \gamma} = \rightarrow_{O_\pi \gamma} \).

**Proof.** For each interaction \( a \), the predicate \( \text{pred}(a) = \bigwedge_{a, \pi \neq b} \lnot EN_b \) is equivalent to \( \forall b \in \gamma \ a \pi b \implies b \rightarrow_{\gamma} \). Thus the rules \([PRIO]\) and \([OBS]\) define exactly the same set of transitions.

In [6], we provided a heuristic to reduce the scope of observation while preserving behavior equivalence. More precisely, this heuristic takes an observation \( O_\pi = (\text{obs}, \text{pred}) \) and returns another observation \( O' = (\text{obs}', \text{pred}') \), such that

\[ \forall a \in \gamma \ |\text{obs}'(a)| \leq |\text{obs}(a)|, \] the scope of the observation is reduced, and

\[ \rightarrow_{O_\pi \gamma} \subseteq \rightarrow_{O' \pi \gamma} \] the obtained behavior using observation \( O' \) is correct with respect to the original one.

Furthermore, the heuristics ensures that if the inclusion is strict, no deadlocks are introduced. Otherwise, the obtained component has precisely the same behavior as the original one.

### 2.2 Implementing Observation with Interactions

We start from a component with observation \( O_\pi \gamma(B_1, \ldots, B_n) \) and translate it into an equivalent observable BIP component \( \gamma'(B_1', \ldots, B_n') \). In order to implement observation, each atomic component has to make explicit its current state, both for interactions where it is involved and for interactions where it is observed. Observation is therefore encoded by extending interactions to observed components.

**Transforming Atomic Components.** Given an atomic component \( B = (Q, P, T) \), we define the corresponding atomic observable component as a labeled transition system \( B' = (Q', P', T') \), where:

- \( Q = Q' \) the states are the same than in the original component.
- \( P' = (P \cup \{ \text{obs}\}) \times Q \): we add a new port denoted \( \text{obs} \), that will be used for observation. All ports contain the information of the current state. We denote by \( p(q) \) the port \((p, q) \in P'\).
- \( T' \) contains the transition \((q, p, q') \in T, T' \) contains the transition \((q, p(q), q') \) where the current state of the component is explicit in the offered port. For \( q \in Q, T' \) contains the loop transition \((q, \text{obs}(q), q) \) that is used when the component is observed.

**Transforming Interactions.** Given a set \( \gamma \) of interactions and an observation \( O = (\text{obs}, \text{pred}) \), we define the new set of interactions \( \gamma' \) as follows. For each interaction \( a \in \gamma \), where \( a = \{p_j\}_{j \in J} \), we extend its support to the components \( \text{support}(a) \cup \text{obs}(a) = (B'_j, \ldots, B'_k) \), and we denote by \( J \) the set of indices \( \{j_1, \ldots, j_k\} \). For each state of this set of components \( \{q_{j_1}, \ldots, q_{j_k}\} \) such that \( \text{pred}(a)(q_{j_1}, \ldots, q_{j_k}) \) holds, \( \gamma' \) contains the interaction \( a(q_{j_1}, \ldots, q_{j_k}) = \{p'_j, q_j\}_{j \in J} \), where \( p'_j = \text{obs}(j) \) if \( B_j \in \text{obs}(a) \), that is \( B_j \) is observed by \( a \), and \( p'_j = p_j \) otherwise. This transformation associates to any interaction \( a \in O_\pi \gamma(B_1, \ldots, B_n) \) a set of interactions \( a(q_{j_1}, \ldots, q_{j_k}) \) of \( \gamma'(B'_1, \ldots, B'_n) \), each interaction of \( \gamma' \) being enabled by states \( \{q_{j_1}, \ldots, q_{j_k}\} \) satisfying \( \text{pred}(a) \).

**Proposition 2.** We have \( \rightarrow_{\gamma} = \rightarrow_{O_\gamma} \) by mapping the interactions \( a(q_{j_1}, \ldots, q_{j_k}) \) of \( \gamma' \) to \( a \).

**Proof.** The states of \( O_\pi \gamma(B_1, \ldots, B_n) \) and \( \gamma'(B'_1, \ldots, B'_n) \) are the same. The transition \( q \rightarrow_{\gamma} q' \) can be fired if and only if the components visible to \( a \), namely \( \{B_j\}_{j \in J} \),
are in a state \((q_1, \ldots, q_k)\) satisfying the predicate \(\text{pred}(a)\).
In that case \(\gamma'\) contains an interaction \(a(q_1, \ldots, q_k)\). This interaction only changes the state of participants in \(a\), thus we have \(q \xrightarrow{a} q'\).

Note that the duplication of interactions can be avoided by using models extended with variables and guards on interactions. In that case, instead of creating a new port \(p(q)\) for any pair in \(P \times Q\), each port exports a state variable \(q\). Then \(\text{pred}(a)\) is the guard associated with the interaction \(a\), and depends only on variables exported by the ports involved in \(a\).

3. Decentralized Implementation of BIP

We provide here the principle of the method for distributed implementation of BIP presented in [8, 9]. This method relies on a systematic transformation from arbitrary atomic components with Send/Receive interactions to distributed BIP components with Send/Receive interactions. These are binary point-to-point and directed interactions from one sender component (port), to one receiver component (port) implementing message passing, from the sender to the receiver. The transformation guarantees that the receive port is always enabled when the corresponding send port becomes enabled, and therefore Send/Receive interactions can be safely implemented using any asynchronous message passing primitives (e.g., MPI send/receive communication, TCP/IP network communication, etc...).

In a distributed setting, each atomic component executes independently and thus has to communicate with other atomic components in order to ensure correct execution with respect to the original semantics. Thus, a reasonable assumption is that each component will publish its offer, that is the list of its enabled ports, and then wait for a notification indicating which interaction has been chosen for execution. This is achieved by splitting each transition in atomic components: one port sends the offer, the other port is triggered by the notification and executes the chosen interaction.

The main difficulty when transforming a BIP component into a distributed Send/Receive BIP component is to resolve conflicts between simultaneously enabled interactions. In a centralized execution, only one entity is responsible for executing interactions, and has exclusive access to all components. In contrast, in a distributed setting, several entities may be responsible for executing interactions. A conflict occurs if two different entities try to execute two interactions involving a common component. If both entities send a notification to this component, then the original semantics is jeopardized, since a component cannot participate in two concurrently enabled interactions. For conflict resolution, a protocol must be used in order to ensure that conflicting interactions are not executed concurrently. This protocol takes into account the offers from components and sends back notifications so that the distributed execution is correct with respect to the original semantics.

Distributed conflict resolution boils down to solving the committee coordination problem [12], where a set of professors organize themselves in different committees, a meeting requires the presence of all professors to take place and two committees that have a professor in common cannot meet simultaneously. Different solutions have been provided, using managers [1, 12, 17, 18], circulating tokens [15], or randomized algorithms without managers [14] to implement the conflict resolution.

We first describe how atomic components are modified to send offers and receive notifications. Then, we focus on the Bagrodia’s solutions from [1], that use managers and counters to implement conflict resolution. Finally, we recall how these protocols are used for building a 3-layer distributed component.

3.1 Distributed Atomic Components

The transformation of atomic components consists in splitting each transition into two consecutive transitions: (i) an offer that publishes the current state of the component, and (ii) a notification that triggers the transition corresponding to the chosen interaction. The offer transition publishes its enabled ports through a set of special ports, labeled \(o(\text{Off})\) where \(\text{Off}\) is the subset of enabled ports.

Definition 2 (Distributed atomic components). Let \(B = (Q, P, T)\) be an atomic component. The corresponding transformed atomic component is \(B^\perp = (Q^\perp, P^\perp, T^\perp)\), such that:

- \(Q^\perp = Q \cup \{\bot_q \mid q \in Q\}\) is the union of stable states \(Q\) and busy states \(\{\bot_q \mid q \in Q\}\).
- \(P^\perp = P \cup \{o(\text{Off})\} \mid \text{Off} \subseteq P\), where \(o(\text{Off})\) is a port indicating that ports in \(\text{Off} \subseteq P\) are enabled.
- the set of transitions \(T^\perp\) include, for every transition \(\tau = (q, p, q') \in T\):
  1. an offer transition \(\bot_q, o\{p|q \xrightarrow{p} q'\}, q\) that goes from a busy to a stable state and publishes the offer.
  2. a notification transition \(q \xrightarrow{\text{Off}} \bot_q\) that goes from a stable to a busy state and executes the transition from the original component.

Notice that we introduced a new port for each possible offer. This allows us to using the same model as for non-distributed atomic components. However, as the notation suggests, we can use a single port \(o\) with exported variables as described in [9].

3.2 Bagrodia’s Counter-based Conflict Resolution

In Bagrodia’s solutions, the protocol is made of one or several managers that receive offers from the atomic components and reply with notifications.

2 with or without priorities
Centralized (Single) Manager. The first solution consists of a single manager. In order to ensure mutual exclusion of conflicting interactions, the protocol maintains two counters for each atomic component $B_i$:

- The offer-count $n_i$, which counts the number of offers sent by the component. This counter is initially set to 0 and is incremented each time an offer from $B_i$ is received.
- The participation-count $N_i$, which counts the number of times the component participated in an interaction. This counter is initially set to 0 and is incremented each time the manager selects an interaction involving $B_i$ for execution.

Intuitively, the offer-count $n_i$ associated to an offer from a component $B_i$ corresponds to a time stamp. The manager maintains the last used time stamp ($N_i$) for each component. If the time stamp ($n_i$) of an offer is greater than the last used time stamp ($N_i$), then the offer from $B_i$ has not been consumed yet. Otherwise, some interaction has taken place and the manager has to wait for a new offer from this component.

Furthermore, the manager recalls the last offer sent by each component. Thus in order to schedule an interaction, it must check that (1) the interaction is enabled according to the last offers received and (2) these offers are still valid according to the $n_i$ and $N_i$ counters. We define formally the behavior of the centralized protocol as a composition operator over distributed atomic components.

Definition 3 (Centralized Counter-based Implementation). Given a BIP component $\gamma(B_1, \ldots, B_n)$ we define the behavior of the counter-based centralized implementation as an infinite state LTS $(Q^\perp, \gamma^\perp, T^\perp)$

- The set of states $Q^\perp$ is the product of the states of the atomic components with the state of the protocol:
  $$Q^\perp = \bigotimes_{i=1}^n Q_i^\perp \times \bigotimes_{i=1}^n (N \times N \times 2^{P_i})$$
  The state of the manager is defined by $n$ triplets $m_i = (n_i, N_i, Off_i)$, one for each component $B_i$, where $n_i$ and $N_i$ are the values of the corresponding counters and $Off_i$ is the last offer from $B_i$. We denote by $(q, m)$ a state of $Q^\perp$. $q[i]$ and $m[i]$ represent the $i$th component of the tuples $q$ and $m$.
- The interactions $\gamma^\perp$ consists of interactions of the original component and the offers:
  $$\gamma^\perp = \gamma \cup \bigcup_{i=1}^n \bigcup_{Off \in 2^{P_i}} o_i(Off_i)$$
- There are two types of transitions in $T^\perp$:
  1. Offer transitions: From state $(q, m) \in Q^\perp$, there is an offer transition in $T^\perp$ if for some component $B_i$, an offer is enabled: $(q[i], o_i(Off_i), q'[i]) \in T_i^\perp$. Then $T^\perp$ contains the transition $(q, m) \xrightarrow{o_i(Off)} (q', m')$, where:
     - $q'[i] = q'_i$,
     - $m'[i] = (n_i + 1, N_i, Off_i)$, with $m[i] = (n_i, N_i, Off_i)$,
     - for all $j \neq i$, $q'[j] = q[j]$ and $m'[j] = m[j]$.
  2. Execute transitions: From state $(q, m) \in Q^\perp$, there is an execute transition in $T^\perp$ if for some interaction $a = \{p_i \in I\}$, we have, for all $i \in I$ (with $m[i] = (n_i, N_i, Off_i)$):
     - $p_i \in Off_i$; the interaction is enabled according to the last offers,
     - $n_i > N_i$: the last offers are still valid.
     - Then, the transition $(q, m) \xrightarrow{a} (q', m')$ is in $T^\perp$, with:
     - $\forall i \in I, q'[i]$ is the state such that $(q[i], p_i, q'[i]) \in T_i^\perp$,
     - $\forall i \in I, m'[i] = (n_i, N_i + 1, Off_i)$: counters of participants are incremented.
     - $\forall j \notin I, q'[j] = q[j] \land m'[j] = m[j]$.

We show that the component $\gamma(B_1, \ldots, B_n)$ and the corresponding counter-based implementation are observationally equivalent in the sense of Milner [16]. We first prove the following lemma.

Lemma 1. If $n_i > N_i$, then the component $B_i^\perp$ is in a stable state $q_i$ and $Off_i = \{p_i, -p_i\}$.

Proof. The construction of $B_i^\perp$ implies that it alternates offer and execute transitions. Initially, $n_i = N_i$ and $B_i^\perp$ is in a busy state. The only possible transition is an offer, which brings the system to a state where $n_i = N_i + 1 > N_i$ is true and the offer transition ensures the property to prove. Next possible step in $B_i^\perp$ is an execute action, after which again $n_i = N_i$ and $B_i^\perp$ is a busy state. This behavior repeats forever.

In order to show observational equivalence, we have to define the observable actions of both systems. For the component $\gamma(B_1, \ldots, B_n)$ the observable actions are the interactions $\gamma$. For the counter-based implementation, the visible actions are the execute actions $\gamma$. We denote by $\beta$ the offer actions.

We define a relation between states $Q$ of the centralized component and states $Q^\perp$ of its distributed implementation. To each state $q^\perp \in Q^\perp$ of the distributed implementation, we associate a state $e(q^\perp) \in Q$ of the original component. For each component $B_i^\perp$, $q^\perp[i]$ is either a stable state $q_i$ or a busy state $\perp q_i$. In both cases, we take $e(q^\perp[i]) = q_i$. We say that a state $q \in Q$ and $q^\perp \in Q^\perp$ are equivalent, denoted by $q^\perp \sim q$, if $q = e(q^\perp)$.

Proposition 3 (Correctness of Centralized Counter-based Implementation). Given a component $\gamma(B_1, \ldots, B_n)$, the labeled transitions systems $(Q, \gamma, T)$ and $(Q^\perp, \gamma^\perp, T^\perp)$ of its distributed implementation are observationally equivalent.

Proof. We have to prove that:
1. If \( q^\perp \xrightarrow{\beta} r^\perp \), then \( \forall q \sim q^\perp, r \sim q^\perp \).
2. If \( q^\perp \xrightarrow{a} r^\perp \), then \( \forall q \sim q^\perp, \exists r \in Q q \xrightarrow{\gamma} r \land r \sim r^\perp \).
3. If \( q \xrightarrow{a} r \), then \( \forall q^\perp \sim q, \exists r \in Q q^\perp \xrightarrow{\beta} r^\perp \land r \sim r^\perp \).

1. This is a consequence of the definition of \( \sim \).
2. The transition \( (q^\perp, a, r^\perp) \) is possible at state \( q^\perp \in Q^\perp \) if for each participant \( B_i \) in the interaction, the counters verify \( n_i > N_i \), and for each port \( p_i \in a \), we have \( p_i \in \text{Off}_i \).
3. The Lemma 1 ensures that in the equivalent state \( q \in Q \), we have as well \( q \xrightarrow{a} r \). The construction of distributed atomic components ensures that \( r \sim r^\perp \).

In Definition 3, the enabling of offer transitions depends exclusively on the state of the component sending the offer. Similarly, the enabling of execute transitions is decided by the component presented in Figure 1 is depicted in Figure 3.

### Decentralized (Multiple) Manager(s).

In [1], Bagrodia decentralizes the manager into a set of distributed managers, also relying on counters to ensure correct execution of the interactions. The correctness is guaranteed as long as each manager can check and modify atomically all the \( N_i \) counters corresponding to an interaction. Bagrodia proposes two protocols guaranteeing this atomicity:

- The token ring protocol, where a token circulates through all managers. This token stores the \( N_i \) counters for the whole system, which guarantees atomic access for each manager.
- The dining philosophers protocol, where two interactions that involve a common component share a fork with a copy of the \( N_i \) counter on it. In order to execute an interaction, the manager needs to acquire all forks and can then check and update if necessary all \( N_i \) values simultaneously.

It can be shown that these protocols are trace equivalent with the centralized implementation [9]. However, they are not observationally equivalent with the centralized implementation, since the position of the token or of the forks may prevent some choices to be made (see [9] for details).

#### 3.3 3-layer Distributed Architecture

The obtained distributed components must meet the following three properties: (1) preserve the behavior of each atomic component, (2) preserve the behavior of interactions, and (3) resolve conflicts in a distributed manner. To ensure these properties, we structure distributed components according to a hierarchical architecture with three layers. The lower layer includes the transformed atomic components. The second layer deals with distributed interaction execution by implementing interaction protocols (IP). The third layer deals with conflict resolution. Since several distributed algorithms exist for conflict resolution, this layer is generic with appropriate interfaces. An example of 3-layer architecture obtained from the component presented in Figure 1 is depicted in Figure 3.

Components Layer. This layer contains the distributed version of the atomic components, as described in section 3.1. In Figure 3, it corresponds to components \( M^\perp \) and \( S^\perp \).

Interaction Protocol. This layer consists of a set of interaction protocols each hosting a set of interactions from the original BIP component. Conflicts between interactions included in the same interaction protocol are resolved by that component locally. On Figure 3, \( IP_1 \) handles interaction \( upg \) and \( rb \), \( IP_2 \) handles \( on \) and \( off \), and \( IP_3 \) handles \( req \) and \( ack \).

The interaction protocol evaluates the guard of each interaction and executes the code associated with an interaction that is selected locally or by the upper layer. The interface between this layer and the component layer provides ports for receiving offers from each component (through ports such as \( o_M \)) and notifying the components on permitted port for execution (through ports such as \( n_{on} \)). Sender ports are denoted by triangles and receiver ports by bullets. Interactions with one sender and multiple receivers means that the sender sequentially sends a message to each receiver.

Conflict Resolution Protocol. This algorithm embeds one of the Bagrodia’s counter-based protocols as presented in the previous section. The protocols have been slightly modified since managers do not receive offers one by one from components but instead receive the set of offers corresponding to
an interaction sent by one of the interaction protocols. The protocol can either be centralized, or distributed e.g. token ring or dining philosophers. The interface between this layer and the Interaction Protocol involves ports for receiving requests to `reserve` an interaction (labelled `rsv`) and responding by either success (labelled `ok`) or failure (labelled `f`).

4. Distributed Implementation of Observational Semantics

Applying the transformation presented in Subsection 2.2 followed by the distribution method presented in 3 allows to obtain a distributed model from a component with observation. This method leads to a multiparty-based implementation. We show here that a multiparty-based implementation is costly, as it treats all observation conflicts as structural conflicts. We propose an optimized version of Bagrodia’s counter-based protocol presented in the previous section, that allows us to build an observation-aware implementation.

4.1 Observation Conflicts

Using the transformation presented in 2.2, we can transform a component with observation into a observable component. This transformation implements observation of components through new ports denoted `obs`. However, it introduces new structural conflicts between interactions on the observation ports `obs`.

As an example, consider the model depicted in Figure 4. It contains three atomic components and three fragments of interaction. Interactions `a` and `b` observe the atomic component `B2`. Execution of `a` or `b` will not change the state of `B2` since none of its transitions is involved. Intuitively, `a` and `b` can be executed in parallel, they do not really conflict. However, execution of `c` changes the state of the atomic component `B2` and may disable the predicate associated to `a` or `b`. Thus `a` and `c` cannot be executed simultaneously. They are conflicting.

This type of conflicts also appears in transactional memories [13]. In this context, different transactions (interactions) can simultaneously read (observe) a variable (an atomic component), but writing on a variable (executing a transition) requires exclusive access to the variable.

When we transform such a model with observation into an observable model, as described in subsection 2.2, we obtain the model depicted in the Figure 5. The observation is implemented by adding a new port `obs(q)` and extending interactions `a` and `b` to that new port. In this model, `B2` becomes a participant in the interactions `a` and `b` by executing a loop transition. This results in a structural conflict between `a` and `b`.

The 3-layer distributed implementation generated from a component obtained with the transformation presented in Subsection 2.2 involves an unnecessarily high number of exchanged messages. Consider the model presented in Figure 5. Execution of interaction `a` followed by interaction `b` requires at least 4 messages between the component `B2` and the protocol. Indeed, each interaction requires at least one offer and one notification. These four messages could be replaced by a single one, indicating that `B2` is at state `q` to the protocol, since the component `B2` does not need to be notified when it is observed.

4.2 Counter-based Conflict Resolution for Observation

The transformation from a component with observation to an observable component adds new conflicts and results in a message-inefficient distributed implementation. In order to avoid this, we modify the conflict resolution protocol to take observation into account. The particularity of observation is checking that a component is at a particular state, without state change. This differs from multiparty interactions, where observation is combined with state change.

The proposed adaptation of the counter-based protocol presented in Definition 3 can be reused in the 3-layer BIP model to encompass observation and thus priority. This adaptation relies on the following key facts:

- **Observation of a component does not imply state change.** Freshness of the offer from a component (the observation) is still validated by checking `nt > Nt`. However, upon execution of an interaction, the `Nt` counters corresponding to the observed components are not incremented. Thus `nt > Nt` still holds and another interaction observing the same component can still take place.
- **The state predicates need to be checked.** This assumes that every component sends its local state with its offer and that the manager knows the state predicate for each interaction.

![Figure 4. Model with observation.](image)

![Figure 5. Observable model obtained from the model with observation in Figure 4.](image)
Definition 4. Given a BIP component with observation \(O \gamma(B_1, \ldots, B_n)\) we define the behavior of the adapted counter-based centralized implementation as an infinite state LTS \((Q^\perp, \gamma^\perp, T^\perp)\) where:

- The set of states \(Q^\perp\) is the product of the states of the atomic components with the state of the protocol:
  \[Q^\perp = \bigotimes_{i=1}^n Q_i^\perp \times \bigotimes_{i=1}^n (N \times N \times 2^{P_i} \times Q_i)\]

The state of the manager is defined by \(n\) quadruples \(m_i = (n_i, N_i, \text{Off}_i, q_i)\), one for each component \(B_i\), where \(n_i\) and \(N_i\) are the values of the corresponding counters, \(\text{Off}_i\) is the last offer from \(B_i\) and \(q_i\) is the last known state from \(B_i\). We denote by \((q, m)\) a state of \(Q^\perp\).

- The interactions of \(\gamma^\perp\) include the interactions from the original component and the offers:
  \[\gamma^\perp = \gamma \cup \bigcup_{i=1}^n \bigcup_{(q, m) \in Q^\perp} o_i(\text{Off}_i)\]

There are two types of transitions in \(T^\perp\):

1. offer transitions: From state \((q, m) \in Q^\perp\), there is an offer transition in \(T^\perp\) if for some component \(B_i\) an offer is enabled: \((q[i], \gamma(\text{Off}_i), q'_i) \in T^\perp_i\). That is, \(T^\perp\) contains the transition \((q, m) \xrightarrow{o(\text{Off}_i)} (q', m')\), where:
   - \(q'[i] = q'_i\),
   - \(m'[i] = (n_i, N_i, \text{Off}_i, q'_i)\),
   - for all \(j \neq i\), \(q'[j] = q[j]\) and \(m'[j] = m[j]\).

2. execute transitions: From state \((q, m) \in Q^\perp\), there is an execute transition in \(T^\perp\) if for some interaction \(a = \{p_i\}_{i \in I}\), we have, for all \(i \in I\) (with \(m[i] = (n_i, N_i, \text{Off}_i, q_i)\)):
   - \(p_i \in \text{Off}_i\): the interaction is enabled according to the last offers,
   - \(n_i > N_i\): the last offers are still valid.

Furthermore, we require that \(\text{pred}(a) \subseteq \{(q_i)_{i \in V_a}\}\) holds.

Then, the transition \((q, m) \xrightarrow{a} (q', m')\) in \(T^\perp\), with:
- \(\forall i \in I, q'[i]\) is the state such that \((q[i], p_i, q'[i]) \in T^\perp_i\),
- \(\forall i \in I, m'[i] = (n_i, N_i + 1, \text{Off}_i, q_i)\): counters of participants are incremented.
- \(\forall j \notin I, q'[j] = q[j] \land m'[j] = m[j]\)

As for the counter-based implementation, we prove the correctness of the adapted version using Milner’s observational equivalence.

Proposition 4 (Correctness of adapted Counter-based Implementation). Given a component \(O \gamma(B_1, \ldots, B_n)\), the labeled transitions systems \((Q, \gamma, T)\) and \((Q^\perp, \gamma^\perp, T^\perp)\) of its distributed implementation are observationally equivalent.

The proof has the same structure as for the Proposition 3, and uses the same equivalence relation. The only difference is in points 2. and 3. where we have to take into account the additional enabling condition. More precisely, we have to show that the truth value of the enabling condition is preserved by the equivalence relation restricted to stable states. This is obtained by considering the counters of observed components.

The correctness is guaranteed through the fact that checking the freshness of offers sent by visible components and incrementing the counters of participant components is an atomic action. Thus as for Bagrodia’s original version, the manager can be distributed provided this atomicity is ensured, either by the token ring or by the dining philosophers solutions.

Example 3. To illustrate the behavior of this new protocol, consider again the model depicted in Figure 4. We obtain a multiparty-based implementation by transforming it into the model of Figure 5 and then using the original protocol from Bagrodia. The modified protocol presented here allows to obtain an observation-aware implementation directly from the model in Figure 4. In Figure 6, we compare the behavior of the two approaches, when executing the interaction sequence \(a, b, c\). On the left, we show the messages exchanged in the multiparty-based implementation. On the right we show the messages exchanged in the observation-aware implementation. For each process (the distributed components \(B_i\) and the protocol \(P\)) Figure 6 presents the sequence of messages received and sent. The black circles indicate that an interaction is scheduled by the Protocol. Note that the component \(B_2\) is observed by \(a\) and \(b\) and is participant in \(c\).

With the multiparty-based implementation, the observation is treated as a participation. Both execution of \(a\) and \(b\) trigger the emission of a notification \((\text{obs})\) to \(B_2\) followed by a new offer \((\text{off})\). With the observation-aware implementation, the first offer sent by \(B_2\) is observed but not consumed by \(a\) and \(b\). So, there is no need to send notifications and wait for corresponding offers. Only the execution of \(c\) consumes the offer. For this particular configuration, the new protocol spares 4 messages and increases parallelism since \(b\) and \(c\).
The observation-aware implementation is more message-efficient than the multiparty-based implementation. If there is no observation, both implementations behave exactly the same. If there is an observation, executing the observing interaction results in the emission of a notification to each observed component in the multiparty-based implementation. This notification is not generated in the observation-aware implementation. Moreover, in the observation-aware implementation, an offer may be shared between several interactions observing the same component, reducing further the overall number of messages.

5. Experiments

We compare the execution time and the number of exchanged messages for several distributed implementations of a component with priority. The first step involves transformation of this component into a component with observation. Then we consider the two following sequences of transformations.

- Transform the component with observation into an observable component as explained in Subsection 2.2. Then generate a 3-layer distributed model embedding Bagrodia’s conflict resolution protocol described in Subsection 3.2. This method results in a multiparty-based implementation.
- Directly transform the component with observation into a 3-layer distributed model embedding the modified conflict resolution protocol described in Subsection 4.2. This method results in an observation-aware implementation.

For both implementations, we used the centralized version of the conflict resolution protocol.

5.1 Dining Philosophers

We consider a variation of the dining philosophers problem, denoted by Philo\(N\) where \(N\) is the number of philosophers. A fragment of this composite component is presented in Figure 7. In this component, an “eat” interaction \(eat_i\) involves a philosopher and the two adjacent forks. After eating, philosopher \(P_i\) cleans the forks one by one (\(cleanleft_i\) then \(cleanright_i\)). We consider that each \(eat_i\) interaction has higher priority than any \(cleanleft_j\) or \(cleanright_j\) interaction.

This example has a particularly strong priority rule. Indeed, executing one “clean” interaction requires to check that all “eat” interactions are disabled, that is to observe all components. This example allows to compare both implementations under strong priority constraints.

As explained in Section 3.3, the construction of our distributed implementation is structured in 3 layers. The second layer is parameterized by a partition of the interactions. For this example, the partition is built as follows. There is one interaction protocol \(E_i\) for every \(eat_i\) interaction and one interaction protocol \(C_i\) for every pair \(cleanright_{i-1}, cleanleft_i\). Only the latter deals with low priority interactions that need to observe additional atomic components.

We compare multiparty-based and observation-aware implementations. For both, once we have built the distributed components, we use a code generator that generates a stand-alone C++ program for each atomic component. These programs communicate by using Unix sockets.

The obtained code has been run on a UltraSparc T1 that allows parallel execution of 24 threads. For each run, we count the number of interactions executed and messages exchanged in 60 seconds, not including the initialization phase. For each instance we consider the average values obtained over 10 runs. The number of interactions executed by each implementation is presented in Figure 8. The total number of messages exchanged for the execution of each implementation is presented in Figure 9.

![Figure 7. Fragment of the dining philosopher component. Braces indicate how interactions are grouped into interaction protocols.](image-url)

![Figure 8. Number of interactions executed in 60s for the dining philosophers example.](image-url)
The comparison of the two implementations shows a huge difference both in performance (number of interactions executed) and communications needed (total number of messages exchanged). The observation-aware implementation is fastest and needs fewer messages than multiparty-based implementation. This can be explained as follows. In both cases, eat$_i$ interactions can execute in parallel, provided they do not involve a common fork. However, resolving priority conflicts requires to observe all components for executing a cleanleft$_i$ or a cleanright$_i$ interaction. In the multiparty-based implementation, observed components must synchronize to execute some interaction cleanleft$_i$ or cleanright$_i$. Between two “clean” executions, each component has to receive a notification and to send a new offer. This strongly restricts the parallelism. In the observation-aware implementation, a component offer is still valid after execution of an interaction observing that component. For a “clean” interaction, only two components will need to send a new offer before another “clean” interaction can be executed. This explains the speedup.

5.2 Jukebox

The second example is a jukebox depicted in Figure 10. It represents a system, where a set of readers $R_1 \ldots R_n$ access data located on $N$ disks $D_1 \ldots D_N$. Readers may need to access any disk. We denote by jukebox $N$ the jukebox component with $N$ disks. Access to disks is managed by jukeboxes $J_1, J_2$ that can load any disk to make it available to the connected readers. The interaction load$_{i,k}$ (respectively unload$_{i,k}$) allows loading (respectively unloading) the disk $D_i$ in the jukebox $J_k$. Each reader $R_j$ is connected to a jukebox through the read$_{j}$ interaction. Once a jukebox has loaded a disk, it can either take part in a “read” or “unload” interaction. Each jukebox repeatedly loads all $N$ disks in a random order.

If unload interactions are always chosen immediately after a disk is loaded, then readers may never be able to read data. Therefore, we add the priority unload$_{i,k} \pi$ read$_{j}$ for all $i, j, k$. This ensures that “read” interactions will take place before corresponding disks are unloaded. Furthermore, we assume that readers connected to $J_1$ need more often disk $1$ and that readers connected to $J_2$ need more often disk $2$. Therefore, loading these disks in the corresponding jukeboxes is assigned higher priority: load$_{i,1} \pi$ load$_{i,1}$ for $i \in \{2, 3\}$ and load$_{i,2} \pi$ load$_{i,2}$ for $i \in \{1, 3\}$. Each interaction is handled by a dedicated interaction protocol.

Compared to the Dining Philosopher example, this one has more localized priorities, in the sense that they do not require to observe the global state of the system. Here a priority rule is used to express a scheduling policy that aims to improve the efficiency of the system, in terms of “read” interactions. Generating the same example without taking priority into account results in an implementation that does less “read” interactions.

We performed the same measurements, in the same conditions as for the previous example. The number of interactions executed in 60s is presented in Figure 11. Here performance of both versions is the same. The main reason is that no or few parallelism is allowed between low priority interactions, i.e. two “unload” interactions from the same jukebox cannot be launched sequentially and run in parallel since they involve the same jukebox. However, Figure 12 shows that fewer messages are exchanged, with the
observation-aware implementation. Intuitively, this difference corresponds to the notifications and subsequent offers to and from observed components, that are not necessary with the observation-aware implementation.

6. Conclusion

We proposed different methods of generating a distributed implementation for multiparty interactions with observation. The proposed model ensures enhanced expressiveness as the enabling conditions of an interaction can be strengthened by state predicates of components non participating in that interaction. It directly encompasses modeling of priorities which are essential for modeling scheduling policies. We have proposed a transformation leading from a model with observation into an equivalent model with interactions. The transformation consists in creating events making visible state-dependent conditions.

Expressing observation by interactions allows the application of existing distributed implementation techniques, such as the one presented in [9]. We have proposed an optimization of the conflict resolution algorithm from [1] that takes into account the fact that an observed component does not participate in the observing interaction. Preliminary experiments show significant performance improvement of this optimized implementation method.

Future work directions include the study of knowledge-based techniques [6] for efficient conflict resolution, in particular by minimizing the set of the observed components for each interaction. We also plan to study optimized implementations of systems with multiparty interaction and observation, for other implementations based on other conflict resolution protocols, such as α-core [18].
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