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Abstract
This survey presents major results and issues related to the study of NPO problems in dynamic environments, that is, in settings where instances are allowed to undergo some modifications over time. In particular, the survey focuses on two complementary frameworks. The first one is the reoptimization framework, where an instance \( I \) that is already solved undergoes some local perturbation. The goal is then to make use of the information provided by the initial solution to compute a new solution. The second framework is probabilistic optimization, where the instance to optimize is not fully known at the time when a solution is to be proposed, but results from a determined Bernoulli process. Then, the goal is to compute a solution with optimal expected value.
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1 Introduction

It is commonly known that many optimization problems are intractable, so that no efficient (i.e., polynomial) optimal algorithms are known for them. Although it has not been clearly proved that such algorithms do not exist, it is commonly believed and accepted that it is the case, and the whole complexity theory relies today on this assumption.

The main approach to tackle these NP-hard problems consists in formulating approximation algorithms which run in polynomial time, and whose quality (measured as the so-called approximation ratio, i.e., the ratio between the approximate and the optimal solutions), is somehow guaranteed. This approach has been widely applied and analyzed for the past twenty years, leading to the development of many approximation algorithms, as well as a whole classification of problems based on their approximability.

At the same time, some new paradigms were investigated, mainly for practical applications, where problems are often neither static nor perfectly known in advance. These uncertain or dynamic aspects of the problems that need to be solved can be modeled and dealt with in various ways. This survey focuses on two different and complementary kinds of dynamic models: re-optimization (and its generalization, i.e., dynamic optimization) and probabilistic combinatorial optimization.

2 Preliminaries

In what follows, we first present in this an overview of the results achieved in dynamic optimization with emphasis to the reoptimization paradigm, as well as main techniques used in reoptimization algorithms. In the early 1980’s new computational frameworks were applied to some polynomial problems such as MIN SPANNING TREE [58] or SHORTEST PATH [56, 113], where the goal was to maintain an optimal solution under some more or less slight instance perturbations such as edge insertions, deletions or weight modifications. These innovative approaches were soon followed by many works improving on their results, mainly focusing on the data structures allowing complexity improvements in maintaining optimal solutions. Most of these results were dealing with polynomial problems, and aimed at maintaining optimal solutions in fully dynamic situations. More precisely, the paradigm was a little different from what is known today
as reoptimization, considering that the instances could be subject to many consecutive or simultaneous perturbations, and the data structures aimed at computing new optima on perturbed instances as fast as possible, in particular, faster than an ex nihilo computation. Rather than reoptimization algorithms, the approach aimed at defining what was called fully dynamic algorithms. Indeed, the results in this field concerned data structures rather than algorithms. Later on, some NP-hard problems such as BIN PACKING were also analyzed in a full dynamic setting, where the goal is to maintain the bound on the approximation ratio.

It is only in the early 2000's that the concept of reoptimization as it is known today emerges [3]. This new paradigm considers a two-steps (initial and perturbed) environment instead of a fully dynamic one, and the model clearly meets various practical situations, especially when the problem to solve cannot be completely known in advance, and the time window between the moment when the full problem is revealed and the moment where the solution is needed is so short that an optimal “static” computation is impossible. In this case, which occurs very often in practical applications, it seems reasonable to devote a tremendous time to compute an optimal solution on the part of the instance which is known for sure, and then quickly adapt this solution to the full instance once it is revealed. Reoptimization algorithms consist in these quick adaptation methods.

In this new framework, many new problems and types of perturbations can be analyzed and solved. In particular, the application of the reoptimization paradigm to NP-hard problems has been intensively studied in the past few years. These studies involve vertex-set perturbation also, whereas before the introduction of this paradigm, only edge-set perturbation where handled. In many cases, maintaining an optimal solution in polynomial time is proved to be impossible unless P=NP. Indeed, a polynomial optimal reoptimization strategy A could end up solving any instance I in polynomial time, by starting with a trivial instance (for example an empty graph), and building incrementally the instance I with a polynomial number of steps. Applying the algorithm A at each step, one comes up with an optimal solution on I computed in polynomial time, which is impossible for NP-hard problems. On the other hand, it is straightforward to affirm that a reoptimization problem should be at least as easy as its static version, since one can always use a static algorithm to solve the reoptimization problem from scratch, as if no information on the initial optimum were available.

Finally, it is quite clear that, regarding the classical P vs. NP dichotomy, a given reoptimization problem belongs to the same complexity class as its static version. But this “complexity heredity” between a static optimization problem and its reoptimization version goes no further. In particular, one cannot extend this result to approximability complexity classes in NP (for example a problem hard to approximate in its static version can be APX in the reoptimization setting), so that the research in this field mainly -and successfully- focused on the definition of approximation algorithms. Indeed, reoptimizing NP-hard problems can lead to two kinds of advances:

- either the reoptimization algorithm achieves the same solution quality (optimality or approximation ratio) as the best “static” algorithm known, but with a better running time,
- or the reoptimization algorithm achieves in polynomial time a better approximation than the best approximation ratio known for the static version.

In practice, most results achieved in the reoptimization setting consist in approximation algorithms which guarantee better approximation ratios than the static algorithms, or even approximation ratios that cannot be guaranteed in the static case unless P=NP.

The most spectacular example is probably the classical MAX INDEPENDENT SET problem, for which it has been proved that no algorithm can achieve an approximation ratio better
than $n^{r-1}$ (i.e., asymptotically returning a trivial solution consisting of 1 vertex), unless P=NP. In the reoptimization setting (considering node insertions or deletions), the problem becomes APX in its weighted version, and even PTAS in its unweighted version. This setting has also been successfully applied to various classical NP-hard problems such as several scheduling problems [15, 14, 115], Steiner Tree [28, 36, 35, 55] or the Travelling Salesman Problem [3, 8, 7, 33, 37]. In what follows we will discuss some general issues and properties concerning reoptimization of NP-hard optimization problems and we will review some of the most interesting applications.

An alternative way of handling dynamic data, quite complementary to reoptimization, is the probabilistic optimization paradigm, and discuss the main issues related to it. This paradigm includes a wide range of optimization problems, whose common characteristic is the explicit consideration of probabilities within the problem definitions. Thus, these problems are referred to as probabilistic combinatorial optimization problems (PCOPs).

On a very general level, PCOPs can be described as follows: one wishes to optimize a given problem $\Pi$, on an instance that cannot be known precisely in advance. Instead of having a fixed instance $I$ of the problem $\Pi$ to optimize, one has a whole set $\Omega$ of possible instances, each associated with a given probability. How one deals with such situations depends mainly on the probabilistic model considered.

Basically, probabilities can be introduced in any optimization model at two different levels:

- One or several parameters of the model can be subject to probabilities. For example, the weight of an edge can follow a uniform distribution $U(a, b)$, instead of being fixed as it is in classical optimization models. In this case, the structure of the problem is fixed, and some parameters within this structure are allowed to vary following a given probability distribution.

- The presence of one or several elements in the model can be subject to probabilities. For example, a node can be present in a graph, or a constraint can be present in a linear program, with a given probability. In this case, it is the structure of the problem itself which cannot be known in advance, and it eventually results from several Bernoulli trials.

Research in this field first focused on the former kind of model, while it now also focuses on the latter. As described in [25], the history of probabilistic analysis of combinatorial optimization models can be divided in three main phases:

The first models of combinatorial optimization problems including probabilities date back from the late 50’s, and focused also on probabilistic analysis in the Euclidean plane. Precisely, the main results consisted in general properties of optima, in various problems where nodes were randomly placed in an euclidean plane. The first result concerned the TSP [16], and consisted in an analysis of optimal tours in an euclidean plane, with randomly placed nodes. This result was used as basis for an approximation algorithm for the same problem in [90], and many years later, was generalized in [120], and extended to a broad class of combinatorial optimization problems, including Shortest Path, Rectilinear Steiner Tree, and Minimum Matching.

It is only in the late 70’s that probabilistic analyses were led on non-Euclidean combinatorial optimization models. Namely, the results focused on probabilistic analysis on problems with random lengths. In this framework, two main problems were analyzed: Non Symmetric TSP [91], and Min Spanning Tree [60, 121].

Notice that these two first phases include probabilities to randomize some parameters of the models (i.e., position of nodes in the plane, or distances between nodes), and achieve limit theorems about optimal values. In other words, the goal was not to solve combinatorial optimization problems including random variables, but rather to perform probabilistic analyses of these problems, leading to general limit properties. For example, the value of an optimal solution of a given
probabilistic problem can be shown to tend to a given function \( f(n) \) with probability 1 when \( n \) tends to the infinity. Moreover, the set of elements (i.e., nodes) were fixed, and only the relations between these elements (i.e., the lengths of edges or arcs) were considered random.

Regarding these two last remarks, the third -and still ongoing- phase, *probabilistic combinatorial optimization*, proposes a coherent theoretical framework and, in many cases, seems to meet practical needs much better than “deterministic” optimization. It was initiated with the grounding results of Jaillet and Bertsimas. Jaillet [80, 81] introduced the PROBABILISTIC TRAVELING SALESMAN (PTSP), and a few years later, Bertsimas [21] analyzed many other PCOP’s, and defined the concept of *a priori optimization*. Since then, many other classical optimization problems have been tackled in this probabilistic framework, and many results were provided, some of which will be reviewed in what follows. Basically PCOP’s consist in adding a vector of probabilities associated with nodes (when dealing with a graph problem), that represent the probability for each node to be present in the instance that will actually need to be optimized. This instance thus results from \( n \) independent Bernoulli trials.

There are two major motivations for introducing elements subjects to probabilities in combinatorial optimization problems. The main motivation is, of course, the capacity to model real-world situations, where problem data are very often not as clearly defined as in deterministic optimization models. In many situations, randomness represents a major characteristic of the problems that need to be solved, that is why it seems natural to investigate optimization problems which take this randomness into account. There is a wide range of important and interesting applications of PCOPs, especially in the context of distribution planning, communication and transportation networks, job scheduling, organizational structures, etc. For such applications, the probabilistic nature of PCOPs makes them particularly attractive as models of real-world systems. The second motivation is related to robustness analysis. Indeed, consider a solution \( S \) on a given instance of a problem, including probabilities. A probabilistic analysis of \( S \) will provide information on how \( S \) “behaves” in the defined probabilistic space, and thus, somehow on its robustness.

The paper is organized as follows: in Section 3 which is devoted to describing “fully dynamic” algorithms and corresponding data structures, major results are presented, for both P and NP-hard problems. Section 4 deals with general properties of reoptimization. In Section 5, the computational efficiency of reoptimization applied to various NP-hard problems is discussed, and the latest results of this ongoing research field are presented, whereas Section 5.5 is specifically devoted to vehicle-routing problems, considering the huge flow of literature on the matter. In Section 6, devoted to probabilistic combinatorial optimization, rather than reviewing all the results achieved in this framework, we will discuss in detail two basic notions of it, namely, those of “probabilistic combinatorial optimization problem” and of “a priori optimization” and we will present the major issues related to them. Note that we will only discuss problems that can be interpreted in terms of graphs, although other kinds of problems have been studied using this approach, such as scheduling problems [44] or BIN PACKING [18, 76].

### 3 Fully dynamic algorithms

As explained before, the first problems studied in a dynamic setting - where instances of optimization problems are considered to be modified locally, and solutions are adapted given these input modifications -, were rather easy (e.g. polynomial) problems, for which this additional feature can be considered as an opportunity to reduce the computational cost. As stated before, a static algorithm can always be used to solve a reoptimization problem, so that the reoptimization version of a given optimization problem is always at least as easy as its static version. In particular, if a static problem \( \Pi \) is polynomial, its reoptimization (and fully dynamic) version \( R(\Pi) \) is
also polynomial, so that the only kind of result one can expect is a computational cost reduction.

Later on, the concepts of fully- and semi-dynamic graphs and algorithms were also applied to NP-hard problems, where the goal is to maintain a bounded competitive ratio (the ratio between the optimal solution, and the solution computed iteratively, along with each graph update) regardless of the nature or number of graph updates that might occur. In this case, the dynamic feature of graphs is clearly a generalization of the “on-line” model, and is considered as a challenge rather than as an opportunity, in the sense that designing dynamic algorithms which can maintain good solutions under any kind of graph perturbations is quite a hard task, somehow harder to compute good solutions from scratch.

Indeed, the main difference between polynomial, and NP-hard problems regarding the fully dynamic setting, is that, for the polynomial case, optimality is maintained after each update, and the optimality at a given stage helps computing an optimal solution for the next stage in a more efficient way than computing this solution from scratch. In the opposite, when one has to handle an NP-hard problem in a fully dynamic setting, one can only get an approximate solution at all time, and it is hard to ensure that the competitive ratio remains bounded from one stage to the other.

To our knowledge, only three NP-hard problems were analyzed in fully dynamic environment: bin packing [79], min vertex cover [78], and shortest path in planar graphs [93].

3.1 Update and query procedures

An algorithm for a given graph problem is said to be dynamic if it can maintain a solution to the problem as the graph undergoes changes. Regarding the polynomial problems analyzed in this setting, the changes considered are insertions or deletions of edges, or changes in the weight of some edges (if relevant). At each step, a more or less complex data structure is updated, and this data structure can be used at any time as input to compute a solution in a more efficient way than considering the raw instance as input. The data structure is like a pre-processed version of the instance, which one can use to compute optimal solutions faster. Of course, the process is of interest only when the data structure is easier to update (i.e., requires a smaller number of operations to be updated) than the optimum itself.

In fully dynamic settings, an update operation denotes a change in the data structure in response to an incremental change to the input, and a query is a request for some information about the current solution, using the underlying data structure. These two notions are fundamental in the analysis of dynamic algorithms, since the complexity improvement relies completely on them.

Indeed, dynamic algorithms consist in maintaining a specific data structure at each step, rather than computing an optimal solution at each step. Whenever one wishes to have an optimal solution, one can run the query procedure. Very often, a trade-off has to be found between a structure easily updated, and one easily queried. This is precisely why complexities of both update and query operations are always analyzed.

Consider, for example, that one wants to maintain a minimum spanning tree in a dynamic graph using the classical Kruskal’s algorithm [95]. To compute it from scratch, one needs to:

- sort all edges in increasing weight order (which takes $O(m \log(m))$ operations);
- then, starting from an empty set, insert greedily minimum weight edges in the solution, provided they do not create cycles with the current solution, which, using Tarjan’s method, takes another $O(m + n)\alpha(m, n)$ operations, where $\alpha$ is the functional inverse of Ackermann’s function.
Now, consider the same problem in a fully dynamic setting, where the set of nodes is fixed, but where edges can be inserted, deleted, or modified at each step. To solve this problem in a more efficient way than recomputing an optimum ex nihilo after each graph modification, it suffices to maintain the sorted list from one stage to the other. Unlike building up the sorted list from scratch (which takes $O(m \log(m))$ operations), maintaining it at each stage takes only $O(\log(m))$ operations for each edge insertion, deletion or modification: when an edge is deleted from the list, the list remains sorted; and when an edge is inserted or (resp., modified), one only needs to insert it in (resp., move it to) its right place in the pre-existing sorted list.

Whenever one wants a solution, it only takes $O((m+n)\alpha(m,n))$ operations to compute it out of the sorted list (which is strictly better than $O(m \log(m))$, the “static” complexity of Kruskal’s algorithm).

Using this very simple example, one understands how maintaining an underlying data structure through very efficient update operations (in this case, maintaining the sorted list) enables to compute solutions at any stage with a query operation, with a complexity better than a static algorithm.

### 3.2 Amortized complexity analysis

We now formally define the problems considered. We are considering a fully dynamic graph $G$ over a fixed vertex set $V$, $|V| = n$; $m$ generally denotes the current number of edges, which is often assumed to be 0 or $n(n-1)/2$ (so an independent set, or a clique) at the beginning of the algorithm.

Most of the time bounds presented are amortized, meaning that they are averaged over all operations performed. This complexity measure is particularly adapted to analyzing on-line or fully-dynamic algorithms, since it enables to catch some features that the worst-case analysis is unable to apprehend. Namely, in a dynamic setting, the algorithm might be designed to avoid encountering the worst case frequently, so that an average measure on all operations allows to “dilute” the occasional worst case complexity in all other -easily updated- cases. Indeed, the analysis amounts to “saving” and “spending” time, just like money on a bank account. The amortized complexity is given by the minimal number of operations one needs at each stage, operations which will be either used or “saved”. “Saving” time when the simple case occurs enables to reduce the number of operations needed to handle hard cases, since some operations of the hard cases will be somehow “paid” with all the operations saved previously.

To give a clearer idea of how these so-called amortized complexity analyses are built, we will present a classical example: dynamically resizeable arrays. The process consists in, starting from an array of size 1, to add $n$ elements in this array, by doubling its size whenever it becomes full. The worst case complexity occurs when the array size is doubled because it takes $O(n)$ operations to do this, and considering that $n$ elements are added, the worst case complexity for the overall process is $O(n^2)$.

Here consider that one “saves” two operations when the simple case occurs, namely adding an element when the array is not full. Basically, this case takes only one operation, plus two operations that are saved for later, so in all, 3 operations. Also consider that one “spends” all saved operations when the complex case occurs, namely adding an element when the array is full. Basically this case takes $m+1$ operations considering that $m$ is the size of the full array that has to be doubled, plus the two saved operations, so in all, $m+3$ operations. Whenever the complex case occurs, $m$ operations have been saved ($m/2$ new elements have been added since the last resize), if one “spends” them all, one only needs 3 additional operations to solve the hard case.

Thus, the amortized complexity is 3, so $O(1)$, far better than the worst case complexity $O(n)$. 

Finally, the amortized analysis enables us to assert that the overall complexity for inserting \( n \) elements in a dynamic array is \( O(n) \), not \( O(n^2) \).

### 3.3 A restriction of the fully dynamic setting: on-line optimization

It would be hard not to mention on-line optimization while surveying different models of dynamic environments in combinatorial optimization. However, considering the huge flow of literature tackling optimization problems in this framework, we will only say a few words about it, and refer the interested reader to full surveys, such as [2], or [117], focusing on scheduling problems.

On-line models and algorithms have much in common with fully dynamic ones. Indeed, in the online framework, it is supposed that an instance \( I \) of a problem \( \Pi \) is revealed gradually, and an online algorithm \( OA \) is asked to maintain a feasible solution at all times. A natural requirement for \( OA \) is that it eventually produces a solution as close to \( \text{opt}(I) \) as possible. To this point, an online problem is the same as a fully dynamic one, restricted to cases where no data is allowed to be deleted.

But the online model is actually much more restrictive. The main difficulty regarding online problems, is that at each step, one must decide if the new data will be added in the solution or not. If it is not, then it is irrevocably lost, and cannot be taken back at a later stage of the online process. Thus, it is generally impossible to guarantee optimality, and most studies focus on competitive analysis.

Competitive analysis is a method designed especially for analyzing online algorithms, in which the performance of an online algorithm is compared to the performance of an optimal off-line algorithm. An algorithm is said to be competitive if its competitive ratio - the ratio between the value of the solution it eventually returns and the value of an optimum returned by an off-line algorithm - is bounded.

In competitive analysis, one imagines that the instance is built and revealed by an “adversary” that deliberately chooses difficult data, to maximize the competitive ratio. Classically, the adversary will try to prevent the online algorithm from including elements of the optimum, by designing a specific instance and data-sequence.

On-line models help representing and optimizing numerous practical problems, and quite naturally, many NP-hard problems were tackled in this setting. A particular class of problems which online versions were intensively discussed are BIN PACKING [109, 123], scheduling problems [1, 53, 108], but other problems such as MIN COLORING [51, 47, 67], MAX INDEPENDENT SET [66, 49, 48], TSP [9, 31, 85], or MIN VERTEX COVER [50] were also discussed in online settings, the list is not exhaustive.

### 3.4 Polynomial problems in dynamic graphs

Since the first paper by Frederickson [58] presenting a data structure known as topology trees handling the fully dynamic versions of CONNECTIVITY and of MAXIMUM SPANNING FOREST problem in \( O(m) \) operations per update, many improvements have been made on this result [54, 72, 75], and many other polynomial problems were tackled in the fully dynamic setting, such as SHORTEST PATH [62, 92, 52], MIN SPANNING TREE [75, 119], 2-EDGE CONNECTIVITY [59, 54, 73, 75], and BICONNECTIVITY [70, 71, 74, 75]. Meanwhile, some lower-bounds complexities for these various problems were also provided [98]. Instead of detailing all these results, we will focus on two major problems, CONNECTIVITY and SHORTEST PATH.

#### 3.4.1 CONNECTIVITY problem

Given a graph \( G(V, E) \) the CONNECTIVITY problem consists in deciding whether the graph is connected or not. Considering the implications it has on all related problems (while updating
data structures of various fully dynamic problems, one often has to know whether the structure is connected), it is not surprising that the CONNECTIVITY problem received a specific attention in the fully dynamic setting. Many successive improvements were provided since the first results by Frederickson in the early 80’s. We will sketch out the technique used by Holm et al. [75], providing the best complexity known for it, which also enabled the authors to improve computational costs for three other connectivity-related problems.

**Theorem 1. ([75])** Given a graph $G$ with $m$ edges and $n$ vertices, there exists a deterministic fully dynamic algorithm that answers connectivity queries in $O(\log n/\log \log n)$ worst-case time, and uses $O(\log^2 n)$ amortized time per insert or delete.

Leaving aside the worst-case time for connectivity queries, which requires a very technical proof, we will focus on the $O(\log^2 n)$ amortized time, improving the previous $\sqrt{n}\log n$ by Henzinger and King [72]. The idea is the following: using Frederickson’s technique [58], one only has to (re)compute a spanning forest at each step, which will drastically decrease the computational cost of connectivity queries. Keeping a spanning forest updated on a dynamic graph can be complicated only when an edge removal disconnects a tree of the spanning forest:

- When an edge $(v, w)$ is inserted, either $v$ and $w$ are connected in the current spanning forest $F$ (one can check this with low computational cost) and $(v, w)$ is not added to the spanning forest, or $v$ and $w$ are not connected in $F$, and one must add $(v, w)$ to $F$, to keep it maximal.

- When an edge $(v, w)$ is deleted, it might disconnect the graph only if $(v, w) \in F$. In this case, one has to replace it with another edge, if any. In terms of worst-case complexity, this might be very costly, since one has to check every possible edge to be sure that there is no such reconnecting edge.

But recall that the measure we are interested in is amortized time. Holm et al. provide a method to decrease it down to $O(\log^2 n)$. Basically, the technique used to decrease the complexity is to assign a level $l(e) \leq l_{\text{max}} = \lfloor \log_2 n \rfloor$ to each edge $e$ of the graph. For each $i$, $F_i$ denotes the sub-forest of $F$ induced by edges of level at least $i$. Thus, $F \subseteq F_0 \subseteq F_1 \subseteq \ldots \subseteq F_{l_{\text{max}}}$. At the beginning of the algorithm, every edge is assigned the level 0, and so is every new inserted edge. Edge levels increase by one whenever they belong to a tree that is disconnected due to an edge deletion, or each time they are being candidate as reconnecting edges. Without getting too much into detail regarding how the algorithm maintains these properties true at all time, the main properties that bounds the amortized cost per update are the following:

- $F$ is a maximal (with respect to $l$) spanning forest of $G$, that is, if $(v, w)$ is a non-tree edge, $v$ and $w$ are connected in $F_{l(v,w)}$.

- The maximal number of vertices in a tree in $F_i$ is $\lfloor n/2^i \rfloor$.

The first property bounds the number of edges to be considered as candidates for reconnecting whenever an edge $e \in F$ is deleted, while the second ensures that $l_{\text{max}} = \lfloor \log_2 n \rfloor$ as stated earlier.

The authors derive also results for MAXIMUM SPANNING FOREST (result derived directly), MIN SPANNING TREE (derived from an application of the method, but in a graph that is connected from the beginning, instead of an empty graph, and taking weights in account), 2-EDGE CONNECTIVITY and BICONNECTIVITY.
3.4.2 ALL PAIRS SHORTEST PATH

In a connected graph $G(V, E)$ the all pairs shortest path consists in finding shortest paths between all pair of nodes of $G$, thus $n(n - 1)/2$ shortest paths. This problem was one of the very first to be analyzed in the dynamic setting [96, 105, 112]. Although the literature dealing with this topic has been rather rich, it is only in the early 90’s that the first provably efficient dynamic algorithm was designed. Ausiello et al. [10] proposed a decrease-only shortest path algorithm for directed graphs having positive integer weights less than $C$: the amortized running time of their algorithm is $O(Cn \log n)$ per edge insertion (or weight decrease, which generalizes insertion).

As an example, we sketch the ideas of the best fully dynamic algorithm for the problem to our knowledge [52]. The authors enhance the previous best known results for both increase-only and fully dynamic cases.

**Theorem 2.** ([52]) In an increase-only sequence of $\Omega(m/n)$ operations, if shortest paths are unique and edge weights are non-negative, there exists a fully dynamic algorithm that answers each update operation in $O(n^2 \log n)$ amortized time, and each distance and path query in optimal time. The space used is $O(mn)$.

The main idea enabling this complexity is the use of a specific notion, called “locally shortest path”, which applies to all paths $\Pi_{xy}$, for which all proper sub-paths are shortest paths. Let $SP$ and $LSP$ be the sets of shortest paths, and locally shortest paths respectively. One can directly affirm that $SP \subseteq LSP$, and it is easy to verify if a path $\Pi_{xy} \in LSP$ or not. A given path is locally shortest if and only if:

- it is a single edge, or
- both paths from the first vertex to the last but one vertex, and from the second to the last are shortest paths.

The authors prove that the update of both sets $SP$ and $LSP$ can be done in $O(n^2 \log n)$ amortized time, proving that no more than $n^2$ paths can stop being locally shortest paths after an update, and using the existing knowledge of the set $LSP$ before an update to compute the modified set $SP$ after the update in an efficient way. Moreover, it is proved that it cannot be more than $mn$ locally shortest paths in a given graph, from which one derives the space bound immediately.

The method and underlying data structures are then adapted to the fully dynamic setting (handling both increases and decreases).

**Theorem 3.** ([52]) In a fully dynamic sequence of $\Omega(m/n)$ operations, if shortest paths are unique and edge weights are non-negative, there exists a fully dynamic algorithm that answers each update operation in $O(n^2 \log^3 n)$ amortized time, and each distance and path query in optimal time. The space used is $O(mn \log n)$.

The technique used is basically the same up to the fact that the notion of “locally shortest path” is extended to the notion of “locally historical path”, i.e., a path whose proper sub-paths are historical, meaning that they have been shortest paths at least once during the process. Of course, the number of locally historical paths being larger than the number of locally shortest paths, the amortized time per update goes up to $O(n^2 \log^3 n)$.

These two examples show how proper data structures can improve amortized time complexity when dealing with polynomial problems in a fully dynamic setting. A whole different picture appears when applying this setting to NP-hard problems.
3.5 NP-hard problems in dynamic graphs

Recall that, in the fully dynamic setting, the process always starts with trivial instances (for example, graph problems would start with independent sets, or cliques), which are modified locally at each step, and the goal is to maintain a given data structure at each step. This data structure helps computing good solutions in a more efficient way than when dealing with a “raw” instance.

In Section 3.4, we presented the kind of data structures and results that were proposed in the literature when applying the fully dynamic setting to polynomial problems. In that case, the data structures helped computing optimal solution in a more efficient way than computing new optima from scratch after each local modification. On the opposite, when applying this setting to NP-hard problems, the data structures will help maintaining approximate solutions.

Moreover, when applying this setting to NP-hard problems, one cannot expect better approximation ratios than in the static case. Indeed, any instance of a given problem can be built out of a trivial instance modified locally a polynomial number of times. Thus, a given data structure maintaining an approximation ratio \( \rho \) after each local modification can also be seen as a static algorithm providing \( \rho \)-approximate solutions: starting from a trivial instance, modifying this instance a polynomial number of times, and updating the data structure after each modification, one can get a \( \rho \)-approximate solution on any instance in polynomial time.

Thus, in what follows, we will present dynamic algorithms which aim maintaining approximate solutions, more efficiently than static approximation algorithms, but not providing better ratios.

Only three NP-hard problems were proposed approximation algorithms in this setting: BIN PACKING [79], MIN VERTEX COVER [78], and SHORTEST PATH IN PLANAR GRAPHS [93] which are all rather well approximated problems. In the following, we will provide some details for the two first problems.

### 3.5.1 BIN PACKING

One of the most elementary and easy to approximate problem, the BIN PACKING problem consists, given a list of items \( L = \{a_1, a_2, \ldots, a_n\} \) of size \( s(a_i) \in (0, 1] \), in finding the minimum \( k \) so that all the items fit into \( k \) unit-size bins.

This problem is known to be hard to approximate within \( 3/2 - \epsilon \). If such an approximation exists, one could partition \( n \) non-negative numbers into two sets of minimal size in polynomial time, and this problem is also known to be NP-hard. However, one understands that this inapproximability occurs only for instances with rather small optima, so that approximation algorithm providing better and better asymptotical approximation ratios were proposed for this problem. The problem was shown to be asymptotically in PTAS [89], and the best practical algorithm provides an asymptotical approximation ratio of 71/60 in \( O(n \log n) \) [88], generating a solution that uses no more than \( (71/60) \text{opt} + 1 \) bins, where \( \text{opt} \) is the optimal number of bins.

The main problem when dealing with BIN PACKING in a fully dynamic setting, is that classical off-line methods do not resist insertion of new items, since these methods rely on sorting all the items in decreasing size order, and then using the sorted list to build the packing. For instance, placing items in the first bin where they fit provides a 11/9 approximation ratio using a sorted item list. It is obvious that this kind of method is not adapted to the dynamic setting.

Using an adaptation of Johnson’s approximation algorithm [86, 87], Ivković and Lloyd [79] provide a fully dynamic algorithm achieving a competitive ratio almost as good as the best static approximation algorithm.

**Theorem 4.** ([79]) The fully dynamic bin packing algorithm, called MMP, (Mostly Myopic Packing) is asymptotically 5/4-competitive and requires \( O(\log n) \) per insert/delete operation.
The idea of Johnson's algorithm is to regroup items in five size groups: Big, Large, Small, Tiny and Minuscule. Big contains items having size in $[1/2, 1]$ and Minuscule items having size in $[0, 1/5]$ (other thresholds being logically $1/3$ and $1/4$).

Intuitively, this structure is much more adapted to the dynamic setting than a sorted list on all items. Ivković and Lloyd's algorithm achieves its competitive ratio by using the technique whereby the packing of an item is done with a total disregard for already packed items of a smaller size (i.e., belonging to smaller-size groups).

Each of these myopic packings may then cause several smaller items to be repacked (in a similar fashion). Indeed, an item might be packed in a bin where it does not fit, due to the presence of smaller size items in the bin, which need to be repacked in other bins. With some additional sophistication to avoid certain “bad” cases where most of the smaller size items need to be repacked in cascading sequence, the number of items (either individual items or “bundles” of very small items treated as one item) that need to be repacked is bounded by a constant, thus bounding both the competitive ratio and complexity.

### 3.5.2 MIN VERTEX COVER

A vertex cover of a graph $G(V,E)$ is a set of vertices such that each edge of the graph is incident to at least one of them. The problem of finding a minimum vertex cover is paradigmatic in computer science and is approximable within ratio 2. Indeed, Gavril [13] proved that taking all endpoints of a maximal matching results in a 2-approximate vertex cover.

This method happens to be rather “dynamic-friendly”, but can hardly handle some pathological case in sparse graphs: while insertion of edges, and deletion of edges not in the current maximal matching $M$ can be both handled $O(1)$, deletion of edges of $M$ might require to scan the whole vertex set in order to recompute a maximal matching, thus requiring $O(m)$ operations, which is also the off-line case complexity. However, this dynamic method behaves rather well in dense graph, and will be referred to as Clean in what follows.

Ivković and Lloyd’s [78] propose to maintain at all time an additional bit for each vertex, indicating if the vertex is matched or unmatched in the current maximal matching. This enables to reduce the worst-case complexity of recomputing a maximal matching from $O(m)$ to $O(1)$, while $O(m)$ operations are needed to maintain the lists of matched and unmatched vertex updated. The key idea of the Dirty method is to update these lists only once, thus reducing the amortized complexity and keeping a bounded number of “inaccuracies” in the lists. This algorithm behaves well in sparse graphs.

But actually, in the dynamic setting, the graph might turn from sparse to dense and vice versa, after a certain amount of updates, so that both Clean (improving complexity in dense graphs) and Dirty (improving complexity in sparse graphs) might end up confronted to their respective pathological cases. The overall algorithm of Ivković and Lloyd, denoted B1, tests frequently the density of the graph (which is evolving along with each update), and decides to use either Clean or Dirty, depending on whether the current is dense or sparse, in order to ensure an overall enhanced complexity.

**Theorem 5.** ([78]) B1 is a 2-competitive fully dynamic approximation algorithm for vertex cover (thus, it is approximation-competitive with the standard off-line algorithm). Further, both insert and delete operations require $O((n + m)^{3/4})$ amortized running time.

It is clear that maintaining a bounded competitive ratio in fully dynamic setting is quite a hard task when dealing with NP-hard problems. This difficulty arises from needing to compute an approximate solution based on another approximate solution, and this seems to be only possible in very specific cases, and with well approximable NP-hard problems. To cope with this “resistance” to dynamic approximation of some NP-hard problems, and also to answer to
numerous practical applications, a restriction of the fully-dynamic setting was introduced, the reoptimization.

4 Reoptimization: general properties

As mentioned earlier, if one wishes to get an approximate solution on the perturbed instance, computing it by running a known approximation algorithm from scratch on the modified instance is always possible. In other words, reoptimizing is at least as easy as approximating, since at worst, the information on the initial optimum can remain unused, which amounts to the static problem. Thus, the goal of reoptimization is to determine if it is possible to fruitfully use our knowledge on the initial instance in order to:

- either achieve better approximation ratios,
- or devise faster algorithms,
- or both.

In this section, we present some general results dealing with reoptimization properties of some NP-hard problems, many of which have already been presented in [6]. We first give some general approximation results on the class of hereditary problems presented in [6, 38, 39]. Then, we discuss the differences between weighted and unweighted versions of classical problems, and finally present some ways to achieve hardness results in reoptimization, using the example of min coloring.

Before presenting properties and results regarding reoptimization problems, we will first give formal definitions of reoptimization problems, instances, and approximate reoptimization algorithms. We first give a basic definition of what is an NP optimization problem (NPO).

**Definition 1.** A problem $\Pi$ in NPO is a quadruple $(\mathcal{I}_\Pi, \text{Sol}_\Pi, m_\Pi, \text{goal}(\Pi))$ where:

- $\mathcal{I}_\Pi$ is the set of instances of $\Pi$ (and can be recognized in polynomial time);
- given $I \in \mathcal{I}_\Pi$, $\text{Sol}_\Pi(I)$ is the set of feasible solutions of $I$, the size of a feasible solution of $I$ is polynomial in the size $|I|$ of the instance; moreover, one can determine in polynomial time if a solution is feasible or not;
- given $I \in \mathcal{I}_\Pi$, and $S \in \text{Sol}_\Pi(I)$, $m_\Pi(I, S)$ denotes the value of the solution $S$ of the instance $I$, $m_\Pi$ is called the objective function, and is computable in polynomial time;
- $\text{goal}(\Pi) \in \{\text{min}, \text{max}\}$.

It is easy to see that via Definition 1, the class NPO is the class of optimization problems whose decision counterparts are in NP. We now define a reoptimization problem.

**Definition 2.** A reoptimization problem $R\Pi$ is given by a pair $(\Pi, R\Pi)$ where:

- $\Pi$ is an optimization problem as defined in Definition 1.
- $R\Pi$ is a rule of modification on instances of $\Pi$, such as addition, deletion or alteration of a given amount of data. Given $I \in \mathcal{I}_\Pi$ and $R\Pi$, $\text{modif}_{R\Pi}(I, R\Pi)$ denotes the set of instances resulting from applying modification $R\Pi$ to $I$. Notice that $\text{modif}_{R\Pi}(I, R\Pi) \subset \mathcal{I}_\Pi$.

For a given reoptimization problem $R\Pi(\Pi, R\Pi)$, a reoptimization instance $I_{R\Pi}$ of $R\Pi$ is given by a triplet $(I, S, I')$, where:
• $I$ denotes an instance of $\Pi$, referred to as the “initial” instance.
• $S$ denotes a feasible solution for $\Pi$ on the initial instance $I$.
• $I'$ denotes an instance of $\Pi$ in $\text{modif}_{R\Pi}(I, R\Pi)$. $I'$ is referred to as the “perturbed” instance.

For a given instance $I_{R\Pi}(I, S, I')$ of $R\Pi$, the set of feasible solutions is $\text{Sol}_{\Pi}(I')$.

**Definition 3.** For a given optimization problem $R\Pi(\Pi, R\Pi)$, a reoptimization algorithm $A$ is said to be a $\rho$-approximation reoptimization algorithm for $R\Pi$ if and only if:

• $A$ returns a feasible solution on all instances $I_{R\Pi}(I, S, I')$;
• $A$ returns a $\rho$-approximate solution on all reoptimization instances $I_{R\Pi}(I, S, I')$ where $S$ is an optimal solution for $I$.

Note that Definition 3 is the most classical definition found in the literature, as well as the one used in this paper. However, an alternate (and more restrictive) definition exists (used for example in [28, 35, 36]), where a $\rho_1$-approximation reoptimization algorithm for $R\Pi$ is supposed to ensure a $\rho_1\rho_2$-approximation on any reoptimization instance $I_{R\Pi}(I, S, I')$ where $S$ is a $\rho_2$ approximate solution in the initial instance $I$.

### 4.1 Reoptimizing hereditary problems under vertex insertion . . .

A property $P$ on a graph is hereditary if the following holds: if the graph satisfies $P$, then $P$ is also satisfied by all its induced sub-graphs. Following this definition, stability, planarity, bipartiteness are three examples of hereditary properties. On the other hand, connectivity is no hereditary property since there might exist some subsets of $G$ whose removal disconnect the graph. Note that an alternative definition of hereditary property in graphs can be provided by the following theorem.

**Theorem 6.** ([110]) Any hereditary property in graphs can be characterized by a set of forbidden induced sub-graphs.

In other words a property $P$ is hereditary if and only if, there is a set $H$ such that every graph that verifies $P$ is $H$-free. For instance:

- an independent set is characterized by one forbidden sub-graph: 2 connected vertices;
- a planar graph is characterized by an infinite set of forbidden sub-graphs: all sub-graphs that admit a $K_5$ (a clique on 5 vertices), or a $K_{3,3}$ as minor [125];
- a bipartite graph is also characterized by an infinite set of forbidden sub-graphs: all odd cycles.

Now, let us define problems based on hereditary properties. Let us note that

**Definition 4.** Let $G = (V, E, w)$ be a vertex-weighted graph. We call Hered the class of problems consisting, given a graph $G = (V, E)$, in finding a subset of vertices $S$ such that $G[S]$ satisfies a given hereditary property and that maximizes $w(S) = \sum_{v \in S} w(v)$. 
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For instance, **MAX WEIGHTED INDEPENDENT SET**, **MAX WEIGHTED INDUCED BIPARTITE SUB-GRAPH**, **MAX WEIGHTED INDUCED PLANAR SUB-GRAPH** are three classical problems in **Hered** that correspond to the three hereditary properties given above.

In what follows, \( G \) will denote the initial graph, \( \text{opt} \) a known optimal solution on \( G \), \( G' \) the modified instance (resulting from a local modification on \( G \)), and \( \text{opt}' \) an optimal solution on \( G' \). Under vertex-insertion (where \( G \) is a sub-graph of \( G' \)), there are three powerful properties that one can use when reoptimizing problems in **Hered**:

i- the initial optimum \( \text{opt} \) remains a feasible solution in the modified graph \( G' \); this derives directly from the definition of an hereditary property;

ii- the part of the new optimum \( \text{opt}' \) induced by vertices of the initial graph cannot exceed the initial optimum; otherwise, this part would be a better solution than the initial optimum in the initial graph;

iii- a single node always verifies a hereditary property; this derives also directly from the characterization of hereditary properties in terms of forbidden minors.

Considering these three properties, one can formulate a general algorithm to approximate any weighted problem in **Hered** within ratio \( 1/2 \). Let \( \text{R}1 \) denote the generic algorithm which consists in returning the best solution between the initial optimum \( \text{opt} \) (denoted by \( S_1 \)) and the single inserted node \( x \) (denoted by \( S_2 \)).

**Proposition 1. ([6])** Under vertex insertion, \( \text{R}1 \) approximates any problem \( \Pi \) in **Hered** within ratio \( 1/2 \) in constant time.

**Proof.** The result is quite straightforward when considering the three properties stated above: while properties (i) and (iii) assert that \( \text{R}1 \) returns a feasible solution, property (ii) can be reformulated with the following bound:

\[
 w(S_1) \geq w(\text{opt}') - w(S_2) \tag{1}
\]

from which one derives directly the approximation ratio. \( \square \)

Recall that \( S_1 \) consists of a single node, so that one should be able to complete it with some other vertices of the graph. In particular, one could run an approximation algorithm on the “remaining instance after taking \( x \)”. Consider for instance **MAX WEIGHTED INDEPENDENT SET**, and revisit the proof of the previous proposition. If \( \text{opt}' \) does not contain \( x \), then the initial solution \( \text{opt} \) is optimal. If, in the opposite, \( \text{opt}' \) contains \( x \), then consider the remaining graph after having removed \( x \) and its neighbors. Suppose that one uses an approximation algorithm which guarantees a \( \rho \)-approximation ratio on the remaining graph, and that one adds \( x \) to this approximate solution. Denote this generic algorithm \( \text{R}2 \). Then the so-obtained solution \( S_2' \) verifies:

\[
 w(S_2') \geq \rho(w(\text{opt}') - w(x)) + w(x) = \rho w(\text{opt}') + (1 - \rho)w(x) \tag{2}
\]

On the other hand, it still holds:

\[
 w(S_1) \geq w(\text{opt}') - w(x) \tag{3}
\]

Denoting by \( S \) the best solution among \( S_1 \) and \( S_2' \), adding (2) and (3) with coefficients 1 and \( (1 - \rho) \), one gets:

\[
 w(S) \geq \frac{1}{2 - \rho} w(\text{opt}') \tag{4}
\]

which is better than \( \rho \).
Even if not directly applicable to problems in Hered (most of them have been proved to be inapproximable unless P=NP [97]), the technique is rather general, and can find applications in the reoptimization of many problems. We illustrate it in two well-known problems: MAX WEIGHTED SAT (Theorem 7) and MIN VERTEX COVER (Theorem 8).

Given a conjunction of weighted clauses over a set of binary variables, MAX WEIGHTED SAT asks for the truth assignment of variables maximizing the sum of weights of satisfied clauses.

**Theorem 7.** ([6]) Under the insertion of a clause, reoptimizing MAX WEIGHTED SAT is approximable within ratio 0.81.

**Proof.** Consider a conjunction of clauses \( \varphi \) over a set of binary variables, each clause being given with a weight, and let \( \tau^* \) be an initial optimum solution. Consider that a new clause \( c = (l_1 \lor l_2 \lor \ldots \lor l_k) \), (where \( l_i \) is a literal of variable \( x_i \), i.e., either \( x_i \) or \( \overline{x_i} \)) has weight \( w(c) \). The modified formula is thus given by \( \varphi_c = \varphi \cup \{ c \} \). Then, \( k \) different solutions \( \tau_i, i = 1, \ldots k \) are computed. Each \( \tau_i \) is built as follows:

- set \( l_i \) to true;
- delete from \( \varphi \) all satisfied clauses;
- apply a \( \rho \)-approximation algorithm to the remaining instance (note that the clause \( c \) is already satisfied); together with \( l_i \), this is a particular solution \( \tau_i \).

Finally, the best solution among all \( \tau_i \)'s and the initial optimum \( \tau^* \) is returned.

As previously, if the optimal solution \( \tau_i^* \) on the modified instance does not satisfy \( c \), then \( \tau^* \) remains optimal for the new problem. Otherwise, at least one literal in \( c \), say \( l_i \), is true in \( \tau_i^* \). Considering that \( l_i \) is true in \( \tau_i \), it is easy to see that:

\[
  w(\tau_i) \geq \rho(w(\tau_i^*) - w(c)) + w(c) = \rho w(\tau_i^*) + (1 - \rho) w(c)
\]  

(5)

Once more, as in the general technique described above:

\[
  w(\tau^*) \geq w(\tau_i^*) - w(c)
\]  

(6)

So, (4) holds for MAX WEIGHTED SAT also. Taking into account that this problem is approximable within ratio \( \rho = 0.77 \) [5], the result claimed is concluded.

Let us now focus on a minimization problem, namely MIN VERTEX COVER. Given a vertex-weighted graph \( G = (V, E, w) \), the goal is to find a subset \( S \subseteq V \) such that every edge \( e \in E \) is incident to at least one vertex in \( S \), and that minimizes \( w(S) = \sum_{v \in S} w(v) \).

**Theorem 8.** ([6]) Under a vertex insertion, reoptimization of MIN VERTEX COVER is approximable within ratio \( 3/2 \).

**Proof.** Let \( x \) denote the new vertex and opt the initial given solution. Then, \( \text{opt} \cup \{ x \} \) is a vertex cover on the final instance. If \( \text{opt}' \) takes \( x \), then \( \text{opt} \cup \{ x \} \) is optimum.

Suppose now that \( \text{opt}' \) does not take \( x \). Then, it has to take all its neighbors \( N(x) \). Observe that \( \text{opt} \cup N(x) \) is a feasible solution on the final instance, since one only has to add all the vertices needed to cover edges incident to \( x \), every other edge being already covered in the initial optimum. Since \( w(\text{opt}) \leq w(\text{opt}') \), we get:

\[
  w(\text{opt} \cup N(x)) \leq w(\text{opt}') + w(N(x))
\]  

(7)

Then, as for MAX WEIGHTED INDEPENDENT SET, consider the following feasible solution \( S_1 \):
- take all the neighbors $N(x)$ of $x$ in $S_1$;
- remove $x$ and its neighbors from the graph;
- apply a $\rho$-approximation algorithm on the remaining graph, and add the resulting vertex cover to $S_1$.

Recall that $\text{opt}'$ does not take $x$, and thus has to take all its neighbors, we finally get:

$$w(S_1) \leq \rho(w(\text{opt}') - w(N(x))) + w(N(x)) = \rho(w(\text{opt}')) + (1 - \rho)(N(x))$$

(8)

Outputting $S$ the best solution between, $\text{opt} \cup N(x)$ and $S_1$ a convex combination of (7) and (8) leads to:

$$w(S) \leq \frac{2\rho - 1}{\rho} w(\text{opt}')$$

The result follows since $\text{MIN VERTEX COVER}$ is well-known to be approximable within ratio $2$. ■

For $\text{MAX WEIGHTED INDEPENDENT SET}$, the $1/2$ approximation ratio provided by algorithm R1 is actually the best approximation ratio achievable in polynomial time. Indeed, the following proposition is proved in [39].

**Proposition 2. ([39])** Under vertex insertion, reoptimizing $\text{MAX WEIGHTED SAT}$ is inapproximable within ratio $1/2 + \varepsilon$ in polynomial time, unless $P=NP$.

The proof is based upon a construction where a static (yet inapproximable within any constant ratio) instance $H$ of $\text{MAX WEIGHTED INDEPENDENT SET}$ is a sub-graph of a reoptimization instance $I(H)$. The instance $I(H)$ is built such that a $1/2 + \varepsilon$-approximation algorithm used on it produces a solution $S$ which restriction to $H$ is a $\varepsilon$ approximation for $\text{MAX WEIGHTED INDEPENDENT SET}$ in $H$, which is impossible to achieve in polynomial time unless $P=NP$.

Note also that results of Propositions 1 and 2 can be generalized to the $\text{MAX k-PARTITE SUBGRAPH}$ problem, under the insertion of $h$ vertices.

**Proposition 3. ([39])** Under insertion of $h$ vertices, $\text{MAX k-PARTITE SUBGRAPH}$ is approximable within ratio $1/2 + \varepsilon$ in polynomial time, but it is inapproximable within ratio 

$$\max\left\{\frac{k}{k + h}, \frac{1}{2}\right\} + \varepsilon$$

in polynomial time, unless $P=NP$.

Note that in [39], similar results (approximation ratios and inapproximability bounds) are provided for $\text{MAX SPLIT SUBGRAPH}$, $\text{MAX P_k-FREE SUBGRAPH}$ and $\text{MAX PLANAR SUBGRAPH}$.

Note finally that results similar to those of Propositions 2 and 3 (that is, optimal approximation results) are provided in [30] regarding the reoptimization versions of $\text{MAX WEIGHTED INDEPENDENT SET}$, $\text{DOMINATING SET}$, and $\text{SET COVER}$, under insertion and deletion of edges.

### 4.2 . . . and vertex deletion

Let us consider now the opposite kind of perturbations: vertex-deletion. When dealing with hereditary optimization problems, some properties discussed just above still remain valid, while some others do not so. As before, let us consider a given instance of a problem in Hered, for which we know an optimal solution opt. Consider now that one vertex of the graph is deleted, along with its incident edges. Two cases might occur:

- The deleted vertex $x$ was no part of the initial optimum, so it remains the same in the new graph.
was part of the initial optimum, and might even have been one of its most important
elements. Though having a priori no information on the quality of the initial optimum
opt \{x\} in the new graph Gx (or rather what is left of it), we can still assert that opt \{x\}
remains a feasible solution in the new graph.

To prove that opt \{x\} remains feasible just observe that, by heredity, opt \{x\} is feasible in
the initial graph and since this graph is an induced sub-graph of the new graph it is also feasible
for this latter graph.

In [39], a strong and tight inapproximability bound is proved regarding MAX k-PARTITE
SUBGRAPH in general graphs.

**Proposition 4. ([39])** Under deletion of h < k vertices, MAX k-PARTITE SUBGRAPH is ap-
proximable within ratio \( \frac{k-h}{k} \) in polynomial time, and inapproximable within ratio \( \frac{k-h}{k} + \varepsilon \) in
polynomial time, unless P=NP. Under deletion of h \( \geq k \) vertices, MAX k-PARTITE SUBGRAPH is
inapproximable within ratio \( n^\varepsilon \) in polynomial time, unless P=NP.

One directly derives from this result that MAX WEIGHTED INDEPENDENT SET is inapproximable
within any constant ratio under vertex deletion (since this problem amounts to MAX 1-PARTITE
SUB-GRAPH). Thus, in general graphs, one cannot expect to implement R1 or R2 algorithms
under vertex deletion.

However, this strong inapproximability result does not extend to graphs of bounded degree.
For this class of graphs, the following is proved.

**Proposition 5.** Under vertex deletion, MAX WEIGHTED INDEPENDENT SET is approximable
within ratio 1/2 in graphs of bounded degree.

The idea of the algorithm achieving this result is the following: it returns the best solution
between the remaining part of the optimum, and an optimal solution in the neighborhood of
deleted vertices, which can be computed through exhaustive search in \( O(2^h \Delta) \), where \( h \) denotes
the number of deleted vertices, and \( \Delta \) the maximum degree in the graph.

This algorithm, which is very similar to R1, achieves the same approximation ratio. Note
that, for \( \Delta \geq 5 \), the result beats the classical static approximation ratio of \( 3/(\Delta + 2) \) [68] for
MAX WEIGHTED INDEPENDENT SET in graphs of bounded degree.

It is finally shown in [39] that in graphs of degree bounded by \( \Delta \), the reoptimization version
of any hereditary problem that is characterized by a forbidden sub-graph of depth at most \( d \),
under deletion of \( h \) vertices, is equivalent to the reoptimization version of the same problem
under insertion of \( (d-1)h \Delta \) vertices. This fact leads to the following proposition.

**Proposition 6.** In graphs of degree bounded by \( \Delta \), under deletion of \( h \) vertices, MAX WEIGHTED
INDEPENDENT SET is approximable within ratio \( \frac{\Delta+2}{\Delta+1} \) in polynomial time.

Where the result follows from an implementation of algorithm R2.

### 4.3 Unweighted problems

In the previous paragraph, we have considered the general cases where vertices have a weight.
The weight of the inserted or deleted vertices played a major role in most of our proofs, and
intuitively, the worst case occurred when the inserted or deleted elements had weights comparable
to the weight of the whole optimal solutions, thus much bigger than all the other weights.

All the problems we focus on are already NP-hard in the unweighted case, i.e., when all data
receive weight 1. In this case, the previous approximation results on reoptimization can be easily
improved. Indeed, since only one vertex is inserted (resp., deleted), the initial solution (resp.,
the restriction of the initial graph to the modified graph) has an absolute error of at most one
on the final instance:

$$|\text{opt}| \geq |\text{opt}'| + 1$$

Then, in some sense we do not really need to reoptimize since opt is already a very good solution
for the final instance (note also that since the reoptimization problem is NP-hard, we cannot get
rid of the constant 1). Dealing with approximation ratio, we derive from this remark, with a
standard technique, the following result.

**Theorem 9.** ([6]) *Under a vertex insertion (resp., deletion), reoptimizing any unweighted problem in Hered admits a PTAS.*

**Proof.** Fix a constant $\varepsilon$ and set $k = 1/\varepsilon$. The following algorithm computes a solution of size
at least $(1 - \varepsilon)|\text{opt}'|$ in $O(n^k)$:

- test all the subsets of $V_{\varepsilon}$ of size at most $k$, and let $S_1$ be the largest one such that $G[S_1]$
satisfies the hereditary property considered;
- return the largest solution $S$ among $S_1$ and opt.

If opt’ has at most $1/\varepsilon$ elements, we found it in step 1. Otherwise, $|\text{opt}'| \geq 1/\varepsilon$ and:

$$\frac{|\text{opt}|}{|\text{opt}'|} \geq \frac{|\text{opt}'| + 1}{|\text{opt}'|} \geq 1 - \varepsilon$$

that completes the proof. ⊡

To be even more general, this technique applies to any problem for which the initial optimum
remains feasible, or at least easily adaptable, and that is simple, in the sense of [107], meaning
that a solution of value $k$ ($k$ a constant) can be found in polynomial time (in our case in $O(n^k)$).

We provide an example of this generalization to non hereditary problems, with the unweighted
version of the problem MAX CUT in graphs of bounded degree.

**Theorem 10.** *Under a vertex insertion (resp., deletion), reoptimizing MAX CUT in graphs of bounded degree admits a PTAS.*

**Proof.** First let us state that the initial optimum given by a subset of vertices has an absolute
error of at most $\Delta$ in the new graph.

$$|\text{opt}| \geq |\text{opt}'| + \Delta$$

Denote by $S_1$ the solution consisting in leaving what remains of the optimum as it is, fix a
constant $\varepsilon$, set $k = \lceil 1/\varepsilon \rceil$, and run the following algorithm:

- test all the subsets of $V_{\varepsilon}$ of size at most $k\Delta$, and let $S_2$ be the one inducing the biggest
cut in $G'$;
- return the largest solution $S$ among $S_1$ and $S_2$.

As before, one can assert that if opt’ induces a cut of at most $k\Delta$ edges, then we found it in
the first step and the algorithm returns the optimal solution. Thus, if opt’ induces a cut having
more than $k\Delta$ edges, then:

$$\frac{|\text{opt}|}{|\text{opt}'|} \geq \frac{|\text{opt}'| + \Delta}{|\text{opt}'|} \geq 1 - \varepsilon$$

and the proof is completed. ⊡
The application of such methods requires that the problem considered is simple. A problem is said to be simple if it takes \( O(n^k) \) to decide if it admits a solution of value \( k \). Of course, there exist some unweighted, non simple problems where the method above cannot be applied.

One of the most famous such problems is the MIN COLORING problem. In this problem, given a graph \( G = (V, E) \), one wishes to assign a color to each vertex, so that no vertex has a neighbour of the same color. In other words, it consists of partitioning \( V \) into a minimum number of independent sets (colors) \( S = \{V_1, \ldots, V_k\} \). Under vertex insertion, an absolute error 1 can be easily achieved while reoptimizing. Indeed, consider the initial coloring, and add a new color which contains only the newly inserted vertex. Considering that the new graph cannot be colored with less than \( |\text{opt}| \) colors, outputting a solution \( S_0 = \text{opt} \cup \{x\} \) does only increase the solution by 1 with respect to the initial optimum, whose cardinality is also a lower bound for the new optimum.

However, deciding whether a graph can be colored with 3 colors is an NP-hard problem. In other words, MIN COLORING is not simple which prevents us from using the classical building of a PTAS described earlier. We will discuss the consequence of this fact in the paragraph dealing with hardness and inapproximability in reoptimization.

To conclude this section, we underline the fact that there exist obviously many problems that do not involve weights and for which the initial optimal solution cannot be directly transformed into a solution on the final instance with bounded absolute error. Finding the longest cycle in a graph is such a problem: adding a new vertex along with its incident edges may deeply modify the structure of the graph, and change considerably the size of an optimum solution.

### 4.4 Hardness of reoptimization and inapproximability results

As mentioned earlier, reoptimizing is about finding out to what extent does the information on the optimum of similar instance makes the problem simpler. However, although often making the problem easier, this information does not allow us a jump in complexity regarding the P vs. NP dichotomy; a reoptimization problem is often NP-hard when its underlying static version is so. In most cases, the NP-hardness of reoptimization problems can be established immediately, i.e., without resorting to reductions. For instance consider the reoptimization version \( R(\Pi) \) of a NP-hard problem \( \Pi \) for which a trivial instance - say an empty graph or a single node - can be solved optimally in polynomial time (or trivially). Moreover, suppose that \( R(\Pi) \) is polynomial, and denote by \( A \) a polynomial algorithm solving it optimally. Then, starting from the trivial instance and inserting nodes one by one, applying \( A \) after each insertion could produce an optimum on any graph in polynomial time, contradicting so the NP-hardness of \( \Pi \).

In other cases, the hardness does not directly derive from this argument, and a usual polynomial time reduction has to be provided. As we will see later, such hardness proofs have been given for instance for some vehicle routing problems.

Let us now focus on the hardness of approximation. From all results stated so far, one understands that reoptimization might often provide better worst-case approximation ratios than for the “static” case. Going one step further, we even presented some reoptimization algorithms breaking inapproximability bounds of their underlying static versions. In this sense, extending inapproximability results from static to reoptimization versions of NP-hard problems is not a result which can be established naturally. Actually, few such results are established so far, apart from those presented in Section 1.

One method is to exploit (possibly by transforming) the reduction used in the proof of NP-hardness to get an inapproximability bound. Though more difficult to establish than in the usual setting, such proofs have been provided for reoptimization problems, in particular for vehicle routing problems, mainly by introducing very large distances (see Section 5.5).
Let us now go back to MIN COLORING. As we have said, it is NP-hard to determine whether a graph is colorable with 3 colors or not. In the usual setting, this leads to an immediate inapproximability bound of $4/3 - \varepsilon$ for any $\varepsilon > 0$. Indeed, an approximation algorithm within ratio $\rho = 4/3 - \varepsilon$ would allow to decide in polynomial time whether graph is 3-colorable or not. Now, we extend this result to the reoptimization version.

**Theorem 11.** ([6]) Under a vertex insertion, reoptimizing MIN COLORING cannot be approximated within a ratio $4/3 - \varepsilon$, for any $\varepsilon > 0$.

**Proof.** Suppose that there exists an algorithm $A$ reoptimizing MIN COLORING within ratio $4/3 - \varepsilon$ for a given $\varepsilon > 0$ under vertex insertion.

Denote by $G_i$ the sub-graph induced by the set of vertices $V_i = \{v_1, \ldots, v_i\}$, Then starting from an empty graph and inserting nodes one by one, one successively solves the problem on graphs $G_1, G_2, \ldots, G_n$. While $G_i$ is 2-colorable a 2-coloring can be found in polynomial time. Suppose that, at some point, $G_i$ is 3-colorable but not 2-colorable, and insert $v_{i+1}$. If $G_{i+1}$ is 3-colorable, then $A$ returns a 3-coloring (the proof is identical to that for the inapproximability bound in the static case). Moreover, if $G_i$ is not 3-colorable, then $G_{i+1}$ cannot be 3-colorable either. Hence, starting from the empty graph, and iteratively applying $A$, we get a 3-coloring in polynomial time for any $G_i$ if and only if $G_i$ is 3-colorable, a contradiction.

This proof is based on the fact that MIN COLORING is not *simple* (following to the definition previously given). A similar argument, leading to inapproximability results in reoptimization, can be applied to other non simple problems, and under other modifications, such as data deletion. It has been in particular applied to a scheduling problem (see Section 5). For other optimization problems however, such as MIN TSP in the metric case, finding a lower bound (if any) in approximability seems a challenging task, and is still an open problem to this day.

Let us finally mention another kind of negative results. In the reoptimization setting, we look somehow for a possible stability when slight modifications occur in the instance. We try to measure how much the knowledge of a solution on the initial instance helps to solve the modified one. Hence, it is natural to wonder whether one can find a good solution in the neighborhood of the initial optimum solution, or if one has to change almost everything. Do neighbouring instances have neighbouring optimum/good solutions?

As an answer to these questions, several results show that, for several problems, approximation algorithms that only *slightly* modify the initial optimum solution cannot lead to good approximation ratios. Such results are provided in [42] about the MIN SPANNING TREE problem.

### 5 Reoptimizing NP-hard optimization problems

In the previous section, we have provided some general properties concerning reoptimization, and presented some generic algorithms adaptable to whole classes of problems. We will now focus on three NP-hard problems for which particular reoptimization strategies were proposed, namely MIN STEINER TREE, SHORTEST COMMON SUPERSTRING and KNPACK. We also present some inapproximability result on KNPACK and on a scheduling problem with forbidden sets.

#### 5.1 MIN STEINER TREE problem

In a weighted graph $G(V, E, w)$ the MIN STEINER TREE problem is a generalization of the MIN SPANNING TREE problem, where the objective is to find a minimum weight sub-tree of a given graph spanning a given subset $R \subseteq V$ of vertices, called terminals. It is assumed that the graph is complete, and the distance function is metric (i.e., $w(x, y) + w(y, z) \geq w(x, z)$ for any three vertices $x, y, z$): indeed, the general problem reduces to this case by initially computing shortest paths between all pairs of vertices.
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This is one of the most famous network design optimization problems. It is NP-hard, and has been studied intensively from an approximation viewpoint. The best known ratio obtained so far is $1 + \ln 3/2 \simeq 1.55$ [111].

Reoptimization versions of this problem have been studied with modifications on the vertex set [28, 35, 55], as well edge weight modifications [28]. In Escoffier et al. [55], the modification considered consists in the insertion of a new vertex. The authors study the cases where the new vertex is terminal or non terminal.

**Theorem 12. ([55])** When a new vertex is inserted (either terminal or not), then reoptimizing the min steiner tree problem can be approximated within ratio $3/2$.

The result is then extended to the insertion of several vertices. Let $p$ and $q$ denote the number of inserted non-terminal and terminal vertices, respectively. As long as these two values remain constant, the problem remains approximable within ratio $3/2$, though the complexity tends to grow very fast with $p$. It is interesting to notice that the algorithm achieves an approximation ratio decreasing with $q$, namely $2 - 1/(q + 2)$.

The basic idea of the algorithms is to merge the initial optimal tree with Steiner trees computed on the set of new vertices. The goal is to find -by exhaustive search- some part of the new optimum. As one might guess, the number of partial Steiner trees computed grows very fast with the number of new non-terminal vertices.

Böckenhauer et al. [35] consider a different kind of instance modification: instead of inserting or deleting a vertex, the authors consider the case where the status of a vertex changes: either a terminal vertex becomes non terminal, or vice versa. The obtained ratio is also $3/2$.

**Theorem 13. ([35])** When the status (terminal/non terminal) of a vertex changes, then reoptimizing the min steiner tree problem can be approximated within ratio $3/2$.

Moreover, they exhibit a case where this ratio can be improved. For the sub-problem where the edge weights are restricted to values from $\{1, 2, \ldots, k\}$ for some constant $k$, there is a PTAS for the reoptimization problem based on changing the status of vertices [35], although the static version of this sub-problem was proved APX-hard in its static version even for $k = 2$ [20].

Bilò et al. [28] improved upon these results, and achieved better bounds for the sub-cases when a terminal vertex appears, or disappears: 1.408 for the former and 1.34 for the latter. Dealing with edge weight modifications, they presented algorithms achieving approximation ratios $4/3$ and 1.3, respectively for weight increase and weight decrease cases. An interesting survey on all these results (together with results on TSP, presented in the next section) can be found in [36].

Also, some results were provided for one generalization of min steiner tree consisting in considering sharpened triangle inequality, That is, given a constant $\beta$, $1/2 \leq \beta \leq 1$, $w(x, y) + w(y, z) \geq \beta \cdot w(x, z)$ for any triple $(x, y, z)$ of vertices in a complete graph (the graph being metric for $\beta = 1$). In [34], an improved $\frac{1}{2} + \beta$ -approximation algorithm for all types of modification considered is presented. More precisely, the following result is proved.

**Theorem 14. ([34])** Let $(G, S, c)$ be a Steiner tree instance where $c$ satisfies the sharpened $\beta$-triangle inequality for some $1/2 < \beta < 1$. Then there exists a PTAS for the reoptimization variants of the sharpened version of min steiner tree, when the edge-costs are modified and when the status of vertices is changed, i.e., when a terminal becomes a non-terminal and vice versa.

The $1/2 + \beta$ is always achieved by comparing the initial optimum (or an adapted version of it when required) with a minimum spanning tree on all terminal vertices, which is proved to be $2\beta$-approximate solution.
5.2 SHORTEST COMMON SUPERSTRING

Given a substring-free set of strings $S$ (meaning a set of strings where no string of the set is a substring of another one), the SHORTEST COMMON SUPERSTRING problem asks for a shortest common superstring of $S$, i.e., for a minimum-length string containing all strings from $S$ as substrings. This problem is one of the most prominent hard problems in stringology with many applications, and is known to be NP-hard [64] and even APX-hard [124]. Its best “static” approximation ratio is 2.5 [122].

Reoptimization versions of this classical problem have been studied by Biló et al. [29], considering string insertion and deletion, both proved NP-hard. In particular, they devise a simple and efficient approximation algorithm for the insertion case.

**Theorem 15.** ([29]) Under string insertion, SHORTEST COMMON SUPERSTRING is approximable within ratio $11/6 - \varepsilon$, for any $\varepsilon > 0$.

First, notice that any solution can be characterized by an ordering of the strings in $S$, in which each maximal substring common to the end of one string and to beginning of its next string is deleted once. Then, the reoptimization strategy consists of testing all $n + 1$ possible insertions of the new string in this ordered list, and returns the one inducing the best solution. The idea is rather simple, but the analysis which proves the bound on the approximation ratio is very technical: it consists of a complete and involved case analysis. Note that this $11/6$-approximation algorithm outperforms the best 2.5 of the static case [122].

Biló et al. [28] also devise a polynomial reoptimization algorithm under string insertion with approximation ratio arbitrarily close to $(2\rho - 1)/\rho$, and provide a similar result under string deletion with approximation ratio $(3\rho - 1)/(\rho + 1)$, where $\rho$ denotes the approximation ratio guaranteed by a static approximation-algorithm used as subroutine. Since the best known polynomial approximation algorithm for SHORTEST COMMON SUPERSTRING achieves $\rho = 2.5$, they obtain an approximation ratio arbitrarily close to $8/5 = 1.6$ under string insertion and an approximation ratio arbitrarily close to $13/7 < 1.86$ under string deletion.

5.3 KNAPSACK

Suppose we are given a set of $n$ objects $O = \{o_1, \ldots, o_n\}$, and a capacity $C$. Each object $o_i$ in $O$ is associated with a weight $w_i$ and a value $v_i$. The goal is to choose a subset $O'$ of objects which maximizes its global value without overloading the capacity $P$.

This problem is known to be (weakly) NP-hard, and admits an FPTAS [77]. Obviously, following the general properties of reoptimization, the reoptimization version admits an FPTAS too. Thus, the authors of [4] are interested in using classical “static” approximation algorithms for KNAPSACK as subroutines for reoptimization algorithms with better approximation ratios but with the same running time. The modification considered consists of the insertion of a new object in the instance.

Though not being a graph problem, it is easy to see that KNAPSACK satisfies the required properties of heredity given earlier. Hence, the strategy $R1$ consisting in returning the best solution among the initial optimum and the single newly inserted object returns a $1/2$-approximated solution in constant time. Moreover, the strategy $R2$ can also be easily implemented, so that if we have a $\rho$-approximation algorithm, then the implementation of strategy $R2$ has ratio $1/(2 - \rho)$ [4]. Besides, the authors also show that this bound is tight for several classical approximation algorithms for Max Knapsack.

Finally, studying the issue of sensitivity and neighborhood presented earlier, namely analysing to what extent a local modification of the instance can perturb the optimum in terms of value and/or structure, they show that any reoptimization algorithm that does not consider objects
discarded by the initial optimal solution cannot have ratio better than 1/2, this is precisely what \( R_1 \) does.

### 5.4 Scheduling

This is probably one of the most practical problems, and this is precisely due to practical motivations that the problem of recomputing a good solution under instance perturbation has been intensively studied. Most studies in this field have aimed at determining how much a given instance may be changed if it is desired that optimal solutions to the original instance remain optimal. The main results in this so called post-optimality analysis, as well as sensitivity analysis may be found in the comprehensive article [65].

In the reoptimization setting, some interesting results were achieved for the problem of scheduling with forbidden sets. In this problem, we are given a set of jobs \( V = \{v_1, \ldots, v_n\} \), each having a processing time. The jobs can be scheduled in parallel (the number of machines is unbounded), but there is a set of constraints on these parallel schedules: a constraint is a set \( F \subseteq V \) of jobs that cannot be scheduled in parallel (i.e., all of them at the same time). Given a set \( \mathcal{F} = \{F_1, \ldots, F_k\} \) of constraints, the goal is to find a schedule that respects each constraint and that minimizes the latest completion time. Many situations can be modeled in this way, such as the \( m \)-Machine Problem (for fixed \( m \)): it suffices to consider all subsets of \( V \) of size at least \( m + 1 \) as constraints, so that no more than \( m \) jobs can be processed in parallel. Hence the problem is NP-complete (and also APX-hard). Schäffter [115] considers reoptimization when either a new constraint \( F \) is added to \( \mathcal{F} \), or a constraint \( F_i \in \mathcal{F} \) disappears. Using reductions from shortest splitting and min coloring problem, he proves the following inapproximability results.

**Theorem 16.** ([115]) Unless \( P=NP \), for any \( \varepsilon > 0 \), reoptimizing the scheduling problem with forbidden sets problem is inapproximable within ratio \( 3/2 - \varepsilon \) under constraint insertion, and \( 3/4 - \varepsilon \) under constraint deletion.

Under insertion of a new constraint, Schäffter [115] provides a \( 3/2 \)-approximation algorithm, thus matching the lower bound given in Theorem 16. This algorithm consists in a single local modification: it shifts the faster task of the new constraint at the very end of the scheduling to ensure that this new constraint is satisfied (recall that a constraint is not satisfied only when all its tasks process at the same time). Notice that the result does not extend to multiple tasks insertions.

### 5.5 Reoptimization of vehicle routing problems

In the well-known TRAVELING SALESMAN (TSP), the objective is to find a minimum-cost Hamiltonian cycle in a complete graph with edge costs. TSP has been used and studied since the beginning of combinatorial optimization, mostly as a testbed for experimenting a whole array of algorithmic paradigms and techniques. In this sense, it is natural to also consider it from the reoptimization point of view, and we survey here several results concerning its reoptimization under several kinds of perturbations.

**Definition 5.** An instance \( I_n \) of the TRAVELING SALESMAN is specified by the distance between every pair of \( n \) nodes in the form of an \( n \times n \) matrix \( d \), where \( d(i,j) \in \mathbb{Z}_+ \) for all \( 1 \leq i, j \leq n \). A feasible solution for \( I_n \) is a tour, that is, a directed cycle spanning the node set \( N = \{1, 2, \ldots, n\} \).

Note that the above definition only specifies the general structure of instances and feasible solutions for TRAVELING SALESMAN. The reason why we do not specify an objective function is
that one might use this general structure along with different kinds of objective functions, thus defining as many different problems.

Before presenting the different problems surveyed in what follows, we give some additional definitions:

- the weight of a tour $T$ is the quantity $w(T) = \sum_{(i,j) \in T} d(i,j)$;
- the latency of a node $i$ with respect to a tour $T$ is the total distance along $T$ from node 1 to node $i$;
- the latency of a tour $T$, denoted by $l(T)$, is the sum of the latencies of the nodes in $T$;
- the matrix $d$ satisfies the triangle inequality if, for all $i,j,k \in N$ it holds that $d(i,j) \leq d(i,k) + d(k,j)$;
- the matrix $d$ is said to be metric if it satisfies the triangle inequality and $d(i,j) = d(j,i)$ for all $i,j \in N$.

In what follows, we will survey approximation algorithms for the following versions of the TRAVELING SALESMAN:

1. **MIN TSP**: find a tour of minimum weight.
2. **MIN METRIC TSP**: restriction of **MIN TSP** to the case when $d$ is metric.
3. **MIN ATSP**: restriction of **MIN TSP** to the case when $d$ satisfies the triangle inequality.
4. **MAX TSP**: find a tour of maximum weight.
5. **MAX METRIC TSP**: restriction of **MAX TSP** to the case when $d$ is metric.
6. **MIN LATENCY**: find a tour of minimum latency, when $d$ is assumed to be metric.

Other variants of **TSP** have also been studied in a reoptimization setting. In particular, inapproximability results have been given in [37], where the reoptimization versions of **TSP** with deadlines under various modifications are shown to be $2 - \varepsilon$-inapproximable.

Considering a vehicle routing problem $\Pi$ of the above list, three different reoptimization settings have been considered in the literature: under node insertion, the problem will be referred as $\Pi^+$; under node deletion, it will be referred to as $\Pi^-$, and $\Pi^\pm$ will denote a reoptimization instance where the perturbation consists in modifying one single distance in the matrix $d$. Note that none of the modifications considered should perturb the “nature” of the distance matrix, i.e., the new instance must satisfy the triangle inequality (resp., be metric) if the initial instance does (resp., is so).

Some simple solution methods are common to several of the problems we study in this section. We define here two such methods which will be used in what follows.

**Algorithm 1 (Nearest Insertion).** Given an instance $I_{n+1}$ and a tour $T$ on the set $\{1, \ldots, n\}$, define the node $i^*$ as $i^* = \arg\min_{1 \leq i \leq n} d(i,n+1)$. Compute two solutions by inserting $n+1$ immediately after $i^*$ in $T$, and immediately before $i^*$, and return the best between them.

**Algorithm 2 (Best Insertion).** Given an instance $I_{n+1}$ and a tour $T$ on the set $\{1, \ldots, n\}$, define the pair $(i^*, j^*)$ as $(i^*, j^*) = \arg\min_{(i,j) \in T} d(i,n+1) + d(n+1,j) - d(i,j)$. Obtain the solution by inserting node $n+1$ between $i^*$ and $j^*$ in the tour.
5.5.1 TSP

General case. Due to a classical reduction from the Hamiltonian Cycle problem, it is well known that TSP cannot be approximated within any ratio polynomial in the size of the instance, and a fortiori within any constant ratio. This result extends to any reoptimization version of the problem, and is proved somewhat in the same way.

Theorem 17. ([8, 7, 32]) Let be \( p \) a polynomial. Then all MIN TSP+, MIN TSP− and MIN TSP± cannot be approximated with \( 2^{p(n)} \), unless \( P=NP \).

Proof. We will only provide the proof for MIN TSP+, the corresponding results for the other problems are proved with the same technique, namely the gap technique from Sahni and Gonzalez [114]. We will reduce an instance of \( \text{shp}_{a,b,s,t} \) (proved to be NP-complete in [7, 8]) to a \( 2^{p(n)} \)-approximation of MIN TSP+. Given a graph \( G = (V,E) \) where \( a, b, s, t, \in V \), and an Hamiltonian path of \( G \) from \( a \) to \( b \), \( \text{shp}_{a,b,s,t} \) problem consists in determining whether there exists a Hamiltonian path from \( s \) to \( t \) in \( G \).

Starting with an instance \( I \) of \( \text{shp}_{a,b,s,t} \), an instance \( I' \) of MIN TSP+ is built as follows:

- if \((v_i, v_j) \in E\), then \( d(v_i, v_j) = 1 \);
- \( d(a, b) = 1 \), so that an initial optimum is given by the Hamiltonian path in \( E \) from \( a \) and to \( b \), plus the edge \( (a, b) \);
- \( d(v_{n+1}, s) = d(v_{n+1}, t) = 1 \);
- all the other edges have a weight \( 2^{p(n)} \cdot (n + 1) + 1 \).

Of course, a Hamiltonian path from \( s \) to \( t \) in \( G \) can be found in the instance if and only if a Hamiltonian cycle of weight \( (n + 1) \) can be found in \( I' \). Moreover, if no such solutions exists, then the optimal Hamiltonian cycle in \( I' \) must use at least one edge not in \( I \) each having a distance of \( 2^{p(n)}(n + 1) + 1 \), which is thus a lower bound for its weight in this case.

Now, consider a \( 2^{p(n)} \)-approximation algorithm. Such an algorithm would return a solution of value at most \( 2^{p(n)}(n + 1) \) if the a Hamiltonian path from \( s \) to \( t \) in \( G \) can be found in \( I \), otherwise it should return the optimum in the best case, so a solution of weight at least \( 2^{p(n)}(n + 1) + 1 \). Thus, it would enable us to decide \( \text{shp}_{a,b,s,t} \) in polynomial time. □

Metric case. This case, that is very natural and meets many practical applications, enables constant-ratio approximation. Christofides [46] proposed in 1976 a \((3/2)\)-approximation algorithm that consists in merging a minimum spanning tree and a minimum matching on its odd-degrees vertices (both computable in polynomial-time). No better approximation algorithm has been found since, but it is still an open problem to determine whether this \( 3/2 \) can be outperformed or not. Notice finally that the metric MIN METRIC TSP has been proved to be APX-hard [106].

This restriction to metric graphs allows better results in reoptimization setting, in particular under node insertion and distance modification.

Theorem 18. ([8, 7]) In the metric case, MIN METRIC TSP+ is approximable within ratio \( 4/3 \).

Proof. The result derives from an algorithm which produces a solution \( T_1 \) with the Nearest Insertion procedure, another one with Christofides’ algorithm, say \( T_2 \) and returns the best among them.

One of the main ideas of Christofides’ algorithm is to start with a minimum spanning tree on the input graph, whose weight is a lower bound for the weight of the optimal Hamiltonian
cycle $T^*_x$. This bound is asymptotically tight, since only one edge has to be removed from $T^*_{n+1}$ to make it a spanning tree (then, adding the minimum matching cannot increase the solution by more than $d(T^*_{n+1})/2$).

Now, suppose that the edge removed is the largest one incident to the new vertex. What one gets is an upper bound for $d(T_2)$ which decreases with $\max\{d(v_i, v_{n+1}), d(v_j, v_{n+1})\}$:

$$d(T_2) \leq \frac{3}{2} d(T^*_{n+1}) - \max\{d(v_i, v_{n+1}), d(v_j, v_{n+1})\}$$

where $i$ and $j$ are the neighbors of $n+1$ in $T^*_{n+1}$. On the other hand, the way $T_1$ is built clearly aims at minimizing the distance of the longest edge incident to $n+1$, so that this distance is at most $\max\{d(v_i, v_{n+1}), d(v_j, v_{n+1})\}$. By triangle inequality one gets:

$$d(T_1) \leq d(T^*_{n+1}) + 2 \max\{d(v_i, v-n+1), d(v_j, v_{n+1})\}$$

Adding (9) and (10) with coefficients 2 and 1 gives the approximation ratio claimed.

The method also applies to the insertion of $k$ vertices, that tends to $3/2$ for big values of $k$.

**Theorem 19.** ([8, 7]) *In the metric case, MIN METRIC TSP+$k$ is approximable within ratio $(3/2) - (1/(4k+2))$.*

Böckenhauer et al. [36] also studied the case where one single edge weight is modified. Recall that this problem is denoted MIN METRIC TSP ⊕.

**Theorem 20.** ([36]) *In the metric case, MIN METRIC TSP ⊕ is approximable within ratio 7/5.*

The proof of Theorem 20 is based on the observation that, if both the initial and the modified cost function are metric, the local change can only be moderate if the edge with changed cost is adjacent to an edge with small cost. The authors thus propose an algorithm which keeps the same tour when the local change is small, and compute a new solution when it is large. In this case, the approximation ratio is due to a high lower bound on all the distances of edges incident to the modified one, which derive from the metric hypothesis.

**Asymmetric case.** The MIN ASYMMETRIC TSP is another variant of the TSP that is of interest for many applications, as it generalizes the METRIC TSP. Unfortunately, this problem seems much harder to approximate METRIC TSP: while in the latter case a constant approximation is possible, for MIN ATSP the best known approximation ratio is $O(\log n)$ [57, 61].

Turning now to reoptimization, there exists a non-negligible gap between the approximability of the static version and that of the reoptimization version. In fact, Ausiello et al. [6] give constant approximation ratios for both MIN ATSP+ and MIN ATSP−, with very simple algorithms and proofs.

**Theorem 21.** ([6]) *In the metric case, MIN ATSP+$+$ and MIN ATSP$-$ are approximable within ratio 2.*

**Proof.** For MIN ATSP+$+$, the algorithm simply inserts the new vertex arbitrarily in the initial optimal tour. By the metric hypothesis, none of the two new edges of the computed tour can exceed $d(T^*_{n+1})/2$. Considering that $d(T^*_1) \leq (T^*_{n+1})$, the result holds.

For MIN ATSP$-$, the algorithm skips the deleted node in the new tour, while visiting remaining nodes in the same order. Denote $i$ and $j$ the two neighbors of the deleted node $n+1$ in the initial optimal tour, that are reconnected in $T$:

$$d(T) = d(T^*_{n+1}) + d(i, j) - d(i, n+1) - d(n+1, j)$$
On the other hand, inserting \( n + 1 \) in the new optimal tour between \( i \) and its neighbour say \( l \), derives a feasible solution for the initial problem:

\[
d(T_{n+1}^*) \leq d(T_n^*) + d(i, n + 1) + d(n + 1, l) + d(i, l)
\]

Combining it with (11), some algebra leads to:

\[
d(T) \leq d(T_n^*) + d(i, j) + d(j, i)
\]

Thus, \( d(T) \leq 2 \cdot d(T_n^*) \).

5.5.2 MAX TSP

**General case.** While MIN TSP generally models vehicle routing and transportation problems, MAX TSP has a wide range of applications in DNA sequencing and data compression. MAX TSP is also well known to be NP-hard, but much easier than its minimization counterpart when it comes to approximation: it is approximable within a constant factor even when the distance matrix is completely arbitrary. In the static setting, the best known result for MAX TSP is a 0.6-approximation algorithm due to Kosaraju et al. [94].

Once again, the knowledge of an optimum solution to the initial instance seems to be very useful, since the reoptimization problem under insertion of a vertex can be approximated within a ratio of 0.66 (for large enough \( n \)) [6].

**Theorem 22.** ([6]) MAX TSP+ is approximable within ratio \( (2/3) \cdot (1/n) \).

The basic idea of the algorithm in [6] is to output the best solution between \( T_1 \), computed with the Best Insertion procedure, and \( T_2 \), which results from the patching of a specific maximum cycle cover.

The cycle cover is computed so as to contain the two edges \( (i, n + 1), (n + 1, j) \) of the optimum (this is performed by an running the procedure with all possible pairs of vertices \( i, j \)).

The absolute error between \( T_1 \) and \( T_{n+1}^* \) is somewhat bounded by \( a = d(i, n + 1) + d(n + 1, j) \). Indeed, \( i \) and \( j \) being the neighbors of \( n + 1 \) in the new optimum \( T_{n+1}^* \), removing them from \( T_{n+1}^* \) derives a Hamiltonian path on the initial set of nodes. This Hamiltonian path has a weight bounded by \( d(T_1) \). On the other hand \( T_2 \) is produced out of a patching of cycles containing these two edges, so that its lower bound depends positively with \( a \). Combining the bounds obtained on \( T_1 \) and \( T_2 \) leads to the claimed result.

**Metric case.** Even though MAX TSP is easier to approximate in the metric case than in the general case (the best approximation ratio to this day is 7/8 [69]), there is no polynomial time approximation scheme for this problem, meaning that there exists a constant \( c \) for which the problem is not \( c \)-approximable.

Ausellio et al. [8, 7] show that this bound can be broken in the reoptimization setting, under vertex insertion.

**Theorem 23.** ([8, 7]) MAX METRIC TSP+ is approximable within ratio \( 1 - O(n^{-1/2}) \).

From this result, it is quite easy to show that the problem admits a polynomial time approximation scheme in this setting: if the desired approximation guarantee is \( 1 - \epsilon \), for some \( \epsilon > 0 \), just solve by enumeration the instances with \( O(1/\epsilon^2) \) nodes, and use the result above for the instances with more nodes.
5.5.3 MIN LATENCY

Recall that MIN LATENCY aims at defining a tour $T$ that minimizes the sum of latencies (instead of distances). The latency $l(i)$ of a node $i$ amounts to the total distance between the node 1 and the node $i$ along the tour $T$. The problem is much more complex than all the sub-problems we have surveyed so far. For example, in the special case when the metric is induced by a weighted tree, the MIN LATENCY remains NP-hard [118] while the METRIC TSP becomes trivial. The best static algorithm for MIN LATENCY gives $3.59$ approximation-ratio [45].

One major problem when it comes to reoptimizing MIN LATENCY, is that a local modification might have a rather strong impact on the objective function, and thus deeply modify the structure of the solution. Nevertheless, a very easy $3$-approximation algorithm can be devised under insertion of a new vertex.

**Theorem 24. ([6])** MIN LATENCY+ is approximable within ratio $3$.

The strategy achieving this result consists in inserting the new vertex in the last position. This is the only way not to modify the latency of any other vertex. Doing so, one only increases the overall latency by the latency of the new vertex meaning:

$$l(T) = l(T^n_n) + l(n + 1) = l(T) + l(n) + d(n, n + 1)$$

Considering that, $l(n) \leq l(T^n_n)$, and that due to the metric hypothesis, $d(n, n + 1) \leq l(T^n_n)$, it is clear that the procedure can at most multiply by three the weight of the initial tree. By finally taking into account that $l(T^n_n) \leq l(T^n_{n+1})$, the result follows.

6 Probabilistic combinatorial optimization

Given a combinatorial optimization problem $\Pi$, defined on a graph $G(V, E)$, its probabilistic counterpart $\Pi(\Pi)$ is constructed by associating a system of probabilities with the instance $G$ in the following way: each vertex $v_i \in V$ is provided with a probability $p_i$ of being present in the instance that will actually need to be solved. In this sense, problem $\Pi(\Pi)$ models the fact that the problem $\Pi$ will have to be solved only on a sub-instance $G'$, that is a sub-graph of $G$ induced by an unknown subset of nodes $V' \subseteq V$. To illustrate the concept, we present three natural applications that can be found in the literature, and surveyed in [101].

The first application was presented in [80]. Consider a problem in which a break-down company wishes to optimize a tour across $n$ potential clients. To this point, the problem amounts to the classical TRAVELING SALESMAN. Yet, the problem gets more complex when taking into account the fact that a client will not need break-down assistance everyday, so that, on a given day, only a subset of the $n$ clients need to be visited in the tour. Moreover, the subset of clients that need assistance varies from one day to the next. Considering the frequency to which a given client $v_i$ has needed assistance in the past, it is possible to determine the probability $p_i$ for this client to need assistance on a random day. Associating its probability to each client, one gets an instance of PROBABILISTIC TRAVELING SALESMAN, initially presented and discussed in [80, 81].

One understands that the classical deterministic TSP somehow fails to grasp all aspects of such situations, and that a precise, operational, and rapidly applicable solution should be at the decision maker’s disposal when confronted to such probabilistic problems.

The second application follows the work presented in [63], and deals with satellite shot planning. The problem is as follows: given a set of demands for photograph that can be processed by an orbiting satellite, one must decide which image will actually be taken by the satellite, and when. Consider that each demand is represented by a node, and that edges represent incompatibility relationships between these demands. Then, one has to find a maximum independent
set on the graph so-obtained. Moreover, once a set of demands without bilateral incompatibility
has been determined, one must determine a sequence of shots among them, on an oriented graph
where arcs represent sequence relationship (some shots cannot be taken after or before others).
In this graph, one has to determine a path with a maximum number of vertices. Although these
models provide a rather rich and complex representation of the real-world system, they do not
take a major parameter into account: meteorological conditions. Indeed, these conditions might
prevent some shots from being taken, or at least they might lower there quality and precision.
To take this parameter into account, it would suffice to associate a probability $p_i$ with every
demand $v_i$, $p_i$ representing the probability for meteorological condition to be sufficiently good
to actually take the shot $v_i$. Such a model would provide a more efficient tool to the decision
maker, and could also provide some information on how robust a given solution is.

The third and last application deals with a timetable problem, where lessons must be assigned
to classrooms, and can be found in [99, 100]. Quite classically, when lessons are modeled by
vertices, with edges representing incompatibility relations between lessons (for example, because
they are supposed to take place in the same timetable slot), the chromatic number of the so-
obtained graph is the minimum number of classrooms needed to assign all lessons. Indeed,
considering that each color represents a classroom, a coloring provides a feasible assignment of
lessons to classrooms. Thus, in such a situation, the administration has to solve a MIN COLORING
problem, or MIN $k$-COLORING problem (when the administration knows in advance that only $k$
rooms will be available to assign all lessons). However administrations often have to define
a timetable before the academic term begins, at a moment when it is still unclear whether
some classes will actually take place or not, depending on the number of students who sign
in. Associating with each vertex $v_i$ its probability $p_i$ to gather enough students for the class to
take place, one gets a probabilistic version of the initial problem, much more adequate to the
real-world situation.

These three applications show how central the notion of probability can be in some situations,
and how PCOP’s can manage to take this parameter into account.

6.1 Reoptimization and a priori optimization

Notice that up to now, we have only defined a probabilistic model for graph problems, where
a vector of probabilities is associated with the set of vertices. It is now quite clear that such a
model could be helpful in solving real-world problems. However we have said nothing on how to
make use of such models, and how to take advantage of this additional information that these
probabilities provide.

The first approach that comes to mind is to wait for the actual instance (i.e., the sub-graph
induced by the nodes actually present) to be revealed, and only then to compute a feasible
solution on this particular instance, either optimal or approximate. This strategy, which will be
referred to as post-optimization in what follows, does not take advantage of the probabilities,
since the optimization process takes place after the Bernoulli trials have occurred. However, in
many applications, the time window between the moment when the actual instance is revealed,
and the moment when a solution on this instance is needed is too short for an optimum to be
computed from scratch, especially when one deals with an NP-hard problem.

Another strategy, which could be referred to as pre-optimization, would consist in pre-
computing all optima on all potential particular instances, and then only “pick” the optimum
corresponding to the instance once it has been revealed. However, when all nodes are associated
to probabilities in $[0,1]$ (so that no node is assured to be neither in nor out of the revealed
instance), one understands that the number of potential instances goes up to $2^n$. In such a case
(which is actually the case that will be discussed), the pre-optimization strategy would require $2^n$
particular optima to be computed. The limit in computing resources clearly rules this strategy out in most cases.

For all these reasons, another approach has been developed. This strategy, called a priori optimization was introduced in [21, 80]. Basically, it consists in finding a solution on the initial instance, called a priori solution, and then to adapt this solution to the particular instance once it is revealed, through a very quick modification strategy.

Thus, this so-called modification strategy $M$ should be a means to transform any feasible solution $S$ on the initial instance $G(V, E)$, into a feasible solution denoted $S'(S, V, M)$, on any induced sub-graph $G[V']$, $V' \subseteq V$. In what follows, $M$ will be an algorithm, which starting from $S[V']$ (the remaining part of the optimum), modifies it in order to obtain a feasible solution (optimal or approximate) on $G[V']$. We assume that $M$ will not modify the solution when the revealed instance is actually the initial one, that is $S'(S, V, M) = S$.

As we will see, not only is this method applicable under limited computational resources, but it also enables to model, evaluate, and optimize real-world strategies.

To illustrate this, let us go back to the break-down company example. Let us remind that, with a given probability, a client will not need break-down assistance on a particular day, so we can assume that only a subset of clients $V' \subseteq V$ will need to be visited. For various reasons, we can suppose that the company does not wish to reoptimize the tour everyday: either the gain associated with this strategy does not justify its computational cost, or the company might need a certain “stability” in its tours, for example by always visiting its clients in the same order.

To answer these various constraints, the following strategy can be proposed: a feasible tour through all clients can be computed once and for all. This tour $S$ will be the so called a priori solution. Then, each day, it suffices to drop absent clients from the tour and only visit the present ones, following the order induced by the a priori tour $S$. This rather simple strategy clearly corresponds to actual behaviours when confronted with PCOP’s, the modification strategy simply proposes an algorithmic formulation of this strategy. Following this idea, the choice of a modification strategy will be strongly related to the reality modeled. To illustrate this, consider the following example inspired from [24, 25, 27] and presented in [101].

The problem presented in [24, 25, 27] isprobabilistic vehicle routing. In its classical deterministic version, the goal is to determine a fixed set of routes of minimal total length through a set of $n$ clients, which corresponds to the expected total length of the fixed set of routes plus the value of some extra travel distance that might be required. The extra distance will occur when the demand on one or more clients exceeds the capacity of a vehicle and causes it to go back to the depot before resuming its tour. Of course, in the probabilistic counterpart of this problem, a probability is associated with each client.

Considering this model, and an a priori solution, two distinct modification strategies might be implemented, corresponding to two distinct real-world situations:

- The vehicle goes through all clients following the a priori order, whether they require service during that particular problem instance or not, and it goes back to the depot as soon as it is full. This strategy will be denoted $MS_1$.

- The vehicle follows the a priori order, but skips clients that do not require service. As before, it goes back to the depot as soon as it is full. This strategy will be denoted $MS_2$.

Figure 1 provides an example of this model, and illustrates the two different modification strategies. Here, the a priori order is $\{0, 1, 2, 3, 4, 5, 6\}$ the node 0 is the depot, and nodes from 1 to 6 are associated with demands of 10, 20, 10, 20, 20 and 10, respectively. The vehicle’s capacity is 30. In the figure, it is supposed that only nodes 2, 3 and 5 require service.

Considering the nature of the problem modeled here, it seems natural to assume that the graph is metric, so that a tour adapted by $MS_2$ will always be shorter than a tour adapted by $MS_1$, and...
(a) The a priori tour  
(b) its modification by MS1  
(c) and by MS2

Figure 1: Two different modification strategies.

due to the shortcuts it potentially takes with respect to the one adapted by MS2. However, something we wish to insist on, is that these two strategies are not “competitors”, in so far as they allow to model two distinct realities. In that sense, both these strategies deserve a full analysis, despite the fact that one is intrinsically more efficient than the other.

MS1 models the case where the information regarding demands are known only once the client is visited (so that the vehicle is bound to visit all clients anyway), whereas MS2 models the case where all the information is available before the tour begins.

It is thus clear that the aim of probabilistic combinatorial optimization is not to look for the best modification strategy, but given a fixed modification strategy, chosen or designed accordingly to the reality modeled, to compute the best a priori solution. How one evaluates an a priori solution is what we are about to discuss.

6.2 Formalism and objective function

Let $S$ be a feasible solution for a deterministic problem $\Pi$ on a given graph $G(V,E)$, $M$ be a modification strategy for $\Pi$ and $V'$ be a subset of $V$. Denote by $S'(S, V', M)$ the solution for $\Pi$ in the induced sub-graph $G[V']$, obtained by applying the modification strategy $M$ on the a priori solution $S$ to make it feasible in $G[V']$. Denote $m(G[V'], S'(S, V', M))$ its value. A reasonable requirement for $S'(S, V', M)$ is that $m(G[V'], S'(S, V', M))$ is as close as possible to the value of an optimal solution for $\Pi$ in $G[V']$, denoted by $\text{opt}(G[V'])$. However, we cannot know a priori, which will be the sub-instance to be solved, since this instance results from $n$ independent Bernoulli trials. Thus, taking advantage of the only information available regarding this instance, namely the probability vector, we will use as evaluation measure for $S$ its expectation. To compute its expectation, we need to determine the probability for each induced sub-graph to occur. Denote by $\Pr[V']$ the probability of presence of the vertices of $V'$ only, hence the probability of the graph $G[V']$ to occur and set $\Pr(v_i) = p_i$, the presence-probability of vertex $v_i$. Then:

$$\Pr[V'] = \prod_{v_i \in V'} p_i \prod_{v_j \notin V'} (1 - p_j)$$  \hspace{1cm} (12)

In particular, when all nodes are equiprobable ($\forall i$, $p_i = p$), which is a particular case commonly studied, (12) becomes:

$$\Pr[V'] = p^{|V'|}(1 - p)^{n-|V'|}$$  \hspace{1cm} (13)

Considering that we have expressed the probability for each possible sub-graph to occur, as well as the value of each “modified” version of a given a priori solution, the expected value of a given
a priori solution, which will be referred to as the \textit{functional} in what follows, can be naturally expressed as:

\[ E(G, S, \mathcal{M}) = \sum_{S' \subseteq S} \Pr[V'] m(G[V'], S'(S, V', \mathcal{M})) \]

where \( \Pr[V'] \) is as defined in (12).

As presented in [101], we will define formally a PCOP, within the a priori optimization framework, based upon the definition of an NP-optimization problem (NPO) given in Definition 1.

\textbf{Definition 6. ([101])} Let \( \Pi \) be an NPO-problem defined as in Definition 1. A probabilistic version of \( \Pi \), denoted by \( \mathcal{P}\Pi \), is given by a sextuple: \((\mathcal{I}\Pi, \mathcal{P}r, \text{Sol}\Pi, m\Pi, \text{goal}(\Pi), E_{\mathcal{P}\Pi})\) where:

- \( \mathcal{I}\Pi \) is as in Definition 1 and \( \mathcal{P}r \) is the set of all the vectors \( \mathcal{P}r \) of the presence probabilities of the data representing \( I \in \mathcal{I}\Pi \). The pair \((\mathcal{I}\Pi, \mathcal{P}r)\) is the instance set of \( \Pi \Pi \) and the couple \((I, \mathcal{P}r[I])\), \( I \in \mathcal{I}\Pi \), \( \mathcal{P}r \in \mathcal{P}r \), is an instance of \( \Pi \Pi \).

- \( \text{Sol}\Pi \) and \( \text{goal}(\Pi) \) are as in the corresponding items of Definition 1.

- \( m \) is an algorithm, called modification strategy, such that, given an instance \((I, \mathcal{P}r[I])\) of \( \Pi \Pi \), a solution \( S \in \text{Sol}(I, \mathcal{P}r[I]) \) and any sub-instance \( I' \) of \( I \), it modifies \( S \) in order to produce a feasible solution \( S'(S, I', m) \).

- \( E_{\mathcal{P}\Pi} \) is the functional of \( S \) and is defined (analogously to (14)) as:

\[ E_{\mathcal{P}\Pi}(G, S, \mathcal{M}) = \sum_{S' \subseteq S} \Pr[V'] m(G[V'], S'(S, V', \mathcal{M})) \]

and \( \Pr[V'] \) is defined (analogously to (12)) as:

\[ \Pr[V'] = \prod_{d_i \in I'} \mathcal{P}r[d_i] \prod_{d_j \notin I'} (1 - \mathcal{P}r[d_j]) \]

where \( d_i, d_j \) draw data of \( I \) and \( \mathcal{P}r[d_i] \) and \( \mathcal{P}r[d_j] \) their presence probabilities, respectively.

Notice that the modification strategy \( m \) is part of the definition of a given PCOP \( \Pi \Pi \), so that two different modification strategies \( m_1 \) and \( m_2 \), applied to the same deterministic problem \( \Pi \) will produce two different PCOP’s \( \Pi_{\Pi1} \) and \( \Pi_{\Pi2} \), which might have very different properties, in terms of complexity and approximability. This matches the remark we made earlier, namely that solving a PCOP does not consist in designing the best modification strategy, but it consists in computing the best a priori solution (meaning the a priori solution with optimal expected value), considering the modification strategy as a fixed parameter of the problem.

In practice, modification strategies are often very simple, and sometimes even trivial. Recall that these strategies are generally supposed to be algorithmic representations of real-life behaviours, so that they are required not to modify deeply the a priori solution. This requirement answers two different constraints: first, \( m \) should be a very fast algorithm (thus, it cannot afford to modify deeply the a priori solution), and second, for various reasons related to the situation modeled, a certain “stability” between the a priori and the modified solution can be desired. Revisit the example of the breakdown company. It can be required for various organizational or logistic reasons, that the clients are visited in the same order everyday, even if this order is far from the optimal one on some particular client subsets.

A very simple modification strategy used most frequently until now is the one consisting in dropping absent data out of the a priori solution and of taking the remaining elements of it as a solution for the realized instance. This strategy, which will be denoted by \( MS \) in the following, is
feasible for numerous problems (this is the case of all the problems dealt in the monograph [101] as well as in [11, 12, 21, 22, 26, 80, 81, 82, 84, 17, 116]), but not for any problem. Indeed, some problems require the remaining elements to be completed with some additional elements to produce a feasible solution. For example, this is the case for the PROBABILISTIC MIN SPANNING TREE problem [40, 41].

Notice that a priori optimization under strategy MS amounts to the following robustness model for combinatorial optimization. Consider a generic instance $I$ of a combinatorial optimization problem $\Pi$. Assume that $\Pi$ is not to be necessarily solved on the whole $I$, but rather on a (unknown a priori) sub-instance $I' \subseteq I$. Suppose that each datum $d_i$ in the data-set describing $I$ is associated with a probability $p_i$, indicating how likely it is that $d_i \in I'$. Suppose finally that once the instance $I'$ is revealed, the solver has no opportunity to solve the problem on this particular instance. Here, a simple and natural way to proceed is to compute an initial solution $S$ for $\Pi$ in the entire instance $I$ and, once $I'$ becomes known, to remove from $S$ all elements of $S$ that do not belong to $I'$ (provided that this deletion results in a feasible solution for $I'$) thus giving a solution feasible $S'$ on $I'$. The objective is thus to determine an initial solution $S$ for $I$ such that, for any sub-instance $I' \subseteq I$ presented for optimization, the solution $S'$ respects some given quality criterion (for example, optimal for $I'$, or achieving constant approximation ratio, etc.).

Notice finally that a measure similar to (14) (and more generally to (15)) can be given for the post-optimization strategy. Denoting $S^*(V')$ the optimal solution on the sub-graph $G[V']$, and denoting $E^*(G)$ the expected value related to the post-optimization strategy:

$$E^*(G) = \sum_{S' \subseteq S} \Pr[V'] \cdot m(G[S'], S^*(V'))$$

(16)

This measure will be useful to bound approximation ratios. Indeed, recalling that this strategy computes the optimum for any sub-instance, its expected value constitutes an upper (resp., lower) bound for the expected value of the optimal a priori solution when dealing with maximization (resp., minimization) problems, regardless of the modification strategy.

### 6.3 Main methodological issues

#### 6.3.1 Complexity issues

**Membership in NPO is not always obvious.** Following Definition 1, the objective function $m(S)$ associated with a NPO problem must be computable in polynomial time. Notice that, regarding PCOPs, this property is not always verified. Indeed, in PCOP’s, the objective function is the expectation, and, following (15), the general formulation of this expectation consists in a sum with $2^n$ terms (one for each possible subset of $I$). Obviously, direct use of this general formula is not computable in polynomial time.

Thus, to prove that a given PCOP belongs to the NPO class, one must reformulate the functional in order to make it computable in polynomial time. In that sense, proving that a given PCOP belongs to the NPO class is one of the most essential issues, not only because the complexity result is interesting per se, but also because the proof involves a closed formulation of the functional, which is a key element when discussing the various aspects of the problem (characterization of the optimum, approximation, etc.).

Most of the studied PCOP’s have been proved to be in NPO [11, 12, 21, 22, 26, 41, 43, 80, 81, 82, 84, 17, 100, 102, 103, 104, 116].

Of course, the reformulation of the functional is highly related to the modification strategy. In general, the most easy and natural way to perform this reformulation is to determine the probability for each datum of the instance to be present in the modified solution. To illustrate
this, we will briefly present some results of [100], proving that PROBABILISTIC MAX INDEPENDENT SET-MS problem (associated with the modification strategy MS) is equivalent to MAX WEIGHTED INDEPENDENT SET.

Recall that the strategy MS consists in only removing absent data (here, vertices) from the solution. Thus, to be in the modified solution $S'$, a given vertex $v_i$ must be part of the a priori solution $S$, and must occur in the the graph $G[V']$, which happens with probability $p_i$. Finally, the probability for a given vertex $v_i$ to be part of $S'$ is:

- $p_i$ if $v_i \in S$,
- 0 if $v_i \notin S$.

The expected number of vertices in $S'$ (that is the functional we are trying to reformulate) is clearly the sum of probabilities of all nodes to be in $S'$. Thus:

$$E(G,S,MS) = \sum_{v_i \in S} p_i \quad (17)$$

First, notice that this expression is computable in polynomial time, so that PROBABILISTIC MAX INDEPENDENT SET-MS is in NPO. Notice also that maximizing this functional amounts to finding a maximum weighted independent set, in a graph where nodes are weighted by their respective probabilities, so that PROBABILISTIC MAX INDEPENDENT SET-MS and MAX WEIGHTED INDEPENDENT SET are equivalent problems, with respect to their computational complexities.

Finally, whenever the functional cannot be expressed by any polynomial expression, a statement about the complexity of its computation is impossible too. In this case, an interesting approach is to compute explicit (and non-trivial) bounds for it. This happens generally when the modification strategy is complex, or when it involves non-deterministic procedures.

For example, in [103], 5 different modification strategies are proposed and discussed for PROBABILISTIC MAX INDEPENDENT SET. The first modification strategy proposed is none other than the trivial strategy MS, which allows a polynomially computable expression for its associated functional. However, this strategy computes modified solutions which can be easily enhanced, since they often consist of non maximal stable sets. The four other modification strategies aim at rendering maximal modified solutions. However, none of them allows a closed expression of the functional. For example, the strategy denoted U2 in the paper (defining the PCOP $\Pi_{Is2}$) consists in removing all absent nodes from the a priori solution, thus obtaining a -non maximal-stable set $S'$, and to apply a greedy algorithm on the sub-graph induced by present nodes not having any neighbour in $S'$. Clearly, this modification strategy will always produce maximal stable sets, but it is impossible to determine the probability for a given node to be part of the modified solution. Yet, although the functional associated with U2 cannot be expressed by any polynomial expression, it is proved the following.

**Theorem 25. ([103])** Approximation of an optimal a priori solution $S^*$ by

$$\hat{S} = \arg\max \left\{ \sum_{v_i \in S} p_i : S \text{ independent set of } G \right\}$$

guarantees for $\Pi_{Is2}$ approximation ratio:

$$\max \left\{ \frac{p_{\min}}{1 + p_{\max}} : \frac{1}{1 + \Delta_G} \right\}$$
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Complexity of deterministic problems vs. complexity of their probabilistic counterparts. Note that PCOP’s are generalizations of their deterministic counterparts. Indeed, any optimization problem \( \Pi \) can be considered as a particular case of \( P_{\Pi} \), when all probabilities are equal to 1. This remains true regardless of the modification strategy associated with \( P_{\Pi} \), since any modification strategy should not modify the a priori solution when all nodes are present.

This means that all negative results (hardness and inapproximability bounds) which apply to a problem \( \Pi \) remain valid for \( P_{\Pi} \), unless \( P=NP \). In particular, it is interesting to notice that if a given problem \( \Pi \) is NP-hard, and that its probabilistic counterpart has been proved to be in NPO (through reformulation of the functional, as we explained earlier), then one can immediately conclude that \( P_{\Pi} \) is also NP-hard. Conversely, when \( \Pi \) is polynomial, no immediate conclusion can be drawn regarding \( P_{\Pi} \).

In this sense, two interesting issues have been discussed in the literature. The first one deals with the complexity of \( P_{\Pi} \) when \( \Pi \) is polynomial, and the second with the complexity of \( P_{\Pi} \) when \( \Pi \) is NP-hard, but in restricted class of instances in which \( \Pi \) can be solved in polynomial time.

Regarding the first issue, two polynomial problems were tackled in the probabilistic setting. In [82], the probabilistic shortest path problem was introduced and discussed. In this setting, each node of a given graph \( G(V,E) \) is associated with a presence probability, apart from two nodes \( s \) and \( t \) that are always present, and each edge is associated with a distance. The probabilistic shortest path demands for a path with minimum expected length between \( s \) and \( t \), when the modification strategy consists in skipping absent nodes in the a priori path. This problem is proved to be NP-hard, and some polynomial time algorithms are proposed for particular classes of graphs. In [23], another polynomial problem is proved to be NP-hard when considered in a probabilistic setting: the min spanning tree problem. Here, the modification strategy consists in deleting absent nodes from the a priori tree, provided they do no disconnect the tree. Note that this version of probabilistic min spanning tree is proved to be NP-hard, even when all edge weights are equal. In [40, 41], two other versions of probabilistic min spanning tree (associated with two different modification strategies) are introduced and discussed. One of them is proved to be NP-hard, and the other one to be polynomial.

Regarding the second issue (polynomial restrictions of NP-hard problems), the same kind of results have been achieved. In particular, in [43], a trivial restriction of the min coloring problem is tackled in the probabilistic framework. Indeed, it is proved that the probabilistic minimum coloring problem is NP-hard in bipartite graphs, although this class of graphs is trivially 2-colorable.

Finally, it is interesting to discuss restrictions regarding the probability vector, and their impact on the problem in terms of complexity and approximation. In particular, the case where all nodes are equiprobable \( (p_i = p, \forall i) \) is a commonly studied restriction, which often enables the definition of approximation algorithms, with approximation ratios bounded by expressions depending on \( p \). Such results are provided for probabilistic traveling salesman in [116]: denote \( T^* \) an optimal a priori tour, and \( T^*_D \) an optimal deterministic tour a given graph \( G \) with equiprobable nodes. Then:

\[
m(G, T^*_D) \geq \frac{1}{p^2}
\]

\[
E(G, T^*_D, MS) \geq \frac{1}{p^2}
\]

The bounds given in (18) and (19) show that a deterministic optimal tour constitutes a good approximation for the probabilistic one only in the case where \( p \) is large, i.e., when the probabilistic version becomes “close” to the deterministic one. In particular, the approximation ratio
reaches 1 (optimality) when $p = 1$.

### 6.3.2 Solution issues

In general, no direct link can be found between the a priori optimal solution and the deterministic optimal solution. In practice, the a priori optimum often constitutes a very poor solution for the deterministic problem, especially when the graph contains many nodes associated with low probabilities. For example, an optimal solution PROBABILISTIC MINIMUM COLORING might contain 3 colors or more in bipartite graphs.

To solve a given PCOP, it is absolutely necessary to characterize its optimum. Indeed, such a characterization is vital when designing efficient algorithms to compute optimal a priori solutions, and it is also a great help when leading approximation analyses.

**Characterization of optimal a priori solutions.** For numerous PCOP’s, it is possible to characterize the optimal a priori solution with respect to parameters of the input graph. This is the case, in particular, when the modification strategy is very simple. Consider for example the case of PROBABILISTIC MAX INDEPENDENT SET associated with MS strategy, discussed in Section 6.3.1. Here, the optimal a priori solution can be clearly characterized as an optimal weighted independent set, in a graph where each nodes $v_i$ is weighted by its probability $p_i$.

But such characterization is not always easy to define, and it gets harder and harder as the modification strategy gets more complex. This difficulty, and even sometimes impossibility to characterize clearly the optimum is often due to the fact that the weight of a given vertex (or edge) in the functional does not depend only on its own probability of occurrence, but also on the structure of the a priori solution. Put differently, this weight cannot be expressed as a function of the input graph.

Actually, even when using MS as modification strategy, it is still impossible to get a clear characterization of the optimal a priori solution for some problems. Consider for example the PROBABILISTIC LONGEST PATH problem, introduced in [102]. Under strategy MS, the functional of a given a priori solution $S = (0, 1, \ldots, k, k + 1)$ (where $0, 1, \ldots, k, k + 1$ are the vertices of the a priori path) is expressed as:

$$E(G, G, MS) = \sum_{i=0}^{k} p_ip_{i+1}d(i, i+1) + \sum_{i=0}^{k-1} \sum_{j=i+2}^{k+1} p_ip_j \left( \prod_{l=i+1}^{j-1} (1 - p_l) \right) d(i, j)$$  \hspace{1cm} (20)

where $d(i, j)$ is the weight (distance) of arc $(i, j)$.

As one can see from (20), it is impossible to express this probabilistic problem in terms of some weighted version of its deterministic support. The first term of the expression amounts to the weight of a path where each arc $(i, i+1)$ is associated with the weight $p_ip_{i+1}d(i, i+1)$. But the second term represents the impact on the functional of each potential “reconnecting” arc, integrated in $S'$ by MS between vertices $i$ and $j$ when all vertices $l$ $(l = i+1, \ldots, j-1)$ are absent from $V'$, and both $i$ and $j$ are present. Each of these edges might be part of the modified solution with probability $p_{ij}(S) = p_ip_j \left( \prod_{l=i+1}^{j-1} (1 - p_l) \right)$, and thus their weight in the functional is $p_{ij}(S)d(i, j)$. Hence, the weight of an edge $(i, j)$ $(0 \leq i < k - 1, i + 2 \leq j \leq k + 1)$ is not only determined by characteristics attached to this edge $(p_i, p_j$ and $d(i, j))$, but depends also on the probabilities of all vertices $l$, $i + 1 \leq l \leq j - 1$, and thus on the whole solution $S$. This is precisely why it is so hard to determine any property of the a priori optimum.

When the optimum cannot be characterized in any way, there is no possibility to design efficient optimal algorithms. Moreover, when dealing with approximation analyses, the only way to bound the expectation of the optimum is to bound it by the expectation associated with the post-optimization strategy, denoted $E^*$ and defined in (16).
Polynomial sub-cases and stability. The identification of polynomial restrictive cases for NP-hard problems is always an interesting issue in complexity theory. This issue is also handled when tackling PCOP’s, which are often NP-hard problems. The most common approach for such an issue is to start from polynomial instances for the deterministic version of the problem and to study if they remain polynomial for the probabilistic counterpart.

Consider, for example, the TRAVELING SALESMAN problem and its probabilistic version under $\mathcal{M}$. As it is shown in [19], matrices of the form $c_{ij} = a_i + b_j$ (called constant matrices) are the only ones where all the permutations of vertices have the same length, namely $\sum_{i=1}^{n} a_i + b_i$. Based upon this result, it is shown in [21] (see also [17]) that the constant matrices are the only ones that have the same expectation for any a priori tour $T$ and this expectation is equal to $\sum_{i=1}^{n} p_i (a_i + b_i)$. Moreover, this fact remains true for any modification strategy. Thus, in the case of constant matrices, the probabilistic travelling salesman is polynomial, since it takes only $O(n)$ operations to build an arbitrary tour, that is optimal.

More generally, it is an interesting issue to identify class of graphs and probability vectors in which a deterministic optimum remains optimal in the probabilistic version of the problem, i.e., identifying classes of instances for which $S^* = S_0^*$, where $S_0^*$ and $S^*$ are the optimal solutions of the deterministic problem and the optimal a priori solution of its probabilistic derivation (under some modification strategy $\mathcal{M}$). Of course, in this case of stability between deterministic and a priori optima, both versions of the problem are equivalent.

In the same line of ideas, another issue of interest is the study of conditions under which the a priori approach and the post-optimization one are equivalent, i.e., identifying classes of instances for which $S'(G, V', \mathcal{M}) = S^*(V')$, $\forall V' \subseteq V$. This equivalence induces another kind of solution’s stability in the sense that if, following $\mathcal{M}$, we modify $S_0^*$ to fit the present sub-instance $G[V']$ of the problem at hand, then the solution so obtained is optimal for this sub-instance. This interesting property is verified in the case of PROBABILISTIC TRAVELING SALESMAN with constant matrices, discussed earlier.

Polynomial approximation issues. As explained in [101], there exist four types of polynomial approximation results obtained for a probabilistic combinatorial optimization problem:

1- One measures, for a given optimization problem, the quality of the a priori optimization with respect to the reoptimization; for some modification strategy $\mathcal{M}$, this can be done by means of the ratio $E(G, S, \mathcal{M})/E^*(G)$, where $E(G, S, \mathcal{M})$ and $E^*(G)$ are given by (14) and (16), respectively.

2- One measures the quality of a solution $S$ obtained in the (deterministic) support and without taking into account any probabilistic concept, when used as an a priori solution for the probabilistic counterpart (for a fixed modification strategy $\mathcal{M}$), this is done by means of the ratio $E(G, S, \mathcal{M})/E(G, S^*, \mathcal{M})$, where $S^*$ is the optimal a priori solution (associated with $\mathcal{M}$) and both $E(G, S, \mathcal{M})$ and $E(G, S^*, \mathcal{M})$ are given by (14).

3- One measures the quality of an a priori solution $S$, explicitly built for the probabilistic problem, this quality is measured by the ratio specified in item 2.

4- Finally, one can measure the expected approximation ratio achieved by the modification strategy $\mathcal{M}$, for a given a priori solution $S$, that is:

$$E \left( \frac{m(G[V'], S'(S, V', \mathcal{M}))}{\text{opt}(G[V'])} \right) = \sum_{V' \subseteq V} \frac{m(G[V'], S'(S, V', \mathcal{M}))}{\text{opt}(G[V'])} \text{Pr}[V']$$
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For item 1, some results can be found in [83], which deals with the probabilistic travelling salesman and probabilistic minimum spanning tree, both problems defined on complete graphs with identical vertex probabilities and with vertices uniformly distributed on a plane, under strategy $M_S$.

For item 2, we quote the study performed in [21]. There, dealing with probabilistic travelling salesman under the same assumptions as in [83], the a priori tour $T$ considered is the one computed by the celebrated Christofides’ algorithm [46]. The a priori solution $S$ considered is also frequently supposed to be a deterministic optimum, even when it is not computable in polynomial time. This is for example the case in [103], dealing with probabilistic max independent set, the deterministic version of which does not admit any constant approximation algorithm.

Finally, for item 4, that constitutes a rather new measure in the framework of probabilistic optimization, even though it seems particularly adapted to this field, some results are provided in [40, 41], which deals with probabilistic min spanning tree.

7 Final remarks

In Sections 3 to 5, we have presented main techniques and results achieved in the reoptimization paradigm. First, we have depicted a more general framework called fully dynamic optimization and related algorithms, which aim at maintaining optimal or approximate solutions under successive local perturbations of the instance. Then we have focused on the so-called reoptimization framework, where an initial optimal solution must be reoptimized after a single local perturbation of the initial instance. In this framework, many different new techniques were proposed. In particular, a whole array of problems, namely hereditary problems, can be easily approximated in this framework, since the initial optimum (or at least some parts of it when some of its elements are deleted) form a feasible solution on the perturbed instances. Reoptimization algorithm also achieve better approximation ratios than in the static setting, when applied to many other non-hereditary problems, in particular vehicle routing problems.

In Section 6, we have presented the notion of probabilistic combinatorial optimization problem, as well as the most studied way to deal with them: a priori optimization. Both these notions are very useful, because of their capacity to model real-world situations and behaviours. Tackling a PCOP through a priori optimization is quite a challenging task, that always results in many interesting issues to discuss, no matter how well-known, and even easy to solve, the deterministic support might be. Rather than reviewing the results achieved in this field, we have chosen to discuss these issues in detail, and to illustrate them with particular results from the literature when necessary. For a given problem $P(\Pi)$ these issues can be summed up as follows:

- Reformulate the objective function, called functional, so as to prove that $P(\Pi) \in \text{NPO}$. If such reformulation can not be achieved, on can try to provide non trivial bounds for its value.

- If $\Pi \in P$ (or similarly, if $\Pi \notin P$ but admits some polynomial sub-cases), discuss the complexity of $P(\Pi)$, which might result in proving its NP-hardness (through a classical reduction proof), or polynomiality (through optimality of a polynomial algorithm).

- Provide good characterization of optimal a priori solution.

- Discuss polynomial sub-cases, and possibly stability of optima through the modification strategy $M$.

- Provide approximation results.
Moreover, reminding that a given deterministic support results in different probabilistic versions, when associated with different modification strategy, one understands how rich a full analysis of a given PCOP can be.

It is quite clear that reoptimization and probabilistic optimization constitute complementary approaches when dealing with evolving instances.

Reoptimization handles cases where absolutely no information is available regarding the potential evolution of the instance, apart from knowing that it will remain local (i.e., concern a constant number of elements). In this case, the goal is to design algorithms which take advantage of the initial optimum as much as possible, to compute efficiently good solutions on the perturbed one. However, it seems that regarding some specific perturbations, some other initial solutions could be adapted to the perturbed instance in a better way than the initial optimum.

On the other hand, probabilistic combinatorial optimization handles cases where some information is available regarding the potential perturbation (represented by probabilities), which by the way might more than local (i.e., concern $O(n)$ elements), so that for a fixed adaptation strategy, one tries to design the initial solution which will be adapted in the best way in average.

One understands how deeply linked these two frameworks are and how, for a given problem, results achieved in one framework draw a new light on the analysis of the same problem in the other framework. For example, using a good reoptimization algorithm for a given problem (under vertex deletion) as adaptation strategy in the probabilistic version of the same problem, one could analyze to what extent the reoptimization version could provide better result when using specific kinds (and not necessarily optimal) solutions on the initial instance.
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