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Abstract

Context and objectives– In the context of fluorescence diffuse optical tomography, in the transmittance configuration, the time-resolved approach was shown to improve the reconstruction quality compared to the continuous-wave approach but this improvement seriously decreases in the presence of noise. In this paper the additional value of time-resolved approach is investigated in the reflectance configuration.

Material and methods– A comparative study between time-resolved and continuous-wave reconstructions is provided in the reflectance configuration. Reconstructions are performed from synthetic measurements in a slab geometry assuming Poisson noise statistics.

Results and discussion– In the reflectance configuration, the reconstruction quality, expressed in terms of the global reconstruction error or in terms of the localization and quantification of a local inclusion, is shown to be sensibly higher when the time-resolved approach is considered rather than the continuous-wave one. This behavior is observed for maximum numbers of detected photons as low as 10⁴.

Conclusion– In the reflectance configuration, considering realistic level of signal, the time-resolved approach is shown to outperform continuous-wave approach.

Keywords: Fluorescence diffuse optical tomography, time-resolved approach, turbid media, 3D reconstructions, reflectance, transmittance.

Résumé


Matériel et méthodes – Nous présentons une étude comparative entre l’approche temporelle et l’approche continue pour une acquisition en réflexion. Les reconstruction sont réalisées à partir de mesures simulées dans un milieu parallélépipédique, considérant un bruit de Poisson.

Résultats et discussion – En réflexion, la qualité de reconstruction est sensiblement meilleure pour l’approche temporelle que pour l’approche continue, que la qualité de reconstruction soit exprimée en termes d’erreur de reconstruction globale ou bien en termes de localisation et de quantification d’une inclusion locale. Ce comportement est observé pour un nombre maximum de photons détecté se réduisant jusqu’à 10⁴.

Conclusion– Dans des scénarios réalistes, pour lesquels le nombre maximum de photons détectés est de l’ordre de 10⁶, l’approche temporelle surpasse en performance l’approche en continu pour une acquisition en réflexion, alors que les deux approches présentent des prestations similaires pour une acquisition en transmission.

Mots-clefs : Tomographie optique de fluorescence, approche temporelle, milieux diffusants, reconstructions 3D, réflexion, transmission.
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1. Introduction

In the near-infrared region (NIR), the absorption of biological tissues is low enough to allow photons for propagating several centimeters. This enables to localize optical heterogeneities embedded in thick media [1]. By employing a setup comprising a set of external light sources and detectors, the optical properties of a tissue can be recovered by applying the principles of tomography. In this context, the aim of diffuse optical tomography (DOT) is to provide three-dimensional (3-D) maps of the absorption and scattering coefficients of a tissue [2, 3]. More recently, the development of NIR fluorescent markers such as Indocyanine Green (ICG) has led to a novel technique, called fluorescence DOT (FDOT) or fluorescence molecular tomography (FMT), which is capable of determining the 3-D local concentrations of fluorescent markers [4, 5, 6]. New markers can tag specific proteins, acting as molecular probes. The so-called active probes are designed to exhibit fluorescence only in the vicinity of an enzyme cleaving a peptide [7]. The development of quantum dots is also promising to enlarge the range of fluorescent markers [8]. In this context, FDOT can play a significant role in small-animal imaging as well as in drug discovery.

FDOT approaches can be broadly classified into three groups that differ in the type of excitation and detection. Continuous-wave (CW) FDOT is based on the measurement of the attenuation of a steady state excitation light [9, 10, 11, 12]. Frequency-domain (FD) FDOT is based on the measurement of the phase and demodulation of an amplitude-modulated excitation [13]. Time-resolved (TR) FDOT exploits the measurement of the temporal distortion of an excitation light pulse [14, 15, 16, 17, 18, 19, 20]. FD and TR provide significant advantages with respect to CW approach. In particular, they allow to separate absorption and diffusion contributions [21], to derive fluorescence lifetime [22] and more generally to provide a data set with a higher information content which can lead to better reconstruction of deeply-embedded markers [23]. This last aspect, is particularly relevant for TR measurements, which contain any modulation frequency, while FD measurements can only be performed, in practice, for few of them.

Despite these remarks, CW approaches are the most frequently used to recover the marker concentration. This is partially due to instrumentation concerns, in fact, while the CW approaches are inexpensive and easy to develop, the FD and TR FDOT are more costly and requires careful handling. Moreover, this can be explained by a lack of comparative study that could set the domain of interest of both techniques. Although CW and TR are both long-standing approaches in FDOT, few studies have been dedicated to compare their reconstruction performances. In a recent work, we showed that the TR approach outperforms the CW approach in situations when a sufficient number of photons is collected [24]. However, this study was restricted to the transmittance configuration, i.e. for a medium lying between the sources and the detectors. Here, the performance of CW and TR FDOT are evaluated in the reflectance configuration, i.e. for sources and detectors lying on the same side of the medium. The reflectance configuration is quite relevant because in many applications (e.g. tissue oxymetry, brain function imaging and prostate tomography) it represents the only available geometry. Moreover, reflectance geometry can better exploit the information content of TR data set, because the information of the inclusion depth is encoded into the time of flight [17].

The aim of this paper is to compare the quality of reconstruction in transmission and reflection time-resolved acquisitions.

In section 2 we introduce the basic theory of light propagation as well as the modeling of the forward and inverse problems. Section 3 describes the methods used for the simulation of TR measurements and for reconstructions. Finally section 4 presents the results.

2. Theory

2.1. Light propagation

Light propagation within biological tissues is dominated by absorption and scattering. Such media are commonly referred to as turbid media. A variety of theoretical models accounting for the propagation of light within such media have been developed. Among them the deterministic models are based on the resolution of a partial derivative equation deriving from the radiative transfer equation (see Sec. 3 of [25] for an overview). Although more general models are available, the light propagation in FDOT is classically assumed to follow the diffusion equation. Within this framework, the propagation operator acting on the photon density photons $\phi$ at position $r$ and time $t$ is given by:

$$P = -\nabla \frac{1}{3\mu' s} \nabla + \frac{1}{\nu} \frac{\partial}{\partial t} + \mu_a$$

(1)

where $\mu_a$ is the absorption coefficient, $\mu'_s$ is the reduced scattering coefficient, and $\nu$ is the speed of light within the medium.

2.2. FDOT equations

The principle of FDOT is depicted in Fig. 1. After illumination of the medium at position $s$, the photon density $\phi_s$ propagates at wavelength $\lambda_s$ within the medium. It is absorbed by the fluorescent markers that act as secondary sources by re-emitting light at a higher wavelength $\lambda_f > \lambda_s$. Mathematically, this leads to the following system of coupled equations [26]:

$$\begin{align}
\mathcal{P} \phi^i(r, t) &= \delta(r - s, t), \\
\mathcal{P} \phi^m(r, t) &= [\phi^i(r, t) * p(t)] * c(r).
\end{align}$$

(2a)

(2b)

Where $\phi^i(r, t)$ and $\phi^m(r, t)$ are respectively the photon density at wavelength $\lambda_i$ and $\lambda_m$, and $c(r)$ is the local concentration of the fluorescent markers. Equation (2a) describes the propagation of light at wavelength $\lambda_i$, while Eq. (2b) describes the propagation of light at wavelength $\lambda_m$. Note that the source term of Eq. (2b) is the temporal convolution of the excitation photon density and pulse response of the fluorescence marker $p$. The latter is given by

$$p(t) = \frac{\eta}{\tau} \exp\left(-\frac{t}{\tau}\right) \, dV,$$

(3)
where $\tau$ is the fluorescence lifetime of the marker, $\eta$ its efficiency, and $c(\mathbf{r})$ its local concentration.

As recommended in [27], the photons density $\phi_m$ is assumed to be the quantity measured by the acquisition set-up.

2.3. Forward problems

Let \{s_i\}, $i \in \{1, \ldots, I\}$ be the set of source points and \{d_j\}, $j \in \{1, \ldots, J\}$ the set of detection points. The medium is discretized into $N$ voxels centered in \{r_n\}. We note $m_{ij}$ the quantity of light detected at position $d_j$ after illumination at position $s_i$ and $c_n$ the marker concentration into the voxel centered in $r_n$. FDOT is an intrinsically linear problem of the form [26]

$$\mathbf{m}(t) = \mathbf{W}(t)\mathbf{c},$$

(4)

where $\mathbf{c} = [c_1, \ldots, c_N]^T$ is the marker concentration vector, $\mathbf{m}(t) = [m_{1,1}(t), m_{1,2}(t), \ldots, m_{I,J}(t)]^T$ is the measurement vector, and $\mathbf{W}(t)$ is the weight matrix. The entries of $\mathbf{W}(t)$ for each couple of source $s_i$ and detector $d_j$ are given by

$$w_{ij}^n(t) = g(s_i, r_n, t) \ast p(t) \ast g(d_j, r_n, t).$$

(5)

where $g$ stands for the Green’s functions of the propagation operator $\mathcal{P}$.

The use of extended source patterns together with extended detection patterns have also been introduced [28, 29, 30, 31]. However, the framework defined in Eq. (4) and Eq. (5) remains identical.

2.4. Inverse problem

The inverse problem, which consists in finding $\mathbf{c}$ from Eq. (4), being ill-posed, a Tikhonov regularization scheme is used to solve it. For a forward problem of the form $\mathbf{y} = \mathbf{A}\mathbf{c}$, the following Tikhonov solution $\mathbf{c}^*$ is considered

$$\mathbf{c}^* = \arg \min_{\mathbf{c}} \| \mathbf{y} - \mathbf{A}\mathbf{c} \|^2 + \alpha \| \mathbf{c} \|^2,$$

(6)

where $\alpha$ is the regularization parameter. To enable comparison between solutions obtained from different system matrix $\mathbf{A}$ and measurement vector $\mathbf{y}$, the regularization parameter is chosen so as to set the variability of the solution to a prescribed value, i.e few percents (details are provided in [19]).
3. Method

3.1. Numerical phantom

We consider the parallelepiped of size $5 \times 2.5 \times 1.8 \text{ cm}^3$ depicted in Fig. 2a. The absorption coefficient $\mu_a$ is set to $0.1 \text{ cm}^{-1}$, the scattering coefficient $\mu_s$ to $10 \text{ cm}^{-1}$, and the refractive index $n$ to 1.4. The fluorescent marker we considered has a lifetime $\tau$ of 0.7 ns (Alexa 750). The markers concentrate to form three inclusions centered in $r_1 = [0.9, 0.5, 0.5] \text{ cm}$, $r_2 = [2.5, 1.1, 0.9] \text{ cm}$, and $r_3 = [4.1, 1.9, 1.3] \text{ cm}$. At the center of each inclusion the marker concentration is set to 1 $\mu$M. Away from the center the marker concentration decays gradually to 0 $\mu$M.

3.2. Source-detector configurations

The medium is illuminated in $S = 14$ source points, and light is collected at $D = 13$ detection points. The sources and detectors are uniformly arranged onto two grids of size $4.2 \times 10 \times 10 \text{ cm}$, and the rest of the computation, a space grid of 5100 voxels of size $0.1 \times 0.1 \times 0.1 \text{ cm}^3$ is considered and 128 time samples evenly distributed on the range $[0; 5.12] \text{ ns}$ are calculated. Such fine grids are necessary to ensure the accuracy of the weight matrix. However, for the rest of the computation, a space grid of 5100 voxels of size $0.2 \times 0.2 \times 0.1 \text{ cm}^3$ together with a time grid of 16 time windows of width 160 ps ranging from $t = 0.12 \text{ ns}$ to $t = 2.64 \text{ ns}$ are considered.

As given by Eq. (4), the numerical measurements $m(t)$ are obtained multiplying the weight matrix $W(t)$ by the phantom concentration vector $c_p$.

3.4. Instrument response function

In order to simulate realistic conditions, the measurements are convolved by the instrument response function accounting for the experimental laser and detector. The following transformations are thus considered:

$$m_{ij}(t) \leftarrow m_{ij}(t) * f(t), \quad \text{(7)}$$
$$w_{ij}^{\gamma}(t) \leftarrow w_{ij}^{\gamma}(t) * f(t), \quad \text{(8)}$$

where $f$ is the instrument response function accounting for the instrument temporal jitter. We considered the experimental instrument response function represented in Fig. 3. This state-of-the-art system consists of a mode-locked Ti:sapphire laser (3900, Spectra Physics, USA) pumped by an argon laser (Innova 200, Coherent, USA) and a cooled micro-channel plate photomultiplier (R1564U, Hamamatsu, Japan) that offers good temporal resolution (<50 ps, FWHM) [33].

3.5. Noise model

The measurement vector and weight matrix are both multiplied by the same constant allowing to account for the experiment integration time—the longer the integration time, the larger the number of detected photons. Here the multiplicative constant, noted $\kappa$, is chosen so as to set the maximum number of detected photons $N_{\text{max}}$ to a prescribed value [24]:

$$\max_{i,j} \kappa m_{ij} = N_{\text{max}}. \quad \text{(9)}$$

The measurements are finally corrupted by Poisson noise. Mathematically, the noisy version $\tilde{m}_{ij}$ of the noiseless measurement $m_{ij}$ is given by

$$\tilde{m}_{ij} = P(\lambda = m_{ij}), \quad \text{(10)}$$

where $P(\lambda)$ denotes a Poisson distribution of mean $\lambda$. For any noiseless measurement $m_{ij}$, a set 50 different noise realizations $\tilde{m}_{ij}$ is computed.

3.6. Reconstruction approach

Reconstructions are performed from both CW and TR measurements, leading to CW reconstructed concentration $c_{cw}^*$ and the TR reconstructed concentration $c_{tr}^*$. More precisely, $c_{cw}^*$ is obtained by inverting the CW forward model:

$$\mathbf{m}_{cw} = \mathbf{W}_{cw} \mathbf{c}, \quad \text{(11a)}$$

where $\mathbf{m}_{cw}$ is the CW measurement vector and $\mathbf{W}_{cw}$ is the CW weight matrix. Equation (11a) derives from the integration of Eq. (4) over time, which leads to $\mathbf{m}_{cw} = \int \mathbf{m}(t) \, dt$ and $\mathbf{W}_{cw} = \int \mathbf{W}(t) \, dt$. 

![Figure 3: Instrument response function. The system consists of a mode-locked Ti:sapphire laser pumped by an argon laser and a cooled micro-channel plate photomultiplier [33].](image-url)
The TR reconstructed concentration \( c^*_{tr} \) results from the inversion of the TR forward model:

\[
\mathbf{m}_{tr} = \mathbf{W}_{tr} \mathbf{c},
\]

where \( \mathbf{m}_{tr} \) is the TR measurement vector and \( \mathbf{W}_{tr} \) is the TR weight matrix. Equation (11b) is obtained by concatenating the Eq. (4) evaluated at different times \( \{t_1, ..., t_K\} \). This operation leads to \( \mathbf{m}_{tr} = [\mathbf{m}(t_1), ..., \mathbf{m}(t_K)]^T \) and \( \mathbf{W}_{tr} = [\mathbf{W}(t_1), ..., \mathbf{W}(t_K)]^T \).

### 3.7. Performance metrics

To quantify the reconstruction quality, we consider one global performance metric and two local ones. The two local performance metrics depend on the position the centers \( r^*_i \) of the reconstructed inclusions. The center positions \( r^*_i \) are determined searching the local maximum of \( c^* \) closest to the ground-truth inclusion position \( r_i \). This simple approach turns out accurate enough not to involve segmentation method.

**The reconstruction error \( \mathcal{E} \).** This global metric measures the distance between the phantom concentration \( c_p \) and the reconstructed concentration \( c^* \). It is defined by

\[
\mathcal{E} = \frac{||c^* - c_p||_2^2}{||c_p||_2^2}.
\]

The reconstruction quality increases as the reconstruction error tends to 0.

**Localization error \( \mathcal{L} \).** This criterion assesses the ability of localizing an inclusion. It is defined as the distance between the center of the phantom inclusion \( r_i \) and the center of the reconstructed inclusion \( r^*_i \). Mathematically:

\[
\mathcal{L} = ||r^*_i - r_i||_2.
\]

The reconstruction quality increases as the localization error tends to 0.

**Quantification \( Q \).** This criterion assesses the ability of quantifying the concentration of an inclusion. It is defined as the ratio between the concentration of the reconstructed inclusion and the concentration of the phantom inclusion, i.e.

\[
Q = \frac{c^*(r^*_i)}{c_p(r_i)}.
\]

The reconstruction quality increases as the quantification tends to 1.

### 4. Results and discussion

In this section, we present reconstructions and their associated performance metrics for different values of the maximum number of detected photons \( N_{\text{max}} \). The larger \( N_{\text{max}} \) is—in practice the longer the integration time, the better the signal-to-noise ratio. The influence of \( N_{\text{max}} \) is of particular interest since the reconstruction quality mainly depends on this parameter [24].

First, a visual comparison between CW and TR reconstructions for both transmittance and reflectance configurations is provided in Fig. 4. In this figure, the maximum number of detected photons \( N_{\text{max}} \) is set to \( 10^6 \) photons, which roughly corresponds to the largest value obtainable in experimental scenarios. Comparing the first row and the second row of Fig. 4, it can be seen that the reflectance configuration leads to reconstructions of lower quality than those in the transmittance configuration. When the transmittance configuration is considered the CW and the TR reconstructions are visually indistinguishable and, as a result, the TR information is of limited interested. However, as pointed out in the introduction, the reflectance configuration can be the only one available for some applications, as for instance in brain function imaging, prostate tomography, or tissue oxymetry. In this configuration, on the contrary, the TR reconstruction quality is observed to outperform the CW reconstruction quality.
Indeed, the inclusions 1 and 2 seem to be better localized and quantified. The inclusion 3, which is not present in the CW reconstruction, is brought to light using the TR approach.

To test these visual findings, we evaluated a global performance metric, namely the reconstruction error $\varepsilon$ defined by Eq. (12). Its value is reported in Fig. 5 as a function of the maximum number of detected photons $N_{\text{max}}$ ranging from $10^3$ to $10^7$ photons. Both reflectance and transmittance configurations are investigated. Whatever the source-detector configuration, the reconstruction error is found to decrease for increasing $N_{\text{max}}$, illustrating the improvement of the reconstruction quality when measurements with larger signal-to-noise ratio are considered. For a given $N_{\text{max}}$, the reconstruction error confirms the previous observations. In the transmittance configuration, the CW and TR reconstruction errors are very close in value and almost identical for $N_{\text{max}} < 10^5$ photons. On the contrary, the reconstructions in the reflectance configuration show that TR reconstruction error is significantly smaller than the CW reconstruction error even for $N_{\text{max}}$ as small as $3.10^4$ photons.

As far as the transmittance is concerned, the TR quantification and localization error slightly differ from the CW quantification and localization error. The benefit of the TR approach is limited to the quantification, for $N_{\text{max}}$, over $10^5$ photons, and in areas close to the source or detector planes (see inclusion 1 and 3). For $N_{\text{max}} < 10^5$, photons difference between CW and TR for both localization error and quantification are hardly noticeable, which is in agreement with our previous findings as well as those reported in [24].

As far as the reflectance is concerned, both localization error and quantification are improved when the TR approach is used rather than the CW approach. It can be seen that the TR quantification is overestimated in surface (see of inclusion 1) for large $N_{\text{max}}$. Yet, for all the other cases, the quantification of the CW approach is lower than that of the TR approach (see inclusions 2 and 3, notably). The same trend is observed with regard to the localization error of the three inclusions, which is always found to be better in the TR case than in the CW base. The observed oscillations in the value of the localization error in Fig. 6 can be mainly explained by numerical errors occurring when the localization error tends to zero. A substantial improvement is observed for inclusion 3, which is located far away from the source-detector plane in a zone where the CW exhibits poor performances.

5. Conclusion

In this work we addressed the problem of fluorescence diffuse optical tomography and we compared the performances of the time-resolved and continuous-wave approaches. Three different merit parameters for the quality of the reconstructions, namely reconstruction error, localization error and quantification, have been regarded. We observed that the reconstruction quality of a fluorescent inclusion embedded in a highly scattering media can be improved employing the time-resolved approach, even in realistic scenarios for which measurement noise and limited dynamic range are considered. Therefore our results indicate that the time-resolved information is more beneficial in the reflectance configuration than in the transmittance configuration.
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Figure 6: Reconstruction performances in the transmittance configuration for both CW modality (blue line marked with ⃝) and TR modality (green line marked with △). The localization error $L$ is represented in the top row, the quantification $Q$ in the bottom row. Inclusion 1 is considered in the left-hand column, inclusion 2 in the middle column, inclusion 3 in the right-hand column.

Figure 7: Reconstruction performances in the reflectance configuration for both CW modality (blue line marked with ⃝) and TR modality (green line marked with △). The localization error $L$ is represented in the top row, the quantification $Q$ in the bottom row. Inclusion 1 is considered in the left-hand column, inclusion 2 in the middle column, inclusion 3 in the right-hand column.