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Organising, valuing and improving engineering design process

Research for improving the design process has becoatial in new work
organisations. Today, projects involve more andenaativities and work groups
which must be efficiently coordinated. In this pg@emethod for structuring
cooperative activities in order to improve its gibbperformance is proposed.
This methodological approach is based on matrixettiod) and graph theory to
represent and to structure information dependereidsan be used to specify
collaborative frameworks like Web technology enmitents. Knowledge of a
specific design process depends on acquired exgeria relatively similar
projects. That is why we refer in this work to stards like ISO 9001
requirements and Capability Maturity Model Integrat(CMMI). CMMI models
are collections of best practices that help orgdiuss to improve their
processes. Classical methods decompose a prdjeceweral work groups
which are then scheduled. This first decomposigeel is supplemented with a
more detailed structuring level in order to contha size of the working teams.
The steps of the design process being defined landgd, the responsibilities
inside the working groups are specified. Finalg tmethod proposes to identify
the coupled pairs of actors who generate the hestface for the effectiveness of

the cooperative work.

Keywords: Design Project Management, Work Organisation jgyeStructure

Matrix, Concurrent Engineering, Graph Theory.
1. Introduction

To improve the design process (DP), companies @arcooperative work
organisations, which enable collection of a greahber of skills and thus of actors for
the development project. But, these organisaticeguire defining, planning and
coordinating of the work groups and activities ire tmost effective possible way.
Consequently, it is important to provide methods #nable to efficiently structure and
control the DP.

With the emergence of Concurrent Engineering, noogeresearch works and

publications (Gebala and Eppinger, 1991; Kusiald ah, 1994; Krishnan, and al.,



1997) were developed for organisation and schegludincooperative activities. The
different approaches are based on modelling taotdescribe the design activities and
their dependencies (Steward, 1981; Yassine, an@@03; Luh, and al., 2011). They
use partitioning methods to decompose a work osgdion into a set of work groups
and to organise them according to their dependsiftiarary, 1962).

A refinement of the groups obtained by partitionmgthods is proposed. The
objective is to improve lead time and workload loéde groups. The application of a
spectral algorithm allows identifying independeaskt groups capable of working in
parallel. This decomposition allows to minimize orling and repetition between
tasks. The method proposes a set of decompositi@nia relative to the balancing of
workload and a model for the estimation of develepimtime and cost. The model
allows to estimate and to compare various work riggdions.

The method is derived from the analysis of a com@ in order to deduce its
optimal organisation. For this, the recommendatiohshe ISO 9001 standard (ISO,
2008) are applied, which define different requiretseo control and to plan the design
and/or development of a product and/or service:

* the steps of the DP are defined and planned,

* the required activities for review, verificationcavalidation are well identified,

* the responsibilities and authorities for the D@ \&ell identified,

* the interfaces between groups involved in the BP@anaged.

For the analysis of the information flow betweer thctors of a DP, different
techniques based on the graph theory are propaosader to help a quality manager to
determine the fulfilment of the requirements. Metblogical utilities are applied to the
same design example along this paper. Section 2pie the related work and the

integrative framework for the proposed methods. skection 3, a method for



decomposing and planning the steps of the DP isetkf The responsibilities inside the
obtained groups and the interfaces between graugssure an efficient communication
are specified in section 4. Section 5 synthetidleth@ propositions regarding with the

Capability Maturity Model and presents the COOPdRwsare.

2. Context and Positioning

2.1 Frame of application: interactions and iterations

To improve a concurrent process like a design ptpjee new work organisations
tend to take into account all of the relevant infation as soon as possible not only on
the final goal but also on the way to achieve ihe3e organisations need work
structures which enable to collect a great numlbekils or actors, but especially they
require making these actors cooperate in the mibsttee possible way (the term
"actor" is generic and indicates the whole of thdividuals implied in an activity. Thus
we indifferently use the words actor and activitiowever, this evolution does not
simplify the management and the control of the glegprocess; rather it adds a
tremendous amount of inter-tasks coupling which esake overall work considerably
more difficult (Browning, 1998). Our ambition thrglu this study is to propose an
integrated approach which allows to progressivedfingé a work organisation and to
manage its inherent complexity. The approach ismded on the study of the activity
dependencies. In this context, there are severdtambat are based on the analysis of
the information dependencies between activitie®e Dlesign Structure Matrix (DSM)
developed by Steward (1981) is one of the fundaatemorks in this field. DSM is
detailed in section 3. We use DSM to analyse the $#¥eral works used the DSM
model in order to manage concurrencies of actwitiering a DP. Krishnan (Krishnan,
and al., 1997) presented a framework to managewbdapping of DP activities. This

model is founded on sensitivity and evolution flowetween upstream and downstream



activities. The concept that we have called "reViewthis paper is the discretisation of
sensitivity and evolution flows. Hu and al. (20d8ve proposed a constraint-driven
execution plan in order to maximize concurrencipi This execution plan is based on
a perfect knowledge of the precedence constraetisden activities so that a possible
sequence of the activities could be defined. Thieablve of this work is to organise
complex and collaborative DP, i.e. a set of strpniglerconnected activities for which
an execution plan is impossible to define.

Indeed, the particularity of the design engineergthe introduction of iterations in
the process (Luh, and al, 1999). Iterations ardesyor return back in the process.
Safoutin (2003) has proposed to place the iteraposblem in a central position
especially in design problem. We think iteratioms aecessary to develop innovative
design solutions but, as noticed in the literaturs, crucial for manager first to find the
role and the origin of all iterations and to e#istly control its scale. Because it is the
main risk in the scheduling activity, we can sagtth good overview of the iterative
phenomenon leads to a good control of the procesggr and Eppinger, 2010).
Presence of iterations in a DP imply to supplentbet primary work related to the
precedent activities and to report the changes. cbmsequent is a cycle of continual
improvement which can considerably increase thedum of a project.

2.2 The Capability Maturity Model (CMM)

CMM was initiated in 1991 by the U.S. DepartmentD#fence with the goal to
obtain control of the quality of their software gliprs (Software Engineering Institute
of Carnegie Melon University, 2010). CMMI was trpnsed to engineering systems
development. This guidance establishes a set alsamhich should be faced by the
organisations in order to determine the level oftuniey of their practices and to

improve their processes. The model defines fiveuntgt levels indicating how



structured the development process is being peddr(Rigure 1). Anaturity levelis a

well-defined evolutionary stage toward achievingnature process. Each level
comprises a set of process goals that, when satjsstabilize an important component
of the development process and results in an isered the process capability of the

organisation.
e (]

Fig. 1. Five Maturity Levels of the CMM

CMM provides models or standards which determimedttions making it possible
to cross the maturity levels. But it does not realefine a strategy to effectively
implement these models i.e. how to carry out theas. In this paper, we define a set
of techniques to implement an integrated approacimanage and to organise DP
through the predefined path of the five CMM levels.
2.3 Methodol ogy

This section defines the methodology for applyihg CMM practices to a DP.
Continuous process improvement is based on man¥y, walutionary steps rather than
revolutionary innovations. The CMM provides a framoek for organising these
evolutionary steps into five maturity levels thaty|successive foundations for
continuous process improvement. These five matleitgls define an ordinal scale for

measuring the maturity of a design process andrfproving its capability. At the first

level (nitial), a process is usually disorganised and not seiffily defined Only inputs



and outputs of the process are established. Tsiestiep is to discipline the process in
order to decompose it in sub processes and to thacmaturity level ZRepeatable)

The actions to be implemented are typical of plagmir project management.
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Fig. 2. Five Maturity Levels of a Development Process

Evaluation

Planning

We propose to use the Design Structure Matrix (DSafid a partitioning
methodology in order to define intermediate statesilestones for the global process.
The evolution from the second to the third matuetyel Oefined is to characterize the
process so that team members understand their aol@sresponsibilities within the
process. Several algorithms are proposed to decsgnfie interconnected activities
with guarantee of the workload balancing, and tenidy roles and responsibilities
inside the process.

To reach the level fManaged) the process must be predictable, i.e. the qadingt
objectives for quality and process performanceemtablished and used as criteria in
managing the process. We propose to use an iterasittrmation method based on the
Work Transformation Matrix (WTM). We discuss howisthtool allows to predict
criteria of a design process.

The focus of the level 8)ptimizing is to continually and incrementally improve the
process performance. We propose estimation modwmistife parallel and serial

decompositions of a process. These models aretaseeffine different organisational



strategies. The organisational structure is flexifol satisfy constraints and to react to
the intermediary results.

The next sections detail the proposed methodsds fpam a level to the next one.

3. Structural Organisation of the Design Process

3.1 General Decomposition of the DP

The first step of the proposed method aims at deténg an initial organisation of
the cooperative activities of a DP. It enablesciweslule the activities such as those:

» can be executed only after they receive all thermation required from their

predecessors (Serial activities),

» do not depend on others tasks (Parallel activities)

» are interdependent and must be executed simultalye@oupled activities).
This step is based on the work relative to the mament of complex systems
(Steward, 1981). A product design project is maakelby means of a matrix called

Design Structure Matrix (DSM).

B g A A &y A g Ay A

ay| x 1 1

& X 1 1 1
as| 1 X 1

a X 1
as X 1 1

a| 1 1

a 11 1 X 1
ag 1 1 1 X 1
& 1 1 x 11
auyq 1 X
ay 1 1 X

Fig. 3. Initial Design Structure Matrix of the design exam

In a DSM, an identically labelled row and colummnesent a design activity
(Fig.3). The elements “1” within each row identifshich activities must contribute to
information for the proper achievement of the DRe Thitial DSM depicted on figure 3

represents the exchanges between eleven actiafies design project. The upper



triangle visualises unknown information and the dowknown information. Thus,
elements “1” in row aindicate that the activitysaequires information produced by the
activities a and @. The information to be transferred from the atyivay is known
because it has finished its work. But the informatiransferred from the activity &
unknown and must be estimated hyb&cause @has not yet started its activity. The
order of the rows (or columns) indicates the chlogw of activities, i.e. the sequence to
start design activities. The matrix is initially thstructured (unspecified chronology)
and doesn’t show any visible connected activity.

The objective is to find a sequence of activitieat tenable the matrix to become
lower triangle. The partitioning process consistsrearranging the initial matrix by
interchanging rows and swapping the correspondahgnens in order to achieve a more
organised work sequence i.e. to enable the diffexetors to work on valid information.
The method aims at identifying the strongly relatmponents inside the matrix
(Harary, 1962). The actors are then collected withicoupled task, i.e. a work group

where the actors must closely cooperate.

8s 83 Ai84038y @y 85 @y Ag Ay Ayy
aglx 1 1
a1 x 11 CT1
a1 1 x CT2
Ao X 1
ay 1 x
a, x 1 1 1
as| 1 x 1 1

ar 1 1 1 1 x

ag| 1 111 X 1
ag 1 1 1 X 1
vy daq 1 1 x

CT3

Fig. 4. Partitioned DSM. Three strongly related componeatied Coupled Tasks (CT)
They are gathered in the matrix in three coupleléigavhich are then scheduled

in order to remove the "1" on the upper triangletred matrix and to obtain a partial
order (Fig. 4). The two-coupled tasks implying thetivities {a, a, a} and the

activities {a, ao} can be executed in parallel because they do awet hnteraction.



Then, as soon as these two tasks are performedhitidecoupled task implying the
activities {a, a, &, a, &, a1} Will be able to work since it will have all infaration it
requires, transferred from the first two tasks.

The major interest to define a work organisationplaytitioning a DSM is to
decompose and to schedule the design project. Hawthe method does not enable to
control the size of the groups, i.e. the numbeaadivities or actors within a team. Thus,
the application of this method to a complex degignject can lead to the constitution of
groups with various sizes. In the next level, thieriest is related to large groups. We
note that a lot of algorithms have been proposedesHarary for the identification of
coupled tasks. But in strongly interdependent misjethis phase can give only one

coupled task and so, be ineffectual.

3.2 Detailed Decomposition of the DP

The second step is concerned with the reductioth@fmumber of participants inside
groups identified in the first decomposition levildeed, collaboration in the same
work session with too many people can slow dowmnvitbek performance of this group

significantly (Zhao and Liu, 2003).

3.2.1 Performance Estimation of an Organisation

3.2.1.1 Work Transformation MatriXhe Work Transformation Matrix (WTM) model
is used to estimate time and workload of a coutdsdl and so global duration and cost
of a design project (Smith and Eppinger, 1997)s kan extension of the DSM, which
integrates an assessment of activities in ternstnated time and rework rate (see Fig
5). The diagonal elements represent the time topteten each activity during the first
iteration. The off-diagonal elements represent strengths of dependence between
activities, giving rise to the transfer of work, mwork, involved in the iterations. It is

allowed that each activity creates a determinetiount of rework for other activities.
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Fig. 5. WTM model (applied on the second Coupled Taskefexample)

Time matrixW: Diagonal elements mean that the activity 10 masstimated initial

time of 4 units and the activity 4 lasts 7 unitdiofe.

Rework matrixA: The element ".2" on the first line means thab20f the activity 10

must be reworked after the realisation of the &@gtW. Finally the element ".4" on the
second line means that 40 % of the activity 4 rbestesumed with the results of the
activity 10.

3.2.1.2 lIdentifying performance indicator§he working vectoru; represents the
remaining work for every activity to th& fteration. At first, it remains the totality of
the work to be executed for each activity, so thigal vector isu, = (1,1,...,1J with n,
number of activities. After iteration, the workingector is multiplied by the rework
matrix: y,, =A.u, oru, = A'.u,

A total working vector can also be defined:
U=0> A).u, (1)
t=0

Ris the vector of work times representing the woakl of each activity by unit of time

(for example people per week) and is expressed by:

R=WU =W.(3 A).u, @)



R integrates the time factor. This expression aarebduced. Indeed lim(M')=(1-M)™

tooo

if the maximum eigenvalue of a matrix M is loweathl (I is the unit matrix). This
condition is always true for A, so: R=W(I -A)".u, (3)

E is the total workload representing the cost ef¢hupled tasks set. E is the sum of all

elements of R: E=)RY (4)
i=0

n represents the number of activities in the progw the notation ¥ means the"l
element of V.

T is duration of a coupled taskK. is obtained in adding the duration of the longest
activity for each iteration: T => maxWw.u,]" (5)
t=0

To illustrate,we apply the equations (3), (4), (5) to estimatewlorkload and the lead
time of the second coupled task or CT2 (Fig. 6)th# first iteration, the execution of

activities 10 and 4 start. Se & [1; 1]
R,=W. (-A)". w = [5.22; 10.65]
E, = R"%+R® = 15.87 weeks
T, = t(iter. 1) + t(iter. 2) + ... + t(iter. z) = a(W.) + max(W.u) +...+ max(Wu,.,)

T,=7+2.8+0.56 +0.22 + 0.05 + 0.02 + ... = 10a8Feks

We note that the critical time delay for CT2 confesm the activity 10 during all
iterations. Same manner we calculate the duratéoms workload for the two other
coupled tasks with the WTM model of the global msx (Fig. 6). We collected the
results in Table 1. On figure 6,1(%0 X;) express CT1 and CT2 result's that can be
directly used by CT3. We do not need to determese parameters because there is no

questioning of the results of these activities BBC
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Fig. 6. WTM model of the design example

Criteria (week)| CT1 CT2 CT3

WorkloadE 36.54 15.87 70.48

Lead TimeT 15.85 10.65 18.73

Table 1. Estimated workload and lead time of the three litasks
The WTM model allows estimating the performance aofcooperative work. The

performance only depends on working vector R. Iddeeallows to obtain cost E and
duration T for a cooperative process. Then speaiitziels will be introduced for the
coupled task decomposition, i.e. the realisatiorseémies or in parallel for a set of

workgroups.

3.2.2 The Decomposition of a Coupled Task

3.2.2.1 Cooperation grapihe objective is to reduce the complexity of akvask by
separating it in sub-tasks. The goal is to findmpromise for structuring and to make
collaborating these sub-tasks. The concept of qatipe graphs (CG) is used to study
the information flow between actors and then toudedthe positions of each one (Fig.
7). Edge from agent;jAo A; means that Aneeds information transfer from.Agent A

cooperates with agent & A; gives or shares some of its information with A

Aj process can read values x, y owned by Ai



Fig. 7. Cooperation graph.

The concept of CG has been defined by (Diaz, and@96) who applied it to specify
network services and protocols for managing agantsam work. A cooperative group
is composed of agents who are organised accordinget relationships between the
actors. Vertices represent the agents; edges espirdse relations between them. CG
provides a formal representation that enables &yaa the kind of cooperation between
the actors according to their relationships (Rongdead al., 1999):

» if arelation is symmetrical then the cooperati®bilateral,

» if arelation is transitive then the cooperatiohisrarchical,

» if arelation is both symmetrical and transitiveriithe cooperation is total.
3.2.2.2 Model for the Sequential Decomposition o€@upled TaskWe introduce
specific models for the decomposition of a groue, the realisation in series and in
parallel for a set of workgroups. We arbitrarilyoose to study a coupled task
containing 4 strongly connected activities. By itfization, we define a model for the
sequential execution of a group after a bi-partitig, i.e. a dichotomy of the set of
activities. On the example of the figure 8, theusetial decomposition of the coupled
task initializes a first subgroup composed by do#is 1 and 2, then in a second phase, a
second subgroup (activities 3 and 4). The firstsphaf the sequential decomposition
consisted in activities whose iterate their workslihe determination of a consensus.

Then in the second phase, we initialize remaintityities.

Phase 1 Phase 2

©JO

QO
Q@O

R=W(I -A) "t | Ri=W(I ~KAK)“Ku, Re=W(l-A)*(I -K)y,

Concurrent Work Work in series

K

o o o,

00
10
00
00

oo oo

Fig. 8. Sequential decomposition of a coupled task



According to their results, we resume the firstivaidés with the preliminary
hypothesis that there are no variations of paramdietween two iterations. For the
calculation of the responsibilitR, a factorK, called cutting matrix, is introduced. It
allows to take into account only activities exedui@uring the first phaseR(). |
represents the unit matrix. During the second ph#sere is initial work to be
completed only on the activities that were not donéhe first phase. Iterative rework
may need to be done on any activity, whetheratfisst or second phase task)

Model for the sequential decomposition is descritrgthe following equations:

Model for the sequential decomposition

In the first phase: R, =W(I - KAK)™*K.u,
In the second phase: R, =W(l - A)*(l -K).u,
Total Workload: E= Z(Rl(” + Rz(i))

i=0

Total lead-time: T =) maxiV. KA K u,]” + > maxiv. A" (I - K)u,]®
t=0 t=0

This method allows estimating the performance o$eguential decomposition.
However we notice two problems: on the one hanekethis no successful method to
find an optimal decomposition in the series (we ocaty simulate exhaustively the
various organisations). On the other hand, a camperial decomposition does not
optimise the development time. It can drive to @etgion phase (phase 2) as long and
complex as the process before its decompositiothdnnext step, the objective is to
define an organisation, which proposes an oventappf the subgroups.
3.2.2.3 Model for the Parallel Decomposition of aupled TaskBy identification with
equation (3), a model for the parallel executiom abupled task after a bi-partitioning

is defined, i.e. a dichotomy of the set of actest{Fig. 9).



Phase 1 Phase

Ri=W (I - K1AK 1) K1y,
Ki=K

OO Ken1-K OIO

R2=W (1 - K2AK 2) K 2u, Up = (K1AK2+K2AK2)u, | Ra=W (I - K1AK 2+ K 2AK 1) ug

A o o o

C
C
0
C

o o » o

Fig. 9. Decomposition and realisation in parallel of apled task.
Phase 1 consists in the independent working ofsmimgroups. The factors;Kand K

allow defining the composition of each subgroup amd additional. Theu|term

defines the information flows to be taken into agdoin the second phase, i.e. only
inter-group exchanges. The total lead-time T isghm of the delay’'s phases. $&
max [t(Ry); t(Rz)] + t(Rs).

The parameters of the WTM determine the valueseaftors R corresponding in a
parallel decomposition. Phase 2 is called re-colmmeghase. The duration of this stage
is going to highly influence the total delay. Imstively, this approach has to bring a
decrease of the total duration of cooperative wmkause all activities are initialized
from the first phase. In the second one, it hasmt@ke the working subgroups

collaborate efficiently together.

Model for the parallel decomposition
In the first phase: R =W(l - K,AK,) " K,.u,
R, =W(Il - K,AK,)™"K,.u,

In the second phase: R, =W(Il - K,)'K,.u,

E= zn:(le +RO + Rz(i))

i=0

t=0

T= ma)gz maxiV. K, A'K; up]¥5 ) maxiv. K,A'K, uo](‘)j +> maxiV.K, AK, uy]?
t=0 t=0




This model enables the comparison of different ®in the project organisation. The
approach gives the means to estimate in a quavitahd relevant way the quality of
the organisation of DP during decomposition whea Horder line (or caesura) is
chosen. So it remains to define the best way abmosing coupled tasks.
2.2.2.4 Separation of the Working Groups.order to minimize reviews and work
repetitions in the second phase of the parallebhposition, the identified subgroups
have to be relatively independent (determinatiorthef cutting matrix K). That is the
first criterion for a partitioning, which will be pplied. The second criterion of
decomposition is to balance the workload of eacugr The analysis of these criteria
conforms to the problems defined in the researcékdive to the graph partitioning.
The general problem of the group decompositionbeaaxpressed as follow.

Given is a grapls = (V, E)with V the set of nodes, E the set of edges|®ihd n.
Decomposition or partitioning of this graph corresgs to the decomposition of the set

of nodesV in k sub-groupd/y, V...,\k such as:

k
* dV,=Vand V,nV, =g withi#]

i=1 l

« The number of edges connecting its groups is mihi(n@nimizing inter-group
streams)

» The weight of the nodes of every group is apprégiaqual (balancing workload)

To solve this problem, several types of algorithwexe developed such as spectral
algorithms (Pothen et al., 1990), multi-levels (J§as and Kumar, 1998) or genetic
(Todd and Sen, 1999). A spectral algorithm is aubin this context. The interest of
this algorithm is to be able to arrange nodes atale characterizing the force of
dependencies of nodes couples. So the first decsitigrocriterion is satisfied. Then it
remains to choose at which place the cut will bplied. If all nodes have identical

weights, the median cut shall be taken to resgeeictiterion of balancing workload.



The spectral algorithm allows obtaining the cuttmgtrix K, which gives the optimal

decomposition of a coupled task.

It uses the following procedure to partition a dramo two subsets:

Step 1: Building the Laplacian matrix L of the gragh=D - A
where A is the matrix such a&=[a;] and,

w(v,v) if(v,v)UEn
a = [ 0 otherwise

(w represents the weight of the edges) nid a diagonal matrix such &s=[d;] and

dow(v,y) ifi=]
d; = [ 0 otherwise
Step 2: Calculating the eigenvalues of the Laplacian inéty
Step 3: Identifying the second smaller eigenvalyand finding his eigenvector (the first
smaller eigenvalue is zero and cannot be usedorai® activities);
Step 4: Calculating the median M for the valugs

Step 5: Dividing the set of nodes V into two subsBtsandP, with the following criteria:

if yi>M thenV,P,; andify;<M thenV, JP,.

For example, the third coupled task (CT3) obtainédr the preliminary partitioning

phase (Fig. 4) is considered. The spectral algorith applied to the set of activities:

{a2, a5, a7, a8, a9, all}. The first step condistbuilding the Laplacian matrix. For

that purpose, the cooperation graph of CT3 is syimreel (Fig. 10). Note that we used

here the binary parameters (activities dependenastead of the review rateg of

WTM. Nevertheless the resulting partition is themeaone.



Cooperation graph Symmetrized graph

Fig. 10. Cooperation graph symmetrisation

(6 -1 -1 -2 0 -2]
-1 5 -2 0 -2 O
-1 -2 3 0 0 O
Laplacian matrix of the symmetrizegaph is:L =
P y eiap -2 0 0 3 0 -1
O -2 0 0 4 -2
-2 0 0 -1 -2 5]

/12 /15 j'7 /18 j'9 j'11

Its eigenvalueg; are:
-0000 19619 28985 55910 68767 86718

The second smaller eigenvalue of the Laplacianimatris As. To define the sub-

groups, we use the corresponding eigenvector, which

& as &7 ag Ay aig
e 0.2039: -0.3935-0.5617 0.6364 -0.1380 0.2529

Activities 71l s 9 2 8
] ] | ] ] N
Second smaller ! ! | ! !
. g - 055 -0.39 -0.14 0.20 0.04
eLgervector ConpPonEnLs 025

of Laplacianmatrix
Fig. 11. Spectral representation of activities interactior CT3

The activities are gathered according to valugb®®igenvector 5 components. Fig. 11
shows the representation of the spectral analysisI8: if manager want to balance the

team sizes, the 3 largest values in a group and3tsenallest in the other. So the



application of the spectral algorithm enables toodepose this group into two sub-

groups: {a2, a8, all} and {a5, a7, a9} (Fig. 12).

era

dy ds Ay dg Qg Aig
alx 1 1 1 e
as x 1 1 ’
a;ll 1 x —
ag| 1 X 1 : ;
ag 1 x 1 :
an| 1 1 x e

Fig. 12. Decomposition of the Coupled Task 3 with the Spé&tigorithm

The analysis of this decomposition shows that th&ined organisation leads to an
optimal solution:
» the number of actors in the two groups is baldr{@an each group),
* the interactions between the two groups are ma@d(4 exchanges)
» the number of interactions inside the groupshemmogeneous (5 exchanges in
the first group and 4 in the second)
We collected in Table 2 the estimated resultsHerdecomposition of CT3 according

to the spectral algorithm.

Table 2. Estimated workload and lead-time (in weeks) fer decomposition of CT3

Execution Inseries | Inseries Parallel
CT3a/CT3b (a<b) (b<a)
Phase 1 13.62 25.41 39.04
E Phase 2 43.50 26.99 8.09
Total 57.12 52.40 47.13
Phase 1 11.16 14.92 10.74
T Phase 2 14.92 11.63 10.96
Total 26.08 26.56 21.70




Note that the serial decomposition leads to a eéhbatween two possibilities according
to the order of execution for the subgroups. Theodgosition compared to a
concurrent realization of CT3 (see Table 1) alldwgeduce the workload and so to
improve the resources management. For the ser@ngaosition, the execution of
CT3b before CT3a leads to the equilibration ofvloekload during the two phases and
increases the total duration of the process. Thallphdecomposition still brings a
reduction to the total workload while increasing thad-time. In this case, main efforts
are concentrated in the first phase. There is nob@timal configuration here. The
choice must be guided by the availabilities of ssources and the urgent character and
not by the finalization of the project. These madalow comparing different choices in
the organisation of a process. The automated @dionl of criteria gives good help to
decide if managers have to decompose a task ol higt.approach gives the means to
estimate in a quantitative and relevant way thdityuaf the organisation of cooperative
processes during decomposition as far as we chtbedsorder line.

The proposed approach to decompose a complex @iMgermprocess into
several load balanced workgroups and to schedwm tbnto several development
process steps is based on two phases. First, tigsanof information flows with the
DSM allows a general decomposition of the procesoupled tasks. In a second phase,
these tasks are separated with a spectral algonithatatively independent groups to be
able to work in parallel. The benefit of the spaktlgorithm compared with another
algorithms is that we can choose the number (andhsosize) of the sub-groups
obtained from the decomposition of a coupled taslese two levels define the steps of

the DP and a basic structure for the organisation.



4. Defining the Responsibilitiesin the Design Process
To determine the main responsibilities of the degigocess, three kinds of actors can
be identified by means of the Cooperation Graphyaisa

» the validating members,

» the task managers,

* the key members.

4.1 ldentification of the validating members

Validating membersre actors who are authorised to validate or jectgropositions

on models, components, values ... These actors deetalreact on a proposition
expressed by another actor.
That means the kind of interactions in a coupls# ta either:

» a bilateral cooperation (interdependency betweendstors),

» atotal cooperation (all the links between actoesused and the matrix is full),

» or actors implied in a circuit and not in a hieracal cooperation.
In a general manner, the following definition (ahtion 1) is proposed to identify a
validating member inside a work group.
Definition 1: The actor is employed in stronglyateld components of a cooperation

graph, which constitutes the set of validating merab

4.2 | dentification of the Task managers

Task managersre actors who are able to observe the whole woodkess and to
immediately react by sending new orders or updatifgrmation to the other actors.
For this, a task manager must have a central pogitia work group. This position and
the information exchange with the other actors Itdsom the expected skills of a task

manager. Thus, the survey to specify this actaoisnalyse the different distances



between each activities. Concepts of eccentriaity anti-eccentricity defined in the
graph theory are used.

Definition of the eccentricity: let G be a graphdam be a vertex of G, the eccentricity of

the vertex v is the maximum distance from v tovantex.
That is €(v)=max {d(v,w) : w in V(G)};

Definition of the anti-eccentricity: let G be a gia and v a vertex of G, the anti-

eccentricity of the vertex v is the maximum distadinom any vertex to v.
That is gv)=max {d(w,v) : w in V(G)}.

In the context of a cooperative work organisatitwe, eccentricity represents the
ability of an actor to capture information inside tgroup with a minimum of mediators
and the anti-eccentricity represents the abilityaof actor to propagate information
inside the group with a minimum of mediators. Thigsjdentify the actor who has a
central position in a DP, i.e. a task manager, shen of eccentricity and anti-
eccentricity for each actor is calculated. The aeatibh the minimum value is the task
manager. When two or more actors have the samé, rds actor who has the least
number of elements corresponding to the may dfaand the max d(ag) is the task
manager. Thus, the definition that is applied tnidy the task manager is:

Definition 2: The task manager in a CG is idendifley the actor avith: min{e'(a)+€
(&) : & in V(CG)}. When two or more actors have the same valueiaiemanager is
the actor awith: min[{max{d(a, a)} U{max { d(g, a) } : &, 8 in V(CG}|

The groups 1 and 2 (TC1 and TC2) in the examplecaneposed of activities
engaged in a total cooperation. Inside these groegsh actor has the same distance
with any other one. So these workgroups have rortesager and the actors employed

in this cooperation have the same level of resjiitgs (validating members).
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Table 3. Eccentricity and anti-eccentricity of activitiesCoupled Task 3
Applied to the third coupled task depicted in thg. H, we identify that this group
collects (Table 3):

» a set of validating members: the whole actors mewlin the coupled task;

» atask manager: the actor 2, who minimizes eco#ytand anti-eccentricity.
The application of these two definitions used talgse dependencies in a work group
enables to check if the group can efficiently worla cooperative way, i.e. it collects

the right skills; otherwise there is a need torcesure it.

4.3 I nterfaces between work groups

4.3.1 Objectives

One of the major difficulties to manage a DP itsure the information consistency
between the different work groups. The objectivguneed in the DP as defined in the
ISO 9001 is to both identify:

» a way for communication, which ensures an effictesnisfer between groups,

* the responsibilities for information consistencyhin each work group.
Firstly, optimising the information transfer neetts globally minimize the distance
between the producer and the consumer of informafibhat means it is important to
avoid mediators for transfer of information from actor to another one. The objective

is to reduce semantic losses on the informationosaly, the information consistency



must be the responsibility of specific actors narkegtmembers. The key-members are
coupled pairs of actors who have to control therface between groups. The key-
members between two groups (for example gm@md groud) involve two actors:

» one actor is responsible of timformation consistencyside its group;

» one actor is responsible of tiformation exchangwith the other group.

4.3.2 Identification of the key-members

To identify these actors, the definition 2 for & s¢ two groups, which must be
interfaced, is applied. Four cases can be analysgd13):

Case 1: There is only a hierarchical cooperatiawden the two groups. In this case,
the objective is to determine only one pair of extto interface the groups. Let's
consider two groupa andf. For each coupled pair of actors, @), with a belongs to
the groupa and abelongs to the group, expression&a) + €(g) is calculated. €a)
represents the ability of the actar ta capture information in the group with a
minimum of mediators and’(g) represents the ability of the actqgrta propagate
information in the groug with a minimum of mediators. The key-members a$ th

cooperation are the coupled pair of actorsglawith: Min {(e"(a)+€ (&))}

Case 1 Case 2 Case 3 Case 4
Group o Group a Group a
3
DG ® ®
Group Group B Group

Fig. 13. Cases for two group's interfaces

Case 2: The coupled pairs of actors competentt¢éofate two groups are involved in a
bilateral cooperation. That means that the alslibéthe actors to transfer information

in two directions must be taken into consideratibn.this case, one pair of actors



responsible for managing the communication inva@viwo groups is identified. The
same properties defined in the case 1 are usedppmlied in the two directions. Thus,
the key-members of this cooperation are the paactdrs (a g) with a belongs to the
groupa and abelongs to the group and:Min { (€'(a)) + €(a) + €'(a) + €(g)) }

Case 3: The communication between the two groupsaisaged by pairs of actors in
hierarchical cooperation. But, at least one paiadbrs transfers information only in
one direction and at least one pair transfers im&bion in the other direction. That
means that two coupled pairs of actors respons$dslenanaging the group interface
must be selected. To identify the key-membersptioperties defined in the case 1 are
applied, firstly to identify the pair of actors pessible to transfer information from the
groupa to the groug, and secondly to identify the pair of actors resole to transfer
information from the grouf to groupa.

Case 4: This case is a hybrid solution betweercéise 2 and the case 3. Some coupled
pairs of actors are involved in a bilateral cooperaand others in a hierarchical
cooperation. In this case, the pairs involved imexarchical cooperation are not taken
into account and the properties defined in the @sae consequently applied. The
reason of this choice is that it is better to hawéy one pair of actors in a bilateral
cooperation, who manages all the communication &stvéwo groups than two coupled
pairs of actors in a hierarchical cooperation.

Remark: When pairs of actors have the same positi@ooperation, the definition 2
described in the previous section is applied. Tihieative is to decide between the set
of all possible pairs.

Let a, a belong to groupx and @ & belong to the groufd, the expression to be
evaluated for each pair of actorsnsh{max{d(a;, a;)}}0{max{d(ag &)}}| for cases 1&3

Min [{max {d(a;,a0)}} O {max {d(aq.a)}} O {max {d(a;, a5)}} O {max {d(ag &)}}| for cases 2&4



To illustrate this study, the example of the irded analysis connecting the second and
the third coupled task (group 2 and 3) depictethm Fig. 4 is used. The analysis is
applied to three couples:ifaa); (aw, &); (a4, a). The cooperation is hierarchical (case
1), thus only one pair have to be choose. Thetseaut collected in Table 4. Activities
in group 2 are engaged in a total cooperation, &%) és equal to 1 for activities 4 and

10. é(g) for activities in group 3 result from Table 3.

Couple (a ) e'(a) e(a) e'(a) +e(a)
(210, &) 1 2 3
(a0, &7) 1 3 4
(a4, a) 1 4 5

Table 4. Key members for interface between second and gnodp
Thus, the activities 9 and 10 have the smallesievahd constitute the pair, which will
be responsible for the interface between thesegiwaps. Same manner key members

for the interface between the groups 1 and 3 adeles of activities 5 and 6.
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Fig. 14. Structural and strategic organisation of the desixpmple
The figure 14 resumes the main results of the meganethod related to the structural

organisation applied on the design example. Inrorddalance the workload and the



role repartition, task manager for group 1 and & @rosen in minimizing the extra-
group exchanges number. A principal control pandefined for review and validation
of the project after realisation of group 1 an@gher control points can be defined after

work iteration of group 3.

5. Integrating the methods and discussion
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Fig. 15. Overall CMM improvement framework for a design qess
The figure 15 synthetises the proposed approachtteid associated techniques. The

proposals allow to structure a design process indggneous and coherent work groups



(level 1), to schedule those groups in time (I&)e&nd to identify major roles in and
between groups (level 3). If the process is maamd the designers have enough
knowledge about organisational practices, theyexatuate the DP performances (level
4). Once the process was assessed and had beenlledrihroughout development, its
optimization can be treated as part of a step oiterrupted improvement (level 5).

The set of the techniques can be applied by algonstmainly based on the
Graph Theory. Considering the CMM levels (see Hi)g.DSM technique associated
with a partitioning algorithm allow a macroscopiganisation of the DP and to achieve
astructured procesf@evel 2). The spectral algorithm allows to redtioe complexity of
Coupled Tasks by decomposition with a workload metey. We can notice that,
contrary to other matrix partitioning algorithmbketspectral algorithm lets the designer
able to choose the number and the size of the woukg when he decomposes a
coupled task. After decompositions, the differemdrkvgroups can be scheduled. In
order to set the DP asstandard and coheremgrocess(level 3), Cooperation Graphs
are used to identify intra- and inter-groups raesd responsibilities. In order to set the
DP as apredictable and evaluate procegevel 4), a method based on WTM is
proposed to evaluate the performances of a couasd
Models for serialization or parallelization of tbeupled tasks allow to optimize the DP.
These different solutions for organising the desigad to push the DP towards a
continual improvement proceflsvel 5).

Those techniques are easily programmable and che stserted into a tool to
constitute helping functionalities for managing perative work. A software named
COOP'R, which integrates and automates the setathmds described in this paper,
can be used to organise and estimate cooperatecesses like design projects (see Fig.

16). COOP’'R was developed with Matlab® due to tleapacities of using and treating



matrix. Indeed the most part of methods used mlirk is based on matrices, from the

analysis and definition of cooperative design psses to the determination of

performance indicators. This framework gives thegfallity to independently develop

functions and to create a toolbox with reusable maoments for other developers.

COOP'R can be used whatever the maturity of thege® is, because you can used

only the specific methods regarding the amount wévwedge about the process.

Therefore developed features have been structuyedebtions that comprise each

specific action relative to a level of maturity (arowledge) about the organisation of a

collaborative process. This structure allows tolappe complete approach or just to

use only specific groups of features.
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Fig. 16. Overview of the COOP’'R software
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The first class of functionality is to use COOP'S8&entially as a representation and

cooperative process partitioning tool. The maineli@ments concern functions like:

direct or Wizard publishing, modification, backuipaodesign process

representation of a process under different fosnadi(DSM, WTM, CG, ...),

decomposition of the process in working groups,

partitioning with workload balancing groups.

Responsibilities and evaluation of the Design Pssdasee section 4 and 5)
The second class of features of COOP'R is focusedthe characterization of
cooperative process with regard to the internakwigation of the process and the

definition of performance indicators. Developmetagacern functions of:

determination of the manager of a working group,

determination of the key (interface between twokiay groups),

specification of the characteristics of the desigtivities,

evaluation of the performances of a process (curaworkload and cost).

The software allows understanding in advance théeances of a new work
organisation. However the decomposition can beesyatically applied, even if it
seems promising. Indeed the management of the ratope work is related to
uncertainty and risk. Sequential decomposition tegna is more risky than the
concurrent strategy, because the results of tee dubgroup can be inoperable for the
second if it is not at all involved in the firstgde.

Parallel decomposition strategy is even more rislgcause you have to be more
familiar with the process to separate two subgrpupbose works are related.

Therefore, the choice of decomposition will be afs/aelated to the maturity of the



process. More the maturity is high and more the agan can have certainty on the
veracity and validity of the model. The risk is lemin the case of advanced knowledge
about the cooperative process, so improvementesgiest can be more effective.

No extensive experience is required to determinetldr two design activities are
dependent or not. However to characterize actss/ifj@urations) and dependencies
(review rates), interviews with specialists of tBb® or the use of similar previous
projects will be required. Indeed, small changeshen WTM model input parameters
can cause large variations in the assessment farpemce. Therefore, this step can be
done only with an advanced level of maturity. Fearaple, a first interview about the
strength of dependency between activities can tedadentify if it is low, medium or
high. The corresponding rework rates should alsoelpectively 0.1, 0.3 and 0.6. In
this case, we can study and compare work orgaoimsain order to define the best.
However, there may be a substantial gap betweeactegh and actual performance. If

our knowledge on a DP increases the rates carfineddo be closer to reality.

6. Conclusion

In this article, an organising method for complewopgerative design processes is
proposed. The approach offers modelling and strungjlelements to methodologically
improve the collaborative work with the respecti$® 9001 requirements and CMM
guidance. The first point to study is the spectfma of the process steps. After a first
decomposition based on the information flows anslyseveral coupled tasks are
obtained. If these tasks consist of to many aasjta second decomposition level,
which allows reducing the size of the groups, i&ngel. This decomposition is based on
a spectral algorithm, which takes into account therkload balancing and the

minimization of the number of exchanges betweenigso



The method needs to evaluate the duration of eéaghirs order to determine the
optimal organisation. For that purpose, on thesbakthe works of Smith and Eppinger,
(1997) relative to concurrent design systems, aatiod parallel approach is used. This
model enables to compare different organisationsrdmg to criteria like duration and
workload. The proposed decomposition allows findingompromise which optimises
both delays and costs on the basis of the volunexdiange information.

The definition of the responsibilities among therkvgroups is also required. In
a complex process involving a lot of exchangess itmportant to clearly define the
actors who must ensure the consistency of infoongdroduced and consumed by the
different groups. The approach proposes the ideatibn of these actors. This
technique takes into account criteria that minimike distance of the information
linking the producer and the consumer. The objedswo minimize the semantic losses
during the information routing.

This method can give the inputs for defining netvoeeds and for example using
the Web technology as well as possible. The maifectibe is to link the
methodological and the technological parts of tlwwperative work design. The
proposed algorithms and the software COOP’'R canubed to both configure
collaborative environment (software tools for coepen like workflows or web
services, network architecture)..and to define the work organisation management
(structural and temporal decomposition, respongésl...).
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