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1 Introduction.

The Resolution of Singularities conjecture has been, and still is, a long stand-
ing conjecture. Even since H. Hironaka’s celebrated theorem [33] in equal
characteristic zero fifty years ago, some new results have bettered our under-
standing of the problem in equal characteristic zero [8] [55].

In arbitrary characteristic, A.J. de Jong proved a weaker form of the
conjecture by using alterations [41], i.e. allowing a finite extension of the
function field. Resolution of Singularities in its full birational form is to this
date restricted to surfaces: [1] [34] [45] [19], only to mention some contribu-
tions. In dimension three, some partial results exist for algebraic varieties
over an algebraically closed field k of positive characteristic p ≥ 7 [4] [25].
These results extend to all characteristics p > 0 when [k : kp] < +∞ [20]
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[21] theorem on p. 1839. In mixed characteristics, birational Resolution of
Singularities was sofar restricted to surfaces. The first and main purpose of
this article is to prove the following theorem:

Theorem 1.1. Let C be an integral Noetherian curve which is excellent and
X /C be a reduced and separated scheme of finite type and dimension at most
three. There exists a proper birational morphism π : X ′ → X with the
following properties:

(i) X ′ is everywhere regular;

(ii) π induces an isomorphism π−1(Reg(X )) ' Reg(X );

(iii) π−1(Sing(X )) is a normal crossings divisor on X ′.

If furthermore C = SpecA is affine and Reg(X ) is quasi-projective, one
may furthermore take X ′ projective.

We emphasize that no assumption is made on the characteristic of C
in this theorem. For example, the theorem applies to C = SpecOK , K a
number field or a complete discretely valued field. An important application
of theorem 1.1 is to constructing regular integral models of algebraic surfaces
over fields:

Corollary 1.2. Let C = SpecA be an irreducible excellent regular Noetherian
curve with function field F . Let Σ/F be a reduced algebraic projective surface
and X be a flat projective C-scheme with generic fiber XF = Σ. There exists
a projective birational morphism π : X ′ → X with the following properties:

(i) X ′ is everywhere regular.

(ii) π induces an isomorphism π−1(Reg(X )) ' Reg(X ).

(iii) π−1(Sing(X )) is a normal crossings divisor on X ′.

Similarly, theorem 1.1 extends [21] theorem on p. 1839 to an arbitrary
field k of positive characteristic (not necessarily differentially finite over a
perfect subfield k0).

The second purpose of this article is to explore the Resolution of Singu-
larities Conjecture as formulated by A. Grothendieck [29](7.9.6). For this
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purpose, we consider finite coverings η : X → SpecS, where S is an arbi-
trary excellent regular local ring. A test case for Resolution if S has positive
characteristic p > 0 is when η is purely inseparable; this was already recog-
nized by O.Zariski [59] p.88 and S. Abhyankar [4] and recently confirmed by
M. Temkin’s purely inseparable Local Uniformization Theorem [54] theorem
1.3.2, vid. remark 1.3.5 (iii). In residue characteristic p > 0, we also include
Galois coverings of degree p to this test case. The main theorem to be proved
in dimension three is:

Theorem 1.3. Let (S, mS, k) be an excellent regular local ring of dimension
three, quotient field K := QF (S) and residue characteristic chark = p > 0.
Let

h := Xp + f1X
p−1 + · · ·+ fp ∈ S[X], f1, . . . , fp ∈ S (1.1)

be a reduced polynomial, X := Spec(S[X]/(h)) and L := Tot(S[X]/(h)) be its
total quotient ring. Assume that h satisfies one of the following assumptions:

(i) X is G-invariant, where AutK(L) = Z/p =: G, or

(ii) charK = p and f1 = · · · = fp−1 = 0.

Let µ be a valuation of L which is centered in mS. There exists a compo-
sition of local Hironaka-permissible blowing ups:

(X =: X0, x0) ← (X1, x1) ← · · · ← (Xr, xr), (1.2)

where xi ∈ Xi is the center of µ, such that (Xr, xr) is regular.

We develop an approach to the Resolution of Singularities Conjecture
for hypersurface singularities defined by an equation (1.1) in any dimension
n := dimS ≥ 1. No other assumption on S is required here than excellence of
S; in particular, we do not even assume that [k : kp] < +∞ as suggested by
A. Grothendieck loc.cit. The main result which is proved here is the existence
of a numerical function (definition 2.16)

ι : X → {1, . . . , p} × N× {1,≥ 2} : x 7→ (m(x), ω(x), κ(x)), (1.3)

refining the multiplicity function x 7→ m(x) at those points x ∈ X such
that m(x) = p. This function has “expected” properties: ι is invariant by
regular base change S ⊂ S̃, S̃ excellent (theorem 2.20) and is constructible
on X (corollary 3.11). A notion of permissible blowing up refining that
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of H. Hironaka is developed. Permissible centers Y ⊂ X also extend to
permissible centers under regular base change (theorem 3.4). The function ι
is nonincreasing with respect to permissible blowing ups (theorem 3.6).

When applied in dimension n = 3, this reduces theorem 1.3 to a pro-
jection theorem 4.4 which is proved by extending the methods of [21]. This
extension is performed in [24], thus giving a complete proof of theorem 1.3
and of theorem 1.1. The sequence (1.2) which is constructed depends in no
significant way on the given valuation µ and can be considered as a version
of Hironaka’s Local Control (Hironaka’s A/B Game, in residue characteristic
zero) for equations (1.1). Precise statements use the notion of independent
sequence (definition 2.18) and are collected in theorem 5.15. The authors
hope that theorem 1.3 could be extended to a Resolution of Singularities
π : X ′ → X , π a composition of Hironaka permissible (global) blowing ups
(and with G-invariant centers under assumption (i)).

This article is organized as follows: in section 2, we introduce our main
tool which is the Hironaka Characteristic Polyhedron [35]. Our notations
are slightly different from Hironaka’s because we focus our attention on the
variation of the characteristic polyhedron along regular subschemes of SpecS.
The above assumptions (i) or (ii) provide the structure theorem 2.14 for the
initial forms inαh, α ∈ Rn

>0, of the characteristic polyhedron with respect to
its compact faces. This fact is essential because it allows us to reproduce
part of the equal characteristic p > 0 constructions which were used in [21].

This leads us to the definition 2.16 of the function ι in (1.3). The function
ω is a differential version of Hironaka’s ε function [35] and requires introduc-
ing a differential structure (S, h, E) adapted to a normal crossings divisor
E ⊂ SpecS (section 2.4). A fundamental difference takes place between the
Galois case (i) and the purely inseparable case (ii) of the above theorem 1.3:
eventually ι is uppersemicontinuous in case (ii) but only constructible in gen-
eral in case (i), vid. example 3.2. When ω(x) = 0 in (1.3) for some x ∈ X , a
simple combinatorial blowing up algorithm (similar to residue characteristic
zero) makes the multiplicity function m smaller than p at all points of the
blown up space above X (theorem 2.23). There remains to deal with points
x ∈ X such that m(x) = p, ω(x) > 0.

Section 3 contains the technical bulk of this paper. We develop a notion
of permissible blowing up π : X ′ → X which refines that of H. Hironaka.
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Roughly speaking, a Hironaka permissible center Y ⊂ X is permissible in
our sense if X is “differentially equimultiple” along Y (definition 3.1 and
definition 3.2). The notion is somewhat subtle but has good properties, the
main result being theorem 3.6: ι is nonincreasing along permissible blowing
ups. Furthermore, ι decreases except possibly at exceptional points x′ ∈
π−1(x) belong to some embedded projective cone

PC(x,Y) ⊂ π−1(x)

given in definition 3.3. We also mention:

(1) persistence of permissibility under regular base change (theorem 3.4);

(2) the strict transform Z ′ ⊂ X ′ of a permissible center Z ⊂ X by a
permissible blowing up π with center Y ⊂ Z is permissible (theorem
3.7);

(3) Hironaka permissible centers are permissible over a dense open subset
of their support (theorem 3.10).

We expect these results to be important in order to argue by induction
on the dimension of X .

Section 4 is restricted to dimension three and collects together all previous
results. A projection number κ(x) ∈ {1, 2, 3, 4} is associated to a singular
point x ∈ X such that m(x) = p, ω(x) > 0. This function basically expresses
the transverseness or tangency of the initial form inmS

h of the characteristic
polyhedron with respect to the initial face. That ι(x) in (1.3) can be made
smaller by performing Hironaka permissible blowing ups is stated in theorem
4.4 and proved in [24].

Section 5 is an appendix to this article. It consists in adapting some of the
equal characteristic p > 0 material from [20] to our arbitrary characteristic
context. We include adapted proofs of:

(5.1) reduction of theorem 1.1 to its Local Uniformization form along valu-
ations;

(5.2) reduction of Local Uniformization to theorem 1.3.
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The section ends with the proof of theorem 1.3, hence of theorem 1.1, as-
suming theorem 4.4 (proposition 5.10). Section 6 is an excerpt from [24], a
special case of which is required in the proof of proposition 5.10.

Acknowledgement: the authors acknowledge many stimulating discussions
held during the “Fall School on Resolution of Threefolds in Positive Charac-
teristic”, University of Regensburg, October 1-11/2013. They hereby thank
H. Kawanoue, S. Perlega, S. Saito, M. Spivakovsky, A. Voitovitch and J.
Wlodarczyk for numerous questions and suggestions, with special thanks to
the organizers U. Jannsen and B. Schober.

2 Adapted structure and primary invariants.

All along this article, we will denote by S a regular local ring of arbitrary
dimension n ≥ 1, and by (u1, . . . , un) a regular system of parameters (r.s.p.
for short) of S. Its maximal ideal is denoted by mS := (u1, . . . , un) and its
formal completion w.r.t. mS by Ŝ. The order function ordmS

on S is defined
by:

ordmS
f := sup{n ∈ N : f ∈ mn

S} ∈ N ∪ {+∞}, f ∈ S.

This order function extends to a discrete valuation on the quotient field
K := QF (S) of S.

We will assume that char(S/mS) > 0 except for the next three sections.
We also assume that S is excellent beginning from theorem 2.4 on. The basic
reference for excellent rings is [29] 7.8 and 7.9. A useful compendium is [46]
pp. 255-260; some extensions and examples of non excellent regular local
rings can be found in [40] pp. 7-22. Let

h := Xm + f1,XXm−1 + · · ·+ fm,X ∈ S[X], f1,X , . . . , fm,X ∈ S (2.1)

be a unitary polynomial of degree m ≥ 2. We denote by

X := Spec(S[X]/(h)) and η : X −→ SpecS (2.2)

respectively the corresponding hypersurface and induced projection.
The total ring of fractions X is denoted by L := Tot(S[X]/(h)). Given a

point y ∈ X , its residue field is denoted by k(y) and its multiplicity by m(y).
Explicitly, we have:

m(y) = ordmS[X]y
h.
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The singular locus of X is denoted by :

SingX = {y ∈ X : m(y) ≥ 2}.

The locus of multiplicity m of X is viewed as an embedded reduced subscheme
of X :

SingmX := {y ∈ Spec(S[X]) : ordmS[X]y
h = m} ⊆ SingX .

Both of SingX and SingmX are proper closed subsets of X if S is excellent.

Given a “linear change of” (one also says “translation on”) the X-coordinate,
say X ′ := X − φ, φ ∈ Ŝ, we still denote by

h = X ′m + f1,X′X ′m−1
+ · · ·+ fm,X′ ∈ S[X ′]

the corresponding expansion of h(X ′ + φ), f1,X′ , . . . , fm,X′ ∈ Ŝ. The explicit
formula for this change of coordinate is :

fi,X′ =

(
m
i

)
φi +

i∑
j=1

(
m− j
i− j

)
fj,Xφi−j, 1 ≤ i ≤ m. (2.3)

Given φ ∈ S and a rational number d ≤ ordmS
φ, we denote by cldφ

the initial form of φ in grmS
S ' S/mS[U1, . . . , Un] (resp. the null form) if

d = ordmS
φ (resp. otherwise). Similarly, if I ⊆ S and d ≤ ordmS

I, we denote

cldI := Vect({cldφ}φ∈I) ⊆ S/mS[U1, . . . , Un]d.

Suppose that a weight vector α = (α1, . . . , αn) ∈ Rn
≥0 is given. Let

Γα := Zα1 + · · ·+ Zαn ⊂ R. For x = (x1, . . . , xn) ∈ Rn
≥0, denote

| x |α:= α1x1 + · · ·+ αnxn ∈ (Γα)≥0.

An associated valuation µα of K is defined by setting for f ∈ S, f 6= 0:

µα(f) := max{a ∈ Γα : f ∈ Iα(a) := ({ux1
1 · · · uxn

n :| x |α≥ a})}.

It easily follows from the Noetherianity of S that µα(f) is well defined. One
sets

µα(f/g) := µα(f)− µα(g) for f, g ∈ S, fg 6= 0.
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Note that ordmS
= µ1, where 1 = (1, 1, . . . , 1) ∈ Rn

>0. We will systematically
use the graded ring grαS of S w.r.t. µα:

grαS ' S/({ui : αi > 0})[{Ui : αi > 0}].
If a ∈ Γα and φ ∈ S is given with a ≤ µα(φ), its initial form clα,aφ ∈ grαS
is defined as before. Similarly, if I ⊂ S and a ≤ µα(I), we associate a
(grαS)0-module denoted by

clα,aI := Span({clα,aφ}φ∈I) ⊆ (grαS)a.

2.1 Characteristic polyhedron and first invariants.

Given an equation h ∈ S[X] (2.1) and a r.s.p. (u1, . . . , un) of S, there is an
associated Newton polyhedron w.r.t.the variables (u1, . . . , un, X):

NP (h; u1, . . . , un; X) ⊆ Rn+1
≥0 .

Let P := (0, . . . , 0, 1) ∈ Rn+1
≥0 , so P ∈ 1

m
NP (h; u1, . . . , un; X), and

p : Rn+1 \{P} −→ Rn

be the projection on the (u1, . . . , un)-space. We define a polyhedron by:

∆(h; u1, . . . , un; X) := p

(
1

m
NP (h; u1, . . . , un; X)\{P}

)
⊆ Rn

≥0.

The characteristic polyhedron is introduced in a more general context in [35].
In our setting, it consists in minimizing ∆(h; u1, . . . , un; X ′) over all linear
changes of coordinates X ′ = X − φ, φ ∈ Ŝ (2.3).

In this section, we review and adapt notations to fit our purposes. A
fundamental algebraicity result is borrowed from [22] in theorem 2.4 below.
Then some of the invariance properties of the characteristic polyhedron un-
der base change are listed.

Let S and (u1, . . . , un) be fixed as above. Given a subset J ⊆ {1, . . . , n},
we denote by

IJ := ({uj}j∈J) ⊂ S and S
J

:= S/IJ .

We also use the notation sJ ∈ SpecS to denote the point sJ = IJ , reserving
the idealistic notation IJ to commutative algebraic formulæ.
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Proposition 2.1. Let f ∈ S. There exists a unique finite set SJ(f) ⊂ NJ

such that the following holds:

(i) the set of monomials {∏j∈J u
aj

j : a = ({aj}j∈J) ∈ SJ(f)} forms a
minimal system of generators of the ideal

I(f) :=

({∏
j∈J

u
aj

j : a = ({aj}j∈J) ∈ SJ(f)

})
;

(ii) there is an expansion

f =
∑

a∈SJ (f)

γ(f, a)
∏
j∈J

u
aj

j ∈ S, γ(f, a) ∈ S (2.4)

such that γ(f, a) 6∈ IJ for every a ∈ SJ(f).

Proof. Let ŜJ be the formal completion of S along IJ . Since IJ ⊆ mS, ŜJ is
faithfully flat over S [46] theorem 8.14(3). Thus IŜJ ∩ S = I for any ideal
I ⊆ S, in particular for any monomial ideal in {uj}j∈J . One deduces that

property (i) and existence of an expansion (2.4) descend from ŜJ to S.

Suppose that an expansion (2.4) exists for a given SJ(f) satisfying (i).

Each S/In+1
J , n ≥ 0 has a structure of free S

J
-module with basis

{∏
j∈J

u
aj

j : a = ({aj}j∈J) and
∑
j∈J

aj ≤ n

}
.

Therefore the class γ(f, a) + IJ is independent of the chosen expansion
(2.4) by the minimality property in (i). This proves that the property

γ(f, a) 6∈ IJ in (ii) also descends from ŜJ to S. In other terms, we may
assume that S is IJ -adically complete.

Independent monomial generators in S/In
J lift to independent monomial

generators in S/In+1
J for every n ≥ 1. One easily deduces the existence of

an expansion (ii) satisfying (i) for some finite subset SJ(f) ⊂ NJ , since S is
IJ -adically complete and Noetherian.

Uniqueness of SJ(f) is also checked by taking images in S/In+1
J for some

n >> 0. This concludes the proof.

9



Definition 2.1. (Associated Polyhedron). Given an equation h ∈ S[X] (2.1)
and J ⊆ {1, . . . , n}, we define a rational polyhedron:

∆S(h; {uj}j∈J ; X) := Conv




m⋃
i=1

⋃

a∈SJ (fi,X)

{a

i
+ RJ

≥0

}

 ⊆ RJ

≥0.

Definition 2.2. (Initial forms). Let α = ({αj}j∈J) ∈ RJ
>0 be a weight vector.

We define

δα(h; {uj}j∈J ; X) := min{| x |α: x ∈ ∆S(h; {uj}j∈J ; X)}.
The weight vector defines a compact face σα of ∆S(h; {uj}j∈J ; X) by:

σα := {x ∈ ∆S(h; {uj}j∈J ; X) : | x |α= δα(h; {uj}j∈J ; X)}.
The initial form inαh of h w.r.t. α is the polynomial

inαh := Xm +
m∑

i=1

Fi,X,αXm−i ∈ (grαS)[X], (2.5)

where
Fi,X,α :=

∑
x∈σα

γ(fi,X , ix)U ix,

and bars denotes images in (grαS)0 = S
J
, i.e.

γ(fi,X , ix) := clα,0γ(fi,X , ix) ∈ (grαS)0 = S
J
.

By convention, we take γ(fi,X , ix) = 0 in these formulæ whenever ix 6∈
SJ(fi,X).

Remark 2.1. Any vertex of ∆S(h; {uj}j∈J ; X) has coordinates in 1
m!
N. We

have:
∆S(h; {uj}j∈J ; X) = ∅ ⇔ h = Xm.

It is worth emphasizing that the polynomial inαh only depends on the
face σα and not on the specific weight vector α defining it. Given h and α,
the grading of grαS can be extended to (grαS)[X] by setting:

degX := δα(h; {uj}j∈J ; X).

Then inαh is a homogeneous polynomial of degree mδα(h; {uj}j∈J ; X) for this
grading.
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We now briefly review the behaviour of polyhedra and initial forms under
basic operations such as formal completion, localization and projection onto
a regular subscheme. The case of regular local morphisms S ⊂ S̃, S̃ excellent
will be considered further on.

With notations as above, let α ∈ RJ
>0 be a weight vector and

σα ⊂ ∆S(h; {uj}j∈J ; X), inαh ∈ (grαS)[X].

Formal Completion: the regular local ring Ŝ is excellent [29] theorem
7.8.3(iii). Proposition 2.1 and definition 2.1 give an identification

∆S(h; {uj}j∈J ; X) = ∆Ŝ(h; {uj}j∈J ; X). (2.6)

This identification preserves the initial form inαh for each weight vector α
via the inclusion grαS ⊆ grαŜ ' grαS ⊗S Ŝ.

Localization: the regular local ring SsJ is excellent if S is excellent [29]
theorem 7.4.4. Similarly, the identifications

∆S(h; {uj}j∈J ; X) = ∆S
sJ

(h; {uj}j∈J ; X) (2.7)

also preserve the initial form inαh (2.5) via the inclusion

grαS ⊆ grαSsJ ' (grαS)⊗S QF (S
J
).

Projection: let J ⊆ {1, . . . , n} and denote by J ′ := {1, . . . , n}\J its

complement. The regular local ring S
J

is excellent if S is excellent. A r.s.p.

of S
J

is ({uj′}j′∈J ′), where bars denote images in S
J
. With notations as

above, we have:

∆S(h; {uj}j∈J ; X) = prJ∆S(h; u1, . . . , un; X), (2.8)

where prJ : Rn → RJ , x 7→ y = ({xj}j∈J) denotes the projection. Let

fi,X =
∑

a∈S(fi,X)

γ(fi,X , a)ua1
1 · · ·uan

n ∈ S,

be an expansion (2.4) (for the subset {1, . . . , n}, where S(fi,X) here stands
for S{1,...,n}(fi,X)), 1 ≤ i ≤ m. Then (2.5) is given by

Fi,X,α :=
∑
y∈σα


 ∑

prJ (x)=y

γ(fi,X , ix)
∏

j′∈J ′
u

ixj′
j′


 ∏

j∈J

U
iyj

j , (2.9)

11



where bars denotes images in (grαS)0 = S
J

as before (recall that by conven-
tion, we take γ(fi,X , ix) := 0 in this formula if ix 6∈ S(fi,X)).

Definition 2.3. (Solvable vertices). Let x ∈ RJ be a vertex of the poly-
hedron ∆S(h; {uj}j∈J ; X), that is, a 0-dimensional face σ = {x}. Denote
by

inxh = Xm +
m∑

i=1

Fi,X,xX
m−i ∈ (grαS)[X]

the initial form polynomial (2.5) w.r.t. any defining weight vector α. We will

say that x is solvable if x ∈ NJ and there exists λ ∈ S
J

such that

inxh = (X − λUx)m.

Explicitly, with notations as in (2.5) sqq., the latter equality means that

γ(fi,X , ix) = (−1)i

(
m
i

)
λ

i ∈ S
J
, 1 ≤ i ≤ m.

Note that

(
m
i

)
∈ S

J
is not a unit in general when char(S/mS) > 0.

The following result is a rewriting of Hironaka’s vertex preparation lemma
and theorem [35] (3.10) and (4.8) in this hypersurface situation.

Proposition 2.2. (Hironaka). There exists a linear change of the X-coordinate
Z := X − θ, with θ ∈ Ŝ, such that

∆Ŝ(h; {uj}j∈J ; Z) = min
X′

∆Ŝ(h; {uj}j∈J ; X ′), (2.10)

where the minimum is taken w.r.t. inclusions and over all possible linear
changes of coordinates X ′ := X − φ, φ ∈ Ŝ.

Given X ′ := X−φ, φ ∈ Ŝ, ∆Ŝ(h; {uj}j∈J ; X ′) achieves equality in (2.10)
if and only if it has no solvable vertex.

If S is excellent, there is an equivalence

∆Ŝ(h; {uj}j∈J ; Z) = ∅ ⇔ ∃g ∈ S : h = (X − g)m.
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Proof. We first recall Hironaka’s algorithm: let x ∈ RJ be a solvable vertex
of ∆S(h; {uj}j∈J ; X) with | x |= ∑

j∈J xj minimal. By definition 2.3, x ∈ NJ

and inxh = (X − λUx)m for some λ ∈ S
J
. Pick any λ ∈ S whose residue in

S
J

is λ and let X1 := X − λux. By construction

∆S(h; {uj}j∈J ; X1) ⊆ ∆S(h; {uj}j∈J ; X),

and equality is strict because x 6∈ ∆S(h; {uj}j∈J ; X1).

Iterating, we get a decreasing sequence of polyhedra

(∆S(h; {uj}j∈J ; Xn))n∈A,

where A ⊆ NJ indexes solvable vertices xn ∈ NJ . Since for each a ∈ N,
NJ ∩ {x : | x |= a} is finite, | xn | goes to infinity with n whenever A
is infinite. This proves the existence of Z := X − θ, θ ∈ Ŝ, such that
∆Ŝ(h; {uj}j∈J ; Z) has no solvable vertex (in fact θ ∈ ŜJ ⊆ Ŝ, ŜJ the formal
completion of S along J).

Pick now any X ′ := Z − φ, φ ∈ Ŝ such that ∆Ŝ(h; {uj}j∈J ; X ′) has no
solvable vertex. We claim that

∆Ŝ((Z − φ)m; {uj}j∈J ; Z) ⊆ ∆Ŝ(h; {uj}j∈J ; Z). (2.11)

Once the claim is proved, one easily gets

∆(φ) := ∆Ŝ(h; {uj}j∈J ; X ′) ⊆ ∆Ŝ(h; {uj}j∈J ; Z)

from the coordinate change formula (2.3). By symmetry, this proves (2.10)
and the second statement in the proposition.

To prove the claim, suppose that (2.11) does not hold. Then there exists
a weight vector α ∈ RJ

>0 defining a vertex x of ∆(φ) such that

| x |α< min{| x′ |α: x′ ∈ ∆Ŝ(h; {uj}j∈J ; Z)}.

By the coordinate change formula (2.3), we get

inxh(X ′) = inx(X
′ + φ)m = (X ′ + λUx)m ∈ (grαS)[X ′],

where λ ∈ S
J

is nonzero. This is a contradiction, since it was assumed that
∆Ŝ(h; {uj}j∈J ; X ′) had no solvable vertex.
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We now turn to the last statement in the proposition. The if part is
obvious. For the converse, it can be assumed that J = {1, . . . , n} by applying
(2.8) to the ring Ŝ. Let h = P1(X)m1 · · ·Ps(X)ms be the decomposition of h
into monic irreducible factors over K = QF (S).

Since S is excellent, each Ŝ[X]/(Pi(X)) is generically reduced, i.e. the
decomposition

Pi(X) =

ji∏
j=1

P̂
mi,j

i,j

of Pi(X) into monic irreducible factors has mi,j = 1, 1 ≤ j ≤ ji, 1 ≤ i ≤ s.
The assumption ∆Ŝ(h; u1, . . . , un; Z) = ∅ means that h = (X − g)m for

some g ∈ Ŝ. Hence s = 1 and m1 = m, i.e. g ∈ K. Since S is integrally
closed, we have g ∈ S and the conclusion follows.

Definition 2.4. (Characteristic Polyhedron). For X ′ := X − φ, φ ∈ Ŝ,
we will say that the polyhedron ∆Ŝ(h; {uj}j∈J ; X ′) is minimal if it has no
solvable vertex.

With notations and conventions as in (2.1) and (2.2), we have the fol-
lowing result in the case J = {1, . . . , n} and α = 1 (so µ1 = ordmS

) [35]
[14]:

Proposition 2.3. The rational number δ1(h; u1, . . . , un; Z) is independent of
the r.s.p. (u1, . . . , un) and Z = X − θ, θ ∈ Ŝ such that ∆Ŝ(h; u1, . . . , un; Z)
is minimal.

If ∆Ŝ(h; u1, . . . , un; Z) is minimal, the following characterizations hold:

(i) δ1(h; u1, . . . , un; Z) > 0 ⇔ (η−1(mS) = {x} and k(x) = S/mS);

(ii) δ1(h; u1, . . . , un; Z) ≥ 1 ⇔ η−1(mS) ∩ SingmX 6= ∅.
Proof. Consider two systems of coordinates (Z ′, u′1, . . . , u

′
n) and (Z, u1, . . . , un)

such that both polyhedra ∆Ŝ(h; u′1, . . . , u
′
n; Z ′) and ∆Ŝ(h; u1, . . . , un; Z) are

minimal. Suppose that δ1(h; u′1, . . . , u
′
n; Z ′) > δ1(h; u1, . . . , un; Z). Then

fm!
i,Z′ ∈ m

m!
i

δ1(h;u′1,...,u′n;Z′)
S

for each i, 1 ≤ i ≤ m, hence

δ1(h; u1, . . . , un; Z ′) ≥ δ1(h; u′1, . . . , u
′
n; Z ′) > δ1(h; u1, . . . , un; Z).

14



This contradicts the assumption ∆Ŝ(h; u1, . . . , un; Z) minimal. The first as-
sertion follows by symmetry.

Let h ∈ S/mS[Z] be the reduction of h modulo mS. Since

η−1(mS) = Spec(S/mS[Z]/(h)),

(i) and the “only if” part in (ii) are immediate from the definitions. We have

ordxh(Z) ≤ ordxh(Z) ≤ m,

hence x ∈ SingmX implies h(Z) = (Z − λ)m for some λ ∈ S/mS. Since
∆Ŝ(h; u1, . . . , un; Z) is minimal, 0 ∈ Rn is not a solvable vertex and therefore
we have λ = 0. This proves that (i) holds, the “if” part in (ii) being then
obvious.

Definition 2.5. Let s ∈ SpecS, (v1, . . . , vn(s)) be a r.s.p. of Ss and y ∈
η−1(s). Let Z := X − θ, θ ∈ Ŝs be such that ∆Ŝs

(h; v1, . . . , vn(s); Z) is

minimal, where Ŝs denotes the formal completion of Ss w.r.t. its maximal
ideal. We let:

δ(y) := δ1(h; v1, . . . , vn(s); Z) = min
1≤i≤m

{
ordm

Ŝs
fi,Z

i

}
∈ 1

m!
N.

This invariant is classical and appears in e.g. [9], [10] and [6] definition 4.2
and proposition 4.8 in an equal characteristic context. Our main resolution
invariants will be defined in terms of coordinates (u1, . . . , un) and Z = X−θ,
θ ∈ Ŝ such that ∆Ŝ(h; u1, . . . , un; Z) is minimal. Since minimizing polyhedra
involves in principle choosing formal coordinates, an algebraic version will
be useful for proving the constructibility of our invariants. The following
theorem is fundamental for this purpose. When charS/mS = 0, the first
statement in the theorem easily follows from proposition 2.2 by applying the
Tschirnhausen transformation (take θ = − 1

m
f1,X below).

We assume from this point on that S is excellent.

Theorem 2.4. [22] Given h ∈ S[X] (2.1) and a r.s.p. (u1, . . . , un) of S,
there exists Z := X − θ, θ ∈ S such that ∆Ŝ(h; u1, . . . , un; Z) is minimal.
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For any such Z, the following holds: for every subset J ⊆ {1, . . . , n}, the
polyhedron ∆Ŝ

sJ
(h; {uj}j∈J ; Z) is also minimal and is computed by:

∆Ŝ
sJ

(h; {uj}j∈J ; Z) = prJ∆Ŝ(h; u1, . . . , un; Z), (2.12)

where prJ : Rn → RJ , x 7→ y = ({xj}j∈J) denotes the projection. In
particular, we have

δ(y) = min

{
1

i

∑
j∈J

aj, a ∈ S{1,...,n}(fi,Z), 1 ≤ i ≤ m

}
, y ∈ η−1(sJ).

Proof. The theorem is trivial if 0 ∈ Rn is a nonsolvable vertex of the polyhe-
dron ∆Ŝ(h; u1, . . . , un; Z), taking Z := X. Otherwise it can be assumed that
fi,X ∈ mS, 1 ≤ i ≤ m. Apply [22] theorem II.3 to

R := S[X](mS ,X), f := h(X), y := X.

Since h is monic, it follows from the proof that one may take

z = y −
∑
a∈Σ

γau
a, γa ∈ S a unit, Σ finite.

Formula (2.12) follows from (2.6) (2.7) (2.8). Suppose that y ∈ NJ is a
solvable vertex of ∆Ŝ

sJ
(h; {uj}j∈J ; Z) defined by some α ∈ RJ

>0. By defini-

tion,

∃λ ∈ QF (S
J
) : inyh = (Z − λUy)m. (2.13)

By (2.9), we have λ
m

= (−1)mU−myFm,Z,α ∈ S
J
. Hence λ ∈ S

J
, since

the regular ring S
J

is integrally closed. By (2.12), there exists a vertex
x ∈ ∆Ŝ(h; u1, . . . , un; Z) such that y = prJ(x). Lifting up, there exists
β ∈ Rn

>0, α = prJ(β), defining x and we let α′ := prJ ′(β). There is an

induced valuation µα′ on S
J
. The initial form of λ in grα′S

J
has the form

Λ = λ
∏

j′∈J ′
U

xj′
j′ , λ ∈ S/mS, λ 6= 0, {xj′}j′∈J ′ ∈ NJ ′ .

Collecting together (2.9) and (2.13), we get inxh = (Z − λUx)m, i.e. x is a
solvable vertex: a contradiction. Therefore ∆Ŝ

sJ
(h; {uj}j∈J ; Z) has no solv-

able vertex, hence is minimal by the second statement in proposition 2.2.
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The last statement is a rewriting of definition 2.5.

Let S ⊆ S̃ be a local base change which is regular, i.e. flat with geomet-
rically regular fibers [29] definition 6.8.1(iv). In particular S̃ is regular [29]
proposition 6.5.1(ii) and faithfully flat. The ring S̃ is not excellent in general,
but this certainly holds in the following cases:

(i) S̃ = Ŝ [29] 7.8.3(iii);

(ii) S̃ is ind-étale over S [40] theorem I.8.1(iv), or

(iii) S̃ is essentially of finite type over S, i.e. smooth over S [29] proposition
7.8.6(i).

An important special case of (ii) is when S̃ is the Henselization or strict
Henselization of S. When regular base changes are concerned, we always
assume that S̃ is excellent. These conditions are preserved by localizing, i.e.
replacing S ⊆ S̃ by Ss ⊆ S̃s̃, s̃ ∈ SpecS̃ and s ∈ SpecS its image.

Notation 2.1. Let S ⊆ S̃ be a local base change which is regular, S̃ excellent,
s̃ ∈ SpecS̃ with image mS ∈ SpecS. Any r.s.p. (u1, . . . , un) of S can be
extended to a r.s.p. (u1, . . . , uñ) of S̃. We let h̃ ∈ S̃[X] be the image of h
and

η̃ : X̃ = X ×S SpecS̃ → SpecS̃.

It follows from definition 2.3 that, if x ∈ Rn
≥0 is a nonsolvable vertex of

∆S(h; u1, . . . , un; Z), the vertex

(x, 0, . . . , 0︸ ︷︷ ︸
ñ−n

) ∈ ∆S̃(h; u1, . . . , uñ; Z) ⊆ Rñ
≥0

is nonsolvable provided that S/mS ⊆ S̃/mS̃ is inseparably closed. This is
of course always satisfied when S/mS is perfect (e.g. charS/mS = 0). An
obvious consequence of the second statement in proposition 2.2 is:

Proposition 2.5. Let S ⊆ S̃ be a local base change which is regular, S̃
excellent. Assume that S/mS ⊆ S̃/mS̃ is inseparably closed. Let Z = X − θ,
θ ∈ S, be such that ∆Ŝ(h; u1, . . . , un; Z) is minimal. Then

∆̂̃S(h; u1, . . . , uñ; Z) = ∆Ŝ(h; u1, . . . , un; Z)× Rñ−n
≥0 ⊆ Rñ

≥0

and this polyhedron is minimal.
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Note that the assumptions of the proposition are satisfied in the above
situation (ii): S̃ is ind-étale over S. In situation (iii), i.e. S̃ smooth over S,
the following example will make the situation clear:

Example 2.1. Let k be a (nonperfect) field of characteristic p > 0 and

S := k[u1](u1), h := Xp − λup
1 ∈ S[X], λ ∈ k\kp.

Then ∆Ŝ(h; u1; X) = [1, +∞[ and is minimal. Take S̃ = S[t](u1,P (t)), where
P is a monic polynomial with irreducible residue P (t) ∈ k[t] (resp. P = 0).
Let u2 := P (t), so (u1, u2) (resp. (u1)) is a r.s.p. of S̃. Let

k(P ) := S̃/mS̃ = k[t]/(P (t)) (resp. k(0) = S̃/mS̃ = k(t))

be the residue field of S̃. Setting {x̃} = η̃−1(mS̃), we have

{
δ(x̃) = 1 if λ 6∈ k(P )p;
δ(x̃) = 1 + 1

p
if λ ∈ k(P )p.

Proof: obvious if λ 6∈ k(P )p; if λ ∈ k(P )p, take Z := X − Q(t)u1,
Q(t) ∈ k[t] monic, degQ < degP and Q(λ1/p) = 0. We have:

∆S̃(h̃; u1, ṽ; Z) = (1,
1

p
) + R2

≥0

with ṽ := Q(t)p − λ. Note that (u1, ṽ) is a r.s.p. of S̃.

In particular, the function on A1
k = {x}×A1

k ⊂ X ×k A1
k, x̃ 7→ δ(x̃) is not

a constructible function.

Theorem 2.4 and proposition 2.5 suggest the following question. An affir-
mative answer would be very useful in order to build geometrical invariants
from characteristic polyhedra. Proposition 2.5 answers in the affirmative
when S/mS is perfect, with S̃ := S.

Question 2.1. Let S be an excellent regular local ring with r.s.p. (u1, . . . , un)
and h ∈ S[X] (2.1). Does there exist a smooth local base change S ⊆ S̃, a
r.s.p. (u1, . . . , uñ) of S̃ extending (u1, . . . , un) and Z = X − φ, φ ∈ S̃, such
that the following holds:

“for every smooth local base change S̃ ⊆ S ′ and r.s.p. (u1, . . . , un′) of S ′

extending (u1, . . . , uñ), the polyhedron ∆Ŝ′(h; u1, . . . , un′ ; Z) is minimal”?
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Uncovering transformation rules for the characteristic polyhedron under
blowing up is a major problem, vid. [35] p.254. A good behaviour is known
in the special case of a blowing up along a Hironaka permissible subscheme
and an exceptional point at the origin of some standard chart.

Proposition 2.6. With notations as before, let J ⊆ {1, . . . , n}, y ∈ η−1(sJ)
and assume that δ(y) ≥ 1. Fix j0 ∈ J and let S ′ := S[{u′j}j∈J ](u′1,...,u′n), where

{
u′j := uj/uj0 if j ∈ J\{j0};
u′j := uj if j ∈ J ′ ∪ {j0}.

Let Z = X − θ, θ ∈ S, with ∆Ŝ(h; u1, . . . , un; Z) minimal and define:

h′(Z ′) := u−m
j0

h(Z) = Z ′m + u−1
j0

f1,ZZ ′m−1
+ · · ·+ u−m

j0
fm,Z ∈ S ′[Z ′], (2.14)

where Z ′ := Z/uj0. Then ∆Ŝ′(h
′; u′1, . . . , u

′
n; Z ′) is minimal and the map

l : Rn −→ Rn given by

x = (x1, . . . , xn) 7→ x′ = (x1, . . . , xj0−1,
∑
j∈J

xj − 1, xj0+1, . . . , xn) (2.15)

gives a one-to-one correspondence between vertices of ∆Ŝ(h; u1, . . . , un; Z)
and vertices of ∆Ŝ′(h

′; u′1, . . . , u
′
n; Z ′).

Proof. The assumption δ(y) ≥ 1 forces fi,Z ∈ I i
J by the last statement in

theorem 2.4. Therefore (2.14) makes sense, i.e. h′(Z ′) ∈ S ′[Z ′]. It is obvious
from definition 2.1 that

l(∆Ŝ(h; u1, . . . , un; Z)) = ∆Ŝ′(h
′; u′1, . . . , u

′
n; Z ′)

and that l induces a bijection between vertices of these polyhedra.

Let x′ = l(x) be a vertex of ∆Ŝ′(h
′; u′1, . . . , u

′
n; Z ′). Denote

inxh = Zm + λ1U
xZm−1 + · · ·+ λmUmx, λ1, . . . , λm ∈ S/mS,

with the convention as before that λi = 0 if ix 6∈ Nn, 1 ≤ i ≤ m. Applying l
(2.15), we get

inx′h = Z ′m + λ1U
′x′Z ′m−1

+ · · ·+ λmU ′mx′
.

Since S ′/mS′ = S/mS, definition 2.3 then shows that x′ is solvable if and
only if x′ is solvable. Since ∆Ŝ(h; u1, . . . , un; Z) is minimal, the polyhedron
∆Ŝ′(h

′; u′1, . . . , u
′
n; Z ′) is also minimal by proposition 2.2.
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2.2 Normal crossings divisors.

We now introduce a normal crossings divisor E ⊆ SpecS. This section fixes
the terminology and notations for blowing ups and base changes with respect
to E, then introduces the Hironaka ε function on X .

Definition 2.6. A r.s.p. (u1, . . . , un) of S is said to be adapted to E if
E = div(u1 · · · ue) for some e, 0 ≤ e ≤ n.

We emphasize that we allow e = 0, i.e. E = ∅ in this definition. In this
context, we use the following notion of Hironaka permissible center:

Definition 2.7. Let Y ⊂ X be an integral closed subscheme with generic
point y. We say that Y is Hironaka-permissible (resp. Hironaka-permissible
with respect to E) at x ∈ Y if condition (i) (resp. condition (ii)) below is
satisfied:

(i) m(y) = m(x) and Y regular at x;

(ii) Y ⊆ SingmX and W := η(Y) has normal crossings with E at s := η(x).

We remind the reader that an integral closed subscheme W ⊆ SpecS has
normal crossings with E = div(u1 · · · ue) if the family (u1, . . . , ue) can be
extended to a r.s.p. (u1, . . . , un) of S such that the ideal I(W ) of W is of the
form IJ = ({uj}j∈J) ⊆ S, for some J ⊆ {1, . . . , n}.

Note that a Hironaka-permissible center w.r.t. any E (e.g. E = ∅) is
Hironaka-permissible: since Y ⊆ SingmX , we have m(y) = m(x) = m and
y ∈ η−1(w)∩ SingmX , where w is the generic point of W ; by proposition 2.3
applied to Sw, the map Y → W is birational, hence an isomorphism since W
is regular.

Since the notion is local on X , a Hironaka-permissible blowing up (w.r.t.
E) is simply the blowing up along a center Y ⊂ X which is Hironaka-
permissible (w.r.t. E) at each point of its support. By a local Hironaka-
permissible blowing up, we simply mean the localization at some point of the
exceptional divisor π−1(Y) of the blowing up π along a Hironaka-permissible
center. The important fact is that Hironaka-permissible blowing ups w.r.t.
E preserve our structure:

Proposition 2.7. Let S, h ∈ S[X] (2.1), X and E = div(u1 · · · ue) be as
above. Let π : X ′ → X be a Hironaka-permissible blowing up w.r.t. E at
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x ∈ X . There exists a commutative diagram

X π←− X ′

↓ ↓
SpecS

σ←− S ′
(2.16)

where σ : S ′ → SpecS is the blowing up along W .

For every s′ ∈ σ−1(s), S ′ := OS′,s′, there exists h′ ∈ S ′[X ′] unitary of
degree m such that X ′

s′ = Spec(S ′[X ′]/(h′)).

Furthermore, there exists a r.s.p. (u′1, . . . , u
′
n) of S ′ adapted to the stalk

E ′
s′, E ′ := σ−1(E ∪W )red.

Proof. By the above remarks, there exists J ⊆ {1, . . . , n} such that I(W ) =
IJ = ({uj}j∈J). By theorem 2.4, there exists Z := X − θ, θ ∈ S, such that
∆Ŝ(h; u1, . . . , un; Z) is minimal. Since x, y ∈ SingmX , we have

η−1(s) = {x}, η−1(W ) = Y and δ(x) ≥ 1, δ(y) ≥ 1

by proposition 2.3. In particular, the ideal of Y at x is

I(Y) = (Z, {uj}j∈J).

Since δ(y) ≥ 1, the point at infinity (1 : 0 : · · · : 0) does not belong to X ′ so
({uj}j∈J)OX ′ is invertible. By the universal property of blowing up, there is
a commutative diagram (2.16).

Let s′ ∈ σ−1(s) and j0 ∈ J be such that uj0 is a local equation of π−1
0 (W ).

We take X ′ := Z/uj0 and

h′ := u−m
j0

h(Z) = X ′m + u−1
j0

f1,ZX ′m−1
+ · · ·+ u−m

j0
fm,Z . (2.17)

Note that h′ ∈ S ′[X ′] follows from the last statement in theorem 2.4. The
last statement is obvious because E ′ = σ−1(E ∪W )red is a normal crossings
divisor on S ′.

We will stick to these notations when local Hironaka-permissible blowing
ups are concerned, or compositions of such local blowing ups. We always
refer to the reduced total transform of E on the blown up base SpecS.

Suppose a base change is given as considered in the previous section, i.e.
formal completion S ⊆ Ŝ, localization at a prime S ⊆ Ss or regular local
base change S ⊆ S̃, S̃ excellent.
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Notation 2.2. Given S ⊆ S ′ such a base change, we denote

E ′ := E ×S SpecS ′, η′ : X ′ = X ×S SpecS ′ → SpecS ′.

The image of h in S ′[X] is denoted h′ ∈ S ′[X]. This notation is used consis-
tently with notation 2.1.

For instance if s ∈ SpecS, there exists a r.s.p. (v1, . . . , vn(s)) of Ss

which is adapted to Es, where Es is the stalk of E at s. We then have
Es = div(v1 · · · ve(s)) and may choose vj = uϕ(j) for some injective map
ϕ : {1, . . . , e(s)} → {1, . . . , e}. It is of course not possible in general to
extend a given (v1, . . . , vn(s)) to a r.s.p. (u1, . . . , un) of S. We let hs ∈ Ss[X]
be the image of h.

Definition 2.8. Let s ∈ SpecS and (v1, . . . , vn(s)) be an r.s.p. of Ss which
is adapted to Es, Es = div(v1 · · · ve(s)). We say that coordinates

(v1, . . . , vn(s); Zs), Zs := X − φs, φs ∈ Ss,

are well adapted at y ∈ η−1(s) if ∆Ŝs
(h; v1, . . . , vn(s); Zs) is minimal.

Definition 2.9. Let (u1, . . . , un) be a r.s.p. of S which is adapted to E. Let
j, 1 ≤ j ≤ e, and let Yj ⊂ X be an irreducible component of η−1(div(uj))
with generic point yj ∈ X . We let

dj := δ(yj) ∈ 1

m!
N.

For any s ∈ SpecS and y ∈ η−1(s), we let

ε(y) := m


δ(y)−

∑

div(uj)⊆Es

dj


 ∈ 1

(m− 1)!
Z.

Summing up results from the previous section, we have:

Proposition 2.8. Let (u1, . . . , un; Z) be well adapted coordinates at x ∈
η−1(mS). With notations as above, we have

dj = min
{aj

i
, a ∈ S{1,...,n}(fi,Z), 1 ≤ i ≤ m

}
, 1 ≤ j ≤ e.

For s ∈ SpecS and y ∈ η−1(s), we have ε(y) ≥ 0.

Proof. The first (resp. second) statement follows from the last one in the-
orem 2.4 applied to S and J := {j} (resp. to Ss and each J := {j} with
div(uj) ⊆ Es).
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2.3 The Galois or purely inseparable assumption.

In this section, we introduce the assumptions of theorem 1.3. The main
result is proposition 2.11 which analyzes the consequence w.r.t. the slopes
δα(h; u1, . . . , un; Z) and initial form polynomials inαh from definition 2.2. We
assume furthermore that the following property holds:

(G) m = p is a prime number, h is reduced, the ring extension L|K is normal
and X is G-invariant, where G := AutK(L).

Assumption (G) is maintained up to the end of this chapter.

Since [L : K] = p is a prime number, we have either G = Z/p (L|K
separable, cases (a) and (b) below) or G = (1) (L|K inseparable, case (c)
below). Case (a) is included here for the sake of completeness and because
residual actions in case (b) may lead to case (a). The three cases to be
considered are:

(a) h is totally split (product of p pairwise distinct linear factors) over K;

(b) h is irreducible and Galois over K with group G = Z/p;

(c) h is irreducible, charS = p, fi,X = 0, 1 ≤ i ≤ p− 1.

Assumption (G) is also preserved by those base changes considered in
the previous sections, i.e. formal completion S ⊆ Ŝ, localization at a prime
S ⊆ Ss or regular local base change S ⊆ S̃, S̃ excellent. Note that in
any case, h reduced implies respectively hs, ĥ (since S is excellent) and h̃
reduced (notation 2.2). Recall notations and definitions of initial forms from
definition 2.2.

Proposition and Definition 2.9. Assume that charS/mS = p. Let (u1, . . . , un)
be a given r.s.p. of S and α ∈ Rn

>0 be a weight vector. The integer

i0(α) := min{i ∈ {1, . . . p} : Fi,Z,α 6= 0}

does not depend on Z = X − θ, θ ∈ Ŝ such that ∆Ŝ(h; u1, . . . , un; Z) is
minimal. If i0(α) < p, the form Fi0(α),Z,α is also independent of the choice of
Z = X − θ as above.

In case α = 1, the integer i0(1) (also denoted by i0(x) for x ∈ η−1(mS))
and form Fi0(1),Z = Fi0(1),Z,1 (if i0(1) < p) are also independent of the
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choice of the r.s.p. (u1, . . . , un) of S and Z = X − θ, θ ∈ Ŝ such that
∆Ŝ(h; u1, . . . , un; Z) is minimal.

Proof. Take Z ′ = Z − φ such that both polyhedra ∆Ŝ(h; u1, . . . , un; Z) and
∆Ŝ(h; u1, . . . , un; Z ′) are minimal. By minimality, we have

µα(φ) ≥ a := δα(h; u1, . . . , un; Z).

The corresponding initial forms inαh(Z) ∈ (grαS)[Z] and inαh(Z ′) ∈ (grαS)[Z ′]
are related by

inαh(Z ′) = inαh(Z − clα,aφ).

The first statement follows from the elementary fact that µα

(
p
i

)
> 0

for 1 ≤ i ≤ p − 1, since p ∈ mS. The second statement then follows from
proposition 2.3.

Proposition 2.10. For x ∈ SingX , s := η(x), we have:

η−1(s) = {x}, k(x) = k(s) and δ(x) > 0. (2.18)

Assume that a normal crossings divisor E = div(u1 · · ·ue) ⊂ SpecS is
specified and let π : X ′ → X be a Hironaka-permissible blowing up w.r.t. E
at x. Then, with notations as in proposition 2.7, for every s′ ∈ σ−1(s), X ′

s′

satisfies again (G).

Proof. It can be assumed that s = mS. Let (u1, . . . , un; Z) be well adapted
coordinates at x and h(Z) ∈ S/mS[Z] be the reduction of h modulo mS. By
(G), G acts transitively on the fiber η−1(s). Then h(Z) is either a pth-power
or satisfies again (G) w.r.t. the zero-dimensional regular local ring S/mS.

If h(Z) satisfies (G), then (h(Z), u1, . . . , un) is a r.s.p. of the local ring
S[Z]mx , so x is a regular point of X .

Assume now that h(Z) = (Z − λ)p for some λ ∈ S/mS. Now (0, . . . , 0) is
a solvable vertex of ∆Ŝ(h; u1, . . . , un; Z) unless λ = 0. Since (u1, . . . , un; Z)
are well adapted coordinates at x, we have λ = 0.

The last statement follows from proposition 2.7 and the fact that x is
G-invariant by (2.18).

Proposition 2.11. Let x ∈ η−1(mS) and (u1, . . . , un; Z) be well adapted
coordinates at x. For α ∈ Rn

>0 a weight vector, the following holds:
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(i) the polynomial inαh ∈ (grαS)[Z] satisfies again (G) w.r.t. the local
ring (grαS)(U1,...,Un);

(ii) if (charS/mS = p and i0(α) < p), then

δα(h; u1, . . . , un; Z) ∈ Γα = Zα1 + · · ·+ Zαn;

(iii) if charS/mS = 0 or if (charS/mS = p and i0(α) = p), then

δα(h; u1, . . . , un; Z) ∈ 1

p
Γα.

Proof. If δ(x) = 0, we have δα(h; u1, . . . , un; Z) = 0 and inαh = h(Z) with
notations as in the previous proof, so the proposition is trivial. Assume that
δ(x) > 0.

By proposition 2.2, we have ∆Ŝ(h; u1, . . . , un; Z) 6= ∅ and this polyhedron
has no solvable vertex. Therefore inαh is not a pth-power. Let z ∈ L be the
image of Z and να be any extension of µα to L. Then να is centered at x,
since X is G-invariant and η−1(mS) = {x} by proposition 2.3(i). We have:

να(z) = µα(fi,Z)/i = δα(h; u1, . . . , un; Z) ∈ Γα ⊗Z Q (2.19)

for each i, 1 ≤ i ≤ p such that Fi,Z,α 6= 0. Since L|K is normal of degree p,
the reduced ramification index e0 of να|µα is e0 = 1 or e0 = p.

Assume that (charS/mS = p and i0(α) = p). Then inαh is in case (c) of
(G) and we get (iii) from (2.19).

Assume that charS/mS = 0 or (charS/mS = p and i0(α) < p). Then h
is in case (a) or (b). Since G = Z/p in these cases and X is G-invariant, G
acts transitively on the roots of inαh. We have:





Tot((grαS)[Z]/(inαh)) =
∏

να
QF (grαS) if µα splits;

QF ((grαS)[Z]/(inαh)) = QF (grνα
S) otherwise,

and this proves (i). Statement (iii) follows from (2.19) if charS/mS = 0.
Assume finally that (charS/mS = p and i0(α) < p). By (2.19), we have

pνα(z) = pµα(fi0(α),Z)/i0(α) ∈ Γα.
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Since Γα ' Zr for some r ≥ 1, this implies

δα(h; u1, . . . , un; Z) = µα(fi,Z)/i0(α) ∈ Γα

which completes the proof of (ii).

Corollary 2.12. Assume that a normal crossings divisor

E = div(u1 · · · ue) ⊂ SpecS

is specified. We have pdj ∈ N, 1 ≤ j ≤ e, and ε(y) ∈ N for every y ∈ X .

Proof. In view of definition 2.9 and proposition 2.8, this follows from propo-
sition 2.11 (ii)(iii) applied to the local rings S(uj) and Ss, s := η(y).

This corollary allows us to define the following invariant:

Definition 2.10. Let (u1, . . . , un) be a r.s.p. of S which is adapted to the
normal crossings divisor E = div(u1 · · ·ue). For y ∈ X , s := η(y), we define
a principal ideal:

H(y) :=


 ∏

div(uj)⊆Es

u
Hj

j


 ⊆ S,

where Hj := pdj ∈ N.

2.4 The discriminant assumption.

We now introduce now the critical locus of the map η : X → SpecS together
with its scheme structure given by the discriminant D := DiscXh ∈ S. We
are interested in the case where D is a normal crossings divisor. Theorem 2.14
below is basically a reduction to characteristic p > 0 as dealt with in [20] [21].

Note that D is by definition independent of the choice of regular param-
eters of S and invariant by those translations X ′ := X − φ, φ ∈ Ŝ used in
minimizing polyhedra. If (S, h,E) is in case (c) of (G), then D = 0. We are
interested in the case where D is a normal crossings divisor.
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Definition 2.11. Let S, h ∈ S[X] (2.1), X and E = div(u1 · · · ue) be spec-
ified. We say that (S, h, E) satisfies assumption (E) if char(S/mS) = p > 0
and one of the following properties hold:





(i) D = 0 and η(SingpX ) ⊆ E,

(ii) D 6= 0 and div(D)red ⊆ E ⊆ div(p)red.
(2.20)

Assumption (E) is maintained up to the end of this chapter.

This assumption implies that SingpX ⊆ η−1(E) ⊂ X , by definition (i) or
because η−1(SpecS\E) is regular since SpecS\E is (ii). In particular E 6= ∅
if SingpX 6= ∅.

Assumption (E) is also preserved by those base changes considered in the
previous section: formal completion S ⊆ Ŝ, localization at a prime S ⊆ Ss

or regular local base change S ⊆ S̃, S̃ excellent. For Hironaka-permissible
blowing ups, we have:

Proposition 2.13. Let π : X ′ → X be a Hironaka-permissible blowing up
w.r.t. E at x ∈ X . Then, with notations as in proposition 2.7, for every
s′ ∈ σ−1(s), (S ′, h′, E ′) satisfies again (E).

Proof. Any Hironaka-permissible center Y ⊂ X w.r.t. E at x is contained in
E by the above remarks. Therefore the proposition is obvious in case (i) of
definition 2.11.

Let (u1, . . . , un; Z) be well adapted coordinates at x and h(Z) ∈ S[Z]
be the corresponding expansion. With notations as in proposition 2.7 and
(2.17), we have h′(X ′) = u−p

j0
h(X ′uj0) for some uj0 ∈ I(W ). We deduce that

D′ := DiscX′h′ = u
−p(p−1)
j0

DiscZh = u
−p(p−1)
j0

D,

hence div(D′)red ⊆ E ′ ⊆ div(p)red as required.

Theorem 2.14. (Reduction to characteristic p). With assumptions as above,
let x ∈ η−1(mS) be such that ε(x) > 0. Then (X , x) is analytically irreducible.

Let (u1, . . . , un; Z) be well adapted coordinates at x and α ∈ Rn
>0 be a

weight vector. Exactly one of the following properties holds.

(1) i0(α) = p, i.e. inαh = Zp + Fp,Z,α;
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(2) i0(α) = p − 1 i.e. inαh = Zp + Fp−1,Z,αZ + Fp,Z,α, Fp−1,Z,α 6= 0.
Furthermore, we have

−fp−1,Z = γp−1,Z

e∏
j=1

u
Ap−1,j

j (2.21)

with Ap−1,j ∈ (p − 1)N, 1 ≤ j ≤ e, and γp−1,Z ∈ S a unit with residue
γp−1,Z ∈ (S/mS)p−1. In particular, −Fp−1,Z,α = Gp−1 for some nonzero
G ∈ grαS, and we have

clp(p−1)δα(h;u1,...,un;Z)(DiscZ(h)) =< F p
p−1,Z,α > .

Proof. First note that D = DiscZ(h) is homogeneous of degree p(p − 1) for
the grading degfi,Z = i on the coefficients of h. In particular, we have

µα(D) ≥ p(p− 1)δα(h; u1, . . . , un; Z),

since µα(fi,Z)/i ≥ δα(h; u1, . . . , un; Z) for 1 ≤ i ≤ p. We deduce the formula

clα,p(p−1)δα(h;u1,...,un;Z)D = DiscZ(inαh). (2.22)

On the other hand, inαh has a multiple root over an algebraic closure of
QF (grαS) if and only if i0(α) = p by proposition 2.11 (i). When this holds,
we are in case (1) of this theorem.

Suppose that h is analytically reducible. By proposition 2.8 and defini-
tion 2.5, ε(x) = δ(x) − ∑e

i=1 dj is determined by ∆Ŝ(h; u1, . . . , un; Z), thus

invariant by base change S ⊆ Ŝ. Therefore it can be assumed w.l.o.g. that
S = Ŝ in order to prove the first statement, i.e. that h is in case (a) of
property (G). Since h splits, there is a factorization

h =

p∏
i=1

(Z − ϕj) ∈ S[Z], ϕ1, . . . , ϕp ∈ S.

Let z ∈ OX be the image of Z and g ∈ G = Z/p, g 6= 0. By property (G),
we have g(z) ∈ OX and g(z) is a root of h(Z). Up to reindexing, it can
therefore be assumed that

gi(z) = z − ϕi+1 + ϕ1 ∈ S, 1 ≤ i ≤ p− 1.
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In particular, we have g(z)− z = ϕ1 − ϕ2 ∈ S and we deduce that

gi(z)− z =
i−1∑

k=0

gk(g(z)− z) = i(g(z)− z), 1 ≤ i ≤ p− 1.

Since (p− 1)! is a unit in S, we get a formula

D = DiscZ(h) = γ0(ϕ1 − ϕ2)
p(p−1), γ0 ∈ S, γ0 a unit.

By assumption, (u1, . . . , un) is adapted to E. Then definition 2.11(ii) implies
that

ϕ1 − ϕ2 = γua,

γ ∈ S, γ a unit, and aj = 0, e + 1 ≤ j ≤ n. Take an expansion (2.4):

ϕ1 =
∑

x∈S(ϕ1)

γxu
x, γx ∈ S, γx unit

with S(ϕ1) ⊂ Nn finite. If xj < aj for some x ∈ S(ϕ1) and some j, 1 ≤ j ≤ e,
then x is a vertex of ∆Ŝ(h; u1, . . . , un; Z) with initial form

inxh = (Z − λUx)p, λ ∈ S/mS, λ 6= 0.

This is a solvable vertex: a contradiction, since ∆Ŝ(h; u1, . . . , un; Z) is mini-
mal. Therefore ϕ1 ∈ (ua) and we get ε(x) = 0: a contradiction. Hence (X , x)
is analytically irreducible as stated. It can be assumed that h is in case (b)
of property (G) from now on.

Assume now that inαh is in cases (a) or (b) of property (G), i.e. i0(α) < p
and

DiscZ(inαh) 6= 0. (2.23)

We now compute ord(uj)D for 1 ≤ j ≤ e. Let

sj := (uj) ∈ SpecS, Sj := Ssj
and yj ∈ η−1(sj).

To begin with, ∆Ŝj
(h; uj, Z) is minimal by theorem 2.4. We denote by

G(sj) = k(sj)[Uj] the graded ring of Sj w.r.t. its valuation µj := ord(uj)

and by inj the initial form map w.r.t. µj. Let:

γi,jU
Ai,j

j := injfi,Z ∈ G(sj), 1 ≤ i ≤ p. (2.24)
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By definition 2.11(ii), we have charS/(uj) = p. Therefore proposition 2.9
and (2.22) apply to Sj with α = 1 ∈ R. The corresponding integer i0(1) is
denoted by i0(sj) in order to avoid confusion and we have

µj(D) ≥ p(p− 1)δ(yj) = (p− 1)Hj. (2.25)

Case 1: i0(sj) < p. Then equality holds in the former formula as remarked
right after (2.22).

Case 2: i0(sj) = p. Then equality is strict in the former formula. Since

∆Ŝj
(h; uj, Z) is minimal, we have γp,jU

Ap,j

j 6∈ G(sj)
p and Ap,j = Hj. Let

z ∈ L be the image of Z. The discrete valuation µj of K has a unique ex-
tension to L, still denoted by µj. There is an embedding G(sj) ⊂ Gj, where
Gj is the graded ring of the valuation ring Oj := {f ∈ L : µj(f) ≥ 0}.

Case 2a: Hj ∈ pN. We have

Gj = k(sj)(γ
1
p

p,j)[Uj], injz = −γ
1
p

p,jU
Hj
p

j ; (2.26)

Case 2b: Hj 6∈ pN. We have

Gj = k(sj)[γ
lj
p

p,jU
1
p

j ], injz = −γ
1
p

p,jU
Hj
p

j , (2.27)

where lj satisfies ljHj ≡ 1 modp, since the element t := zlju
− ljHj−1

p

j is a reg-

ular parameter of Oj with (injt)
p = −γ

lj
p,jUj.

Let g ∈ G = Gal(L|K) be nontrivial. We have

g(z)p − zp +

p−1∑
i=1

fi,Z(g(z)p−i − zp−i) = 0. (2.28)

Since µj(g(z)− z) > µj(z) and µj((p− 1)!) = 0, we deduce from (2.24) and
(2.26)-(2.27) that

inj(fi,Z(g(z)p−i − zp−i)) = (−1)p−iiTjγi,jγ
(p−i−1)/p
p,j U

(p−i−1)
Hj
p

+Ai,j

j (2.29)
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for 1 ≤ i ≤ p− 1, where Tj := inj(g(z)− z). On the other hand, we have

g(z)p − zp = (g(z)− z)p +

p−1∑
i=1

(
p
i

)
(g(z)− z)p−izi. (2.30)

Computing µj(D) by the Hilbert formula [60] V.11.(8) gives

µj(D) = p(p− 1)µj(g(z)− z). (2.31)

Since equality is strict in (2.25), we have µj(H(x)−(p−1)D) > 0 and we deduce
that µj(g(z)−z) > Hj/p. Computing initial forms for each term on the right
hand side of (2.30), we get for 1 ≤ i ≤ p− 1:

inj((g(z)− z)p−izi) = (−1)iT p−i
j γ

i
p

p,jU
i

Hj
p

j .

Since µj(g(z)− z) > Hj/p and µj(

(
p
i

)
) = µj(p), 1 ≤ i ≤ p− 1, the unique

minimal value term in (2.30) inside the summation symbol is obtained with
i = p− 1. This shows

inj

(
p−1∑
i=1

(
p
i

)
(g(z)− z)p−izi

)
= inj(p)Tjγ

p−1
p

p,j U
(p−1)

Hj
p

j . (2.32)

Case 2a. By (2.26), all terms γ
(p−i−1)/p
p,j for 1 ≤ i ≤ p− 1 appearing in (2.29)

are linearly independent over k(sj). Since p ∈ Sj, pu
−µj(p)
j is a unit in Sj.

Let γ ∈ k(sj) be its residue, so the family (γγ
p−1

p

p,j , {γ
p−i−1

p

p,j }1≤i≤p−1) is a basis

of the k(sj)-vector space k(sj)(γ
1/p
p,j ). Tracing back to (2.28) an (2.30), the

value of (g(z)− z)p is the value of a sum of terms with linearly independent
initial forms in Gj. We deduce the formula

µj(g(z)−z)p−1 = min{µj(p)+(p−1)
Hj

p
, min
1≤i≤p−1

{(p−i−1)
Hj

p
+Ai,j}}. (2.33)

Case 2b. By (2.27), all values (p− i− 1)Hj/p for 1 ≤ i ≤ p− 1 appearing in
(2.29) are pairwise distinct modulo Z. Since p ∈ Sj, the family

(µj(p) + (p− 1)
Hj

p
, {(p− i− 1)

Hj

p
+ Ai,j}1≤i≤p−1)
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represent all cosets of (1/p)Z modulo Z. The argument is now similar to case
2a above and (2.33) holds as well. Note that the minimum in the right hand
side of (2.33) is achieved exactly once in this case 2b.

By (2.31) and (2.33), we conclude in all three cases 1, 2a and 2b that

µj(H(x)−(p−1)D) = min{pµj(p), min
1≤i≤p−1

{pAi,j − iHj}}. (2.34)

By (2.24) and definition of i0(α), we have

e∑
j=1

Ai0(α),jαj ≤ µα(fi0(α),Z) = i0(α)δα(h; u1, . . . , un; Z). (2.35)

Collecting together, since it was assumed in (2.23) that DiscZ(inαh) 6= 0,
we have

e∑
j=1

µj(H(x)−(p−1)D)αj = (p− 1)

(
pδα(h; u1, . . . , un; Z)−

e∑
j=1

Hjαj

)

by (2.22). By (2.34)-(2.35), we deduce

(p− 1− i0(α))(pδα(h; u1, . . . , un; Z)−
e∑

j=1

Hjαj) ≤ 0. (2.36)

Suppose that pδα(h; u1, . . . , un; Z)−∑e
j=1 Hjαj = 0. Definition 2.10 im-

plies that f p
i,Z ∈ H(x)i for 1 ≤ i ≤ p. Definition 2.1 yields the equality

∆Ŝ(h; u1, . . . , un; Z) = (
H1

p
, . . . ,

He

p
, 0, . . . , 0) + Rn

≥0.

This is a contradiction, since it is assumed that ε(x) > 0.
We thus have pδα(h; u1, . . . , un; Z) − ∑e

j=1 Hjαj > 0. By (2.36), this
implies i0(α) = p− 1, since i0(α) ≤ p− 1 was assumed in (2.23).

We may now sharpen (2.36) as follows, since it is an equality: equality
holds in (2.35) and the minimum on the right hand side of (2.34) is achieved
with i = i0(α) = p − 1 for each j, 1 ≤ j ≤ e. These two properties are
equivalent to the existence of an expansion (2.21) with γp−1,Z ∈ S a unit.

By proposition 2.11(i), G = Z/p acts on the roots of inαh. Let

zα ∈ (grαS)[Z]/(inαh)
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be the image of Z. Then (g(zα)− zα)p−1 + Fp−1,Z,α = 0 for g ∈ G nontrivial,
so the polynomial Xp−1 + Fp−1,Z,α is totally split over grαS, i.e. −Fp−1,Z,α is
a (p− 1)th in grαS as required. The last formula in the theorem is obvious.

2.5 Adapted differential structure.

In this section, we introduce the differential structure on the graded algebras
grαS. We will only consider here the case α = 1 ∈ RJ

>0 with notations as
in definition 2.2. These algebras appear naturally as blow up algebras of
S along regular primes. We will adapt and simplify notations as much as
possible in order to fit with the forthcoming computations.

Remark 2.2. This construction uses formal coordinates and Nagata deriva-
tives [46] pp.241-245, and could be considerably simplified when

E = Spec(S/(u1 · · ·ue)) ⊂ SpecS

is essentially of finite type over some field. This extra property is satisfied for
example when E is contained in the closed fiber of some previously performed
blowing ups. In dimension three, this extra property is easily achieved from
embedded resolution theorems in smaller dimensions, vid. proposition 5.6.

Notation 2.3. Let W ⊆ E be a regular closed subset of SpecS having normal
crossings with E. We now write

I(W ) := IJ = ({uj}j∈J) ⊂ S for some J ⊆ {1, . . . , n}.
Let JE := J ∩ {1, . . . , e}, J ′ := {1, . . . , n}\J , so (J ′)E = {1, . . . , e}\JE.

Let SW := S/I(W ) and uj′ ∈ SW be the image of uj′ , j′ ∈ J ′, so

mS := mSW
= (uj′)j′∈J ′).

Since W ⊆ E, (E) implies that charG(W ) = char(S/mS) = p > 0. The

formal completion ŜW of SW can be written as

ŜW ' S/mS[[{uj′}j′∈J ′ ]]. (2.37)

The algebra gr1S of definition 2.2 is denoted by:

G(W ) := grI(W )S ' SW [{Uj}j∈J ].
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We also denote Ĝ(W ) := G(W )⊗SW
ŜW . In the special case W = {mS}, we

thus have Ĝ(mS) = G(mS).

The initial form in1h (ibid.) w.r.t. the weight vector 1 ∈ RJ
>0 is now

denoted

inW h = Xp +

p∑
i=1

Fi,X,W Xp−i ∈ G(W )[X],

with Fi,X,W ∈ G(W )iδ1(h;u1,...,un;X), 1 ≤ i ≤ p.

Any local equation of E has an initial form in G(W ), and we denote by
E(W ) the associated divisor. Explicitly:

E(W ) := div


 ∏

j∈JE

Uj

∏

j′∈(J ′)E

uj′


 ⊂ SpecG(W ).

We include in these definitions the case where W = div(uj) is an irreducible
component of E. This corresponds to (J ′)E = {1, . . . , e}\{j} and

G(W ) = S/(uj)[Uj], E(W ) = div


Uj

∏

j′∈(J ′)E

uj′


 .

Let (λl)l∈Λ0 be an absolute p-basis of S/mS. For this notion and the rest of
this section, we refer to [46] pp.201-205 and pp. 235-245. We allow Λ0 infinite
in these constructions. The corresponding derivations (∂

∂λl
)l∈Λ0 of Der(S/mS)

act on power series in ŜW (2.37) coefficientwise. Those derivations ∂
∂λl

, l ∈ Λ0

will be usually called “derivations w.r.t. to constants”.

Let D(W ) ⊂ Der(Ĝ(W )) be the submodule generated by the derivations
w.r.t. to constants together with

(
{Uj

∂

∂Uj

}j∈JE
, {∂

∂Uj

}j∈J\JE
, {uj′

∂

∂uj′
}j′∈(J ′)E

, {∂

∂uj′
}j′∈J ′\(J ′)E

)
. (2.38)

Since SW is excellent and integrally closed, we have ŜW

p ∩ SW = Sp
W .

Therefore for F ∈ G(W ), there is an equivalence:

∀D ∈ D(W ), D · F = 0 ⇔ F ∈ G(W )p. (2.39)
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If F ∈ G(W )d is a homogeneous element, D ·F is not homogeneous in general
for D ∈ D(W ) because the derivations (∂

∂Uj
)j∈J\JE

lower degrees by one. We

define a homogeneous SW -submodule of G(W )d−1 as follows:

V(F, E,W ) :=< {cld−1
∂F

∂Uj

}j∈J\JE
>⊆ G(W )d−1. (2.40)

Let DW ⊆ D(W ) be the submodule defined by

DW := {D ∈ D(W ) : D · (I(W )/I(W )2) ⊆ (I(W )/I(W )2)}.
If D ∈ D(W ), we have

D ∈ DW ⇔ ∀j ∈ J\JE, < dUj, D >∈ (I(W )/I(W )2)Ĝ(W ), (2.41)

and there is an equivalence

DW = D(W ) ⇔ W is an intersection of components of E. (2.42)

If F ∈ G(W )d is a homogeneous element, we define a homogeneous ŜW -

submodule of Ĝ(W )d as follows:

J (F, E, W ) := cld(DW · F ) ⊆ Ĝ(W )d. (2.43)

Let HW be the initial form in G(W ) of the monomial ideal H(x) ⊆ S
(definition 2.10), where x ∈ η−1(mS), i.e.

HW :=


 ∏

j∈JE

U
Hj

j

∏

j′∈(J ′)E

u
Hj′
j′


 ⊆ G(W )dW

, (2.44)

where dW :=
∑

j∈JE
Hj. If F ∈ HW G(W )d−dW

, it follows from the above
definitions that

V(F, E, W ) ⊆ HW G(W )d−dW−1 and J (F,E, W ) ⊆ HW Ĝ(W )d−dW
.

For such F ∈ HW G(W )d−dW
, we denote:





V (F, E,W ) := H−1
W V(F, E,W ) ⊆ G(W )d−dW−1,

J(F,E, W ) := H−1
W J (F,E,W ) ⊆ Ĝ(W )d−dW

.

(2.45)
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If Fp,X,W ∈ HW G(W )d−dW
, the submodules

V (Fp,X,W , E, W ) ⊆ G(W )d−dW−1 and J(Fp,X,W , E, W ) ⊆ Ĝ(W )d−dW

are well-defined by (2.45). We will continually apply this definition when the
following properties (i) and (ii) hold:

(i) (u1, . . . , un; X) are well adapted coordinates at x ∈ η−1(mS) (definition
2.8), and

(ii) d− dW = ε(y) with η−1(s) = {y}, s the generic point of W .

Note that Fp,X,W ∈ HW G(W )d−dW
is then a consequence of definition 2.9

and proposition 2.8.

Some considerations will require localizing S at some point s ∈ W . We
then denote by Ws the stalk of W at s. This notation is used jointly with
notation 2.2 sqq. about the stalk Es. The restriction of s is denoted by
s ∈ SpecSW = G(W )0. We have

G(Ws) = grI(Ws)Ss ' (SW )s[{Uj}j∈J ].

Consistently inWsh ∈ G(Ws)[X] denotes the initial form. The above con-
struction thus allows to associate to any homogeneous element F ∈ G(Ws)d

homogeneous submodules

V(F, Es, Ws) ⊆ G(Ws)d−1, J (F, Es, Ws) ⊆ Ĝ(Ws)d.

2.6 Cones, ridge and directrix.

In this section, we recollect some facts about the directrix and Hilbert-Samuel
stratum of a homogeneous ideal. These facts are then applied to extract
numerical invariants from the vector spaces

V (Fp,Z , E, mS) ⊆ G(mS)ε(x)−1 and J(Fp,Z , E, mS) ⊆ G(mS)ε(x)

defined in the previous section (2.45) when (u1, . . . , un; Z) are well adapted
coordinates at x ∈ η−1(mS). These considerations are based on elementary
linear algebra.

Most difficulties in this section appear only for n ≥ 4, which will eventu-
ally lead us to define our main invariant ω(x) in a different way than in [21]
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chapter 1 (for equicharacteristic S of dimension n = 3) in the next section.

Let k be a field, R1 be a k-vector space of finite dimension n ≥ 1 and
R := k[R1] be the symmetric algebra. Let V := SpecR and I be a homoge-
neous ideal of R which defines a cone C = C(I) := Spec(R/I). With these
notations, we define:

Definition 2.12. The directrix VDir(I) of C = C(I) is the smallest k-vector
subspace W of R1 such that I = (I ∩ k[W ])R. We denote

τ(I) := dimkVDir(I), Dir(I) := Spec(R/(VDir(I))).

Definition 2.13. Let C = C(F ) be a hypersurface cone, i.e. I = (F ) is a
nonzero principal ideal. We define a reduced subcone

Max(F ) := {x ∈ V : ordxF = ord0F} ⊆ C(F ),

where 0 is the origin (so ord0F = degF ).

Given a fixed degree d ≥ 1 and an ideal I = (F1, . . . , Fm) ⊂ R defined by
homogeneous polynomials F1, . . . , Fm ∈ R, degFi = d for 1 ≤ i ≤ m, we let

Max(I) := {x ∈ V : ordxFi = d, 1 ≤ i ≤ m} ⊆ C(I).

The cone Max(I) is the closed Hilbert-Samuel stratum of C(I). These
two objects and the ridge are considered and connected by H. Hironaka in
a more general context. See also [26] [27] for definition and computation of
the ridge.

Proposition 2.15. (Hironaka [36]) Let C = C(F ) be a hypersurface cone.
There are inclusions

Dir(I) ⊆ Max(F ) ⊆ C(F ).

If k is perfect or if dimR ≤ p + 1, the left hand side inclusion is an
equality.

Remark 2.3. Counterexamples to the last statement exist for nonperfect k
and dimR > p + 1. For dimR ≤ 4, such counterexamples exist only if
dimR = 4 and p = 2. For applications to the proof of theorem 1.3, we only
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have to deal with this difficulty for the initial form polynomial (dimR = 4)
which is of the form

inmS
h = Z2 − λU1Z + F2,Z , F2,Z ∈ S/mS[U1, U2, U3]2, λ ∈ S/mS.

By [36], the polynomial inmS
h is a counterexample to the last statement of

proposition 2.15 if and only if λ = 0 and, up to a linear change of variables,

inmS
h = Z2 + λ2U

2
1 + λ1U

2
2 + λ1λ2U

2
3 (2.46)

with λ1, λ2 2-independent, i.e. [(S/mS)2(λ1, λ2) : (S/mS)2] = 4. This very
special case is dealt with in the proof of proposition ??.

Let (u1, . . . , un; Z) be well adapted coordinates at x ∈ η−1(mS) (definition
2.8). In case ε(x) > 0, we have η−1(mS) = {x}, k(x) = S/mS (proposition
2.3) and the initial form polynomial has the form

inmS
h = Zp −Gp−1Z + Fp,Z ∈ G(mS)[Z] = S/mS[U1, . . . , Un][Z] (2.47)

by theorem 2.14 applied to α = 1 ∈ Rn
>0. There is an associated integer

i0(x) = p − 1 (resp. i0(x) = p) if G 6= 0 (resp. if G = 0). We denote by
H ⊆ G(mS)d the initial form vector space of the ideal H(x), d =

∑e
j=1 Hj

(definition 2.10). If i0(x) = p− 1, we have

H−1Gp =<

e∏
j=1

U
pBj

j >, Bj ∈ 1

p
N and

e∑
j=1

pBj = ε(x). (2.48)

We can restate previous material as follows:

Proposition 2.16. Let (u1, . . . , un; Z) be well adapted coordinates at x ∈
η−1(mS) and assume that ε(x) > 0. The following holds:

(i) the vector space V (Fp,Z , E, mS) ⊆ G(mS)ε(x)−1 satisfies

V (Fp,Z , E, mS) = 0 ⇔ Fp,Z ∈ S/mS[U1, . . . , Ue][U
p
e+1, . . . U

p
n];

(ii) the vector space J(Fp,Z , E, mS) ⊆ G(mS)ε(x) satisfies

J(Fp,Z , E,mS) = 0 ⇔ Fp,Z ∈ (S/mS[U1, . . . , Un])p ;
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(iii) if i0(x) = p, the vector space V (Fp,Z , E, mS) is independent of the well
adapted coordinates (u1, . . . , un; Z); if i0(x) = p and V (Fp,Z , E, mS) =
0, the vector space J(Fp,Z , E, mS)ε(x) is independent of the well adapted
coordinates (u1, . . . , un; Z).

Proof. The first statement follows from (2.40) and (2.45), while (ii) follows
from (2.39). Assume now that i0(x) = p, i.e. G = 0.

To begin with, the situation in (ii) does not occur because the polyhedron
∆Ŝ(h; u1, . . . , un; Z) is minimal. If Z ′ = Z − θ, θ ∈ Ŝ with ordmS

θ ≥ δ(x)/p,
we have Fp,Z′ = Fp,Z + Θp for some Θ ∈ S/mS[U1, . . . , Un]δ(x)/p (so Θ = 0 if
δ(x) 6∈ N). Hence D · Fp,Z′ = D · Fp,Z for every D ∈ Der(G(mS)).

By elementary calculus, the vector space

V (Fp,Z , E, mS) =<

{
∂Fp,Z

∂Uj

}

e+1≤j≤n

>

is unchanged by adapted coordinate change (more generally by changes sta-
bilizing the vector space < U1, . . . , Ue >) and this proves the first statement
in (iii). If V (Fp,Z , E, mS) = 0, changes of coordinates fixing each < Uj >,
1 ≤ j ≤ e, do not affect either

J(Fp,Z , E, mS) =<

{
Uj

∂Fp,Z

∂Uj

}

1≤j≤e

,

{
∂Fp,Z

∂λ

}

λ∈Λ0

> .

This concludes the proof.

We now turn to the version of proposition 2.16(iii) for i0(x) = p− 1. The
problem is elementary, though more technical, and the remaining part of this
section is devoted to it.

Let (ej)1≤j≤n be the standard basis of Rn and let

E := {x ∈ Rn : xe+1 = · · · = xn = 0} ' Re.

Given d ∈ 1
p
N and H ∈ Nn ∩ E, we denote

∆H(d) := {x = (x1, . . . , xn) ∈ Rn
≥0 :| x |= d and xj ≥ Hj

p
, 1 ≤ j ≤ e}

and
VH(pd) := (UH) ∩G(mS)pd ⊆ G(mS)pd. (2.49)
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We fix once and for all b ∈ (Nn ∩ ∆H(d)) ∩ E. Note that VH(pd) 6= (0)
only if H1 + · · · + He ≤ pd and that such b as above exists only if d ∈ N.
By convention, we take {b} = ∅ if d 6∈ N in the following formulæ. For
applications, we will take d = δ(x0), H as in definition 2.10 and b will be
defined by < G >=:< U b1

1 · · ·U be
e >.

Notation 2.4. Any homogeneous polynomial F ∈ VH(pd) has a unique ex-
pansion of the form

F :=
∑

x∈ 1
p
Nn∩∆H(d)

λ(x)Upx, λ(x) ∈ S/mS.

We denote

∆(F ) := Conv({x ∈ 1

p
Nn ∩∆H(d) : λ(x) 6= 0} ∪ {b}) ⊆ ∆H(d).

According to theses conventions, we have ∆(0) = {b}.
Definition 2.14. With notations as above, let T : VH(pd) → VH(pd) be
the S/mS-linear truncation operator defined as follows: let

A := {x ∈ 1

p
Nn ∩∆H(d) : b + p(x− b) ∈ ∆H(d)}. (2.50)

and
TF :=

∑

x6∈A

λ(x)Upx ∈ VH(pd). (2.51)

For d 6∈ N, we have A = ∅ and T is the identity map.

The construction of the previous section associates two vector spaces
V (TF, E,mS) and J(TF, E, mS). Explicitly, we have:

V (TF, E,mS) = U−H <
∂TF

∂Uj

, e + 1 ≤ j ≤ n >⊆ G(mS)pd−1−|H|

for the former one. If V (TF, E, mS) = 0 (and only in this case), we will use
the latter one, given explicitly by and

J(TF,E, mS) = U−H < {Uj
∂TF

∂Uj

}1≤j≤e, {∂TF

∂λl

}l∈Λ0 >⊆ G(mS)pd−|H|,

with notations as in the previous section. We can now state:
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Lemma 2.17. Assume that d ∈ N. With notations as above, we have

KerT = U (p−1)bVdH
p
e(d),

where dH
p
e := (dH1

p
e, . . . , dHe

p
e, 0, . . . , 0).

Let G := µUb, µ ∈ S/mS, Φ ∈ VdH
p
e(d) and F ∈ VH(pd). Then

V (T (F + Φp −G(p−1)Φ), E, mS) = V (TF,E, mS).

If V (TF,E, mS) = 0, then

J(T (F + Φp −G(p−1)Φ), E, mS) = J(TF, E, mS),

Proof. We analyze the definition of T in (2.51). The kernel of T is
generated by those monomials Upx ∈ VH(pd) such that

y := px− (p− 1)b ∈ ∆H(d).

Since x ∈ 1
p
Nn, b ∈ Nn, we have y ∈ Nn for such y. Therefore KerT is

generated by

KerT =< {U (p−1)bUy : y ∈ Nn, | y |= d and yj ≥ Hj

p
, 1 ≤ j ≤ e} > .

This proves the first statement. For the second part, we have proved that

T (F + Φp −G(p−1)Φ) = TF + TΦp.

Hence D · T (F + Φp − G(p−1)Φ) = D · TF for every D ∈ Der(G(mS)) and
this concludes the proof.

We now study invariance properties of V (F, E,mS) and J(F,E, mS) un-
der changes of adapted coordinates. Given two r.s.p.’s u = (u1, . . . , un) and
u′ = (u′1, . . . , u

′
n) adapted to E, there exists a matrix M ∈M(S),

M(S) := {(mij) ∈ GL(n, S) : mjj′ = 0, (j, j′) ∈ {1, . . . , e}×{1, . . . , n}, j 6= j′}

such that u = Mu′. The setM(S) is the set of S-points of an affine S-scheme
M⊂ GL(n, S). Denote by

GL(n, S) → GL(n, S/mS), M 7→ M
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the canonical surjection. Each such M induces a graded S/mS-automorphism
of grmS

(S) ' S/mS[U1, . . . , Un]. By (2.49), this automorphism restricts to

an automorphism of VH(pd) for each d ∈ 1
p
N still denoted by M .

Given a homogeneous polynomial F ∈ VH(pd) as above and a matrix
M ∈ M(S/mS), we denote for simplicity the transformed equation U 7→
MU ′ by

F ′ =:
∑

x′∈ 1
p
Nn∩∆H(d)

λ′(x′)U ′px′ . (2.52)

Let ∆(F ′) := Conv({x′ ∈ 1
p
Nn ∩ ∆H(d) : λ′(x′) 6= 0} ∪ {b}) ⊆ ∆H(d) be

the corresponding polytope and T ′ be the corresponding operator on VH(pd)
with variable U ′. The linear operator T obviously does not commute with M
in general (i.e. (TF )′ 6= T ′F ′ in general), but the lemma below extracts the
relevant invariant data. We refer to definition 2.13 for the notation Max(I),
I ⊂ G(mS) generated by homogeneous polynomial of one and the same de-
gree.

Notation 2.5. We denote by

B := {j, 1 ≤ j ≤ e : pbj −Hj > 0} and UB := {Uj, j ∈ B}. (2.53)

We denote UB′ := {Uj, j 6∈ B} and stick to our former conventions, i.e.

B′ = {1, . . . , n}\B, (B′)E = {1, . . . , e}\B.

Lemma 2.18. With notations as above, there is an equality of sets

Max(V (TF, E,mS))∩{UB = 0} = Max(V (T ′F ′, E,mS))∩{U ′
B = 0}. (2.54)

If V (TF, E, mS) = 0, then V (T ′F ′, E,mS) = 0 and there is an equality of
sets

Max(J(TF,E,mS))∩{UB = 0} = Max(J(T ′F ′, E, mS))∩{U ′
B = 0}. (2.55)

Proof. The operator T commutes with M when M stabilizes the vector
space < Ue+1, . . . , Un >. In these cases, we have

V (T ′F ′, E, mS) = V ((TF )′, E,mS).

If V (TF, E,mS) = 0, then

V (T ′F ′, E,mS) = 0 and J(T ′F ′, E, mS) = J((TF )′, E, mS).
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So the lemma is trivial in this case and we may therefore assume that

mjj′ = 0, (j, j ′) ∈ {e+1, . . . , n}×{e+1, . . . , n}, j 6= j′ and mjj = 1, 1 ≤ j ≤ n.

By elementary calculus, this new assumption implies for every Φ ∈ G(mS):

∂Φ′

∂U ′
j

=

(
∂Φ

∂Uj

)′
, e + 1 ≤ j ≤ n. (2.56)

Let x ∈ 1
p
Nn ∩∆H(d). Since pbj = Hj for j ∈ (B′)E, we have by (2.50):

x ∈ A ⇔ ∀j ∈ B, pxj ≥ (p− 1)bj.

Expand TF =
∑

y Uy
BFy(UB′), so we have:

V (TF, E, mS) = U−H < {
∑
y

Uy
B

∂Fy(UB′)

∂Uj

}e+1≤j≤n > .

For P ∈ SpecG(mS) such that (UB) ⊆ P , we get:

P ∈ Max(V (TF, E, mS)) ⇔ P ∈
⋂
y

n⋂
j=e+1

Max(Gy), (2.57)

where Gy := U−H′
B′

∂Fy(UB′ )
∂Uj

, H′ := (Hj′)j′∈(B′)E
.

Suppose furthermore that M stabilizes the vector space < UB′ >. Then
T also commutes with M and each term Gy in (2.57) is transformed into

(Gy)′ = U
−HB′
B′

∂F ′
y(U ′

B′)

∂U ′
j

by (2.56) and (2.54) follows. Suppose furthermore that V (TF, E, mS) = 0;
then Gy = 0 for each y in (2.56) and we get V (T ′F ′, E,mS) = 0. For
1 ≤ j ≤ e and l ∈ Λ0, we have

(
Uj

∂TF

∂Uj

)′
= U ′

j

∂T ′F ′

∂U ′
j

,

(
∂TF

∂λl

)′
=

∂T ′F ′

∂λl

, (2.58)

and (2.55) also follows. Hence we may furthermore assume that

mjj′ = 0, (j, j′) ∈ {e + 1, . . . , n} × (B′)E.
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In this situation, T does not commute any longer with M . However, for
each term Gy as above, we have

ordP (D ·Gy) ≥ degGy − a (2.59)

for any differential operator D on S/mS[UB′ ] of order not greater than a. Let

(Gy)′ =
∑

|α|≤degGy

(U ′
B)α(D(α) ·Gy), D(α) ·Gy ∈ S/mS[U ′

B′ ]degGy−|α|

be the (characteristic free) Taylor expansion, where D(α) is a differential
operator of order | α |. Take again P ∈ SpecG(mS) such that (UB) ⊆ P . By
(2.59), we have

P ∈ Max(Gy) ⇒ P ∈
⋂
α

Max(D(α) ·Gy) ⇒ P ∈ Max((Gy)′).

We deduce from (2.57) that

P ∈ Max(V (TF, E,mS)) ⇒ P ∈ Max(V ((TF )′, E,mS)).

This proves (2.54). If V (TF, E,mS) = 0, (2.55) follows from (2.58) as above.

This lemma is the key to our version of proposition 2.16(iii) for i0(x) =
p− 1:

Proposition 2.19. Let (u1, . . . , un; Z) be well adapted coordinates at x ∈
η−1(mS) and assume that ε(x) > 0 and i0(x) = p− 1. Let

d := δ(x), H := (H1, . . . , He, 0, . . . , 0) and < U b1
1 · · ·U be

e >:=< G >

be defined respectively by definition 2.5, definition 2.10 and (2) of theorem
2.14. With notations as above, the following holds:

(i) the set

Max(V (TFp,Z , E, mS)) ∩ {UB = 0} ⊆ SpecG(mS)

is independent of the well adapted coordinates (u1, . . . , un; Z);
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(ii) the property V (TFp,Z , E,mS) = 0 is independent of the well adapted
coordinates (u1, . . . , un; Z); when it holds, the set

Max(J(TFp,Z , E, mS)) ∩ {UB = 0} ⊆ SpecG(mS)

is also independent of the well adapted coordinates (u1, . . . , un; Z).

Proof. For such (u1, . . . , un; Z), the corresponding initial form is

inmS
h = Zp −Gp−1Z + Fp,Z ∈ G(mS)[Z].

Since G 6= 0, we have d = δ(x) = degG ∈ N. If (u′1, . . . , u
′
n) is an adapted

r.s.p. of S, there exists M ∈ M(S) such that u = Mu′. Let (u′1, . . . , u
′
n; Z ′)

be well adapted coordinates at x. We have Z ′ = Z − φ for some φ ∈ S, with
ordmS

φ ≥ d. We deduce that

inmS
h = Z ′p −Gp−1Z ′ + Φp −Gp−1Φ + Fp,Z ∈ G(mS)[Z ′]

for some Φ := cldφ ∈ G(mS)d. We deduce the formula

Fp,Z′ = Fp,Z + Φp −Gp−1Φ.

By lemma 2.17, we have V (TFp,Z′ , E, mS) = V (TFp,Z , E, mS); if moreover
V (TFp,Z , E,mS) = 0, then J(TFp,Z′ , E, mS) = J(TFp,Z , E, mS). By lemma
2.18, we have an equality of sets

Max(V (TFp,Z′ , E, mS)) ∩ {UB = 0} = Max(V (T ′F ′
p,Z′ , E,mS)) ∩ {U ′

B = 0}

and this proves (i). If V (TFp,Z′ , E, mS) = 0, then V (T ′F ′
p,Z′ , E, mS) = 0 by

lemma 2.18 and there is an equality of sets

Max(J(TFp,Z′ , E,mS)) ∩ {UB = 0} = Max(J(T ′F ′
p,Z′ , E,mS)) ∩ {U ′

B = 0}.

This concludes the proof.

Remark 2.4. We consider proposition 2.16(iii) as the special case B = ∅,
T = id of proposition 2.19.
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2.7 Main invariants.

Let s ∈ SpecS and y ∈ η−1(s). The purpose of this section is to attach to y
a resolution complexity

ι(y) = (m(y), ω(y), κ(y)) ∈ {1, . . . , p} × N× {1, . . . , 4} (2.60)

with certain invariance properties. Auxiliary numbers

(τ(y), τ ′(y)) ∈ {1, . . . , n + 1} × {1, . . . , n} (2.61)

are similarly attached to y.

The pair (m(y), τ(y)) are the standard multiplicity and Hironaka τ -num-
ber of X at y (definition 2.12). The pair (ω(y), τ ′(y)) play the role of a
differential multiplicity and differential τ -number attached to η : X → SpecS
at y. The behavior of the function ι under blowing up is studied in the next
sections. The complete definition of κ(y) and its properties is restricted to
n ≤ 3 and performed in chapter 4 below.

In all definitions that follow it can be assumed without loss of generality
that s = mS by localizing S at s, since our assumptions (G) and (E) are
stable when changing (S, h, E) to (Ss, hs, Es) (notation 2.2).

Definition 2.15. (Multiplicity). Let x ∈ η−1(mS). We have already defined

m(x) = ordmS[X]x
h(X) ≤ p.

Let Mx ⊂ S[X] be the ideal of x, Gx := Spec(grMx
S[X]Mx) and Hx be the

initial form of h in (Gx)m(x). From definition 2.12, we let

τ(x) := τ(Hx).

If m(x) < p, we let ι(x) := (m(x), 0, 1).

Note that m(y) < p whenever s = η(y) 6∈ E (definition 2.11 and following
comments). If m(y) = p, we have

s = η(y) ∈ E, η−1(s) = {y} and k(y) = k(s)

by proposition 2.10.

Applying proposition 2.16(iii) (resp. proposition 2.19(ii)) to S if i0(x) = p
(resp. if i0(x) = p − 1) proves that (ω(x), κ(x)) is well-defined. We recall
that TFp,Z = Fp,Z whenever i0(x) = p (see remark 2.4).
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Definition 2.16. (Adapted order). Assume that m(x) = p, where {x} =
η−1(mS). Let (u1, . . . , un; Z) be well adapted coordinates at x. We let

ω(x) =

{
ε(x)− 1 if V (TFp,Z , E, mS) 6= 0;
ε(x) if V (TFp,Z , E, mS) = 0.

We define:
κ(x) := 1 if (ω(x) = ε(x) and i0(x) = p− 1).

Otherwise, we simply let κ(x) ≥ 2.

Remark 2.5. This definition is different from that used in [21] chapter 1,
definition II.4. The main difference is that definition 2.16 gives a much
better behaviour w.r.t. regular base changes. In [21], ω(x) was defined in
terms of local coordinates, say

ω(x) = min
(u1,...,un;Z)

{ω(h; u1, . . . , un; Z)},

where (u1, . . . , un; Z) were well adapted coordinates at x. This brought
over many difficulties (vid. [21] chapter 1 II.3.3.1 and II.3.3.2; proof of
II.5.4.2(iv); theorem II.5.6) which could be overcome only for n = 3.

In chapter 4, we define the projection number κ(x) ∈ {2, 3, 4} when
n = 3 and state that ι(x) = (m(x), ω(x), κ(x)) can be decreased by blowing
ups preserving our structure (projection theorem 4.4 below).

We now turn to the definition of the adapted cone and directrix and the
attached invariant τ ′(x). Applying proposition 2.16(iii) (resp. proposition
2.19) if i0(x) = p (resp. if i0(x) = p − 1) proves that Max(x), Dir(x) and
τ ′(x) are well defined.

Definition 2.17. (Adapted cone and directrix). Assume that m(x) = p
and ω(x) > 0, where {x} = η−1(mS). Let (u1, . . . , un; Z) be well adapted
coordinates at x. We define a reduced subcone Max(x) ⊆ SpecG(mS) by:

Max(x) :=

{
Max(V (TFp,Z , E, mS)) ∩ {UB = 0} if ω(x) = ε(x)− 1;
Max(J(TFp,Z , E,mS)) ∩ {UB = 0} if ω(x) = ε(x) .

We define an affine subspace Dir(x) ⊆ SpecG(mS) by

Dir(x) :=

{
Dir(V (TFp,Z , E, mS), UB) if ω(x) = ε(x)− 1;
Dir(J(TFp,Z , E,mS), UB) if ω(x) = ε(x) .

We let VDir(x) to be the underlying vector space of Dir(x) and

τ ′(x) := dimk(x)VDir(x).
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Remark 2.6. We will use the invariants Dir(x) and τ ′(x) only when Dir(x) =
Max(x) (last statement in proposition 2.15 and following remark).

Let S ⊆ S̃ be a regular local base change, S̃ excellent. Recall notation
2.1 and notation 2.2. It has been explained when defining conditions (G)
and (E) that they are stable by such base changes and by localization at a
prime. Let s̃ ∈ SpecS̃ and ỹ ∈ η̃−1(s̃). In order to relate ι(ỹ) and ι(y) (2.60),
where y ∈ X is the image of ỹ, we may thus assume that s = mS, s̃ = mS̃.

Let (u1, . . . , un; Z) be well adapted coordinates at x ∈ η−1(mS). Then
(u1, . . . , un) can be completed to a r.s.p. (u1, . . . , uñ) of S̃ which is adapted
to Ẽ. There is an inclusion

G(mS) =
S

mS

[U1, . . . , Un] ⊆ G(mS̃) = G(mS)⊗ S
mS

S̃

mS̃

[Ũn+1, . . . , Ũñ]. (2.62)

Theorem 2.20. Let S ⊆ S̃ be a local base change which is regular, S̃ ex-
cellent. Let x̃ ∈ η̃−1(mS̃) and x ∈ η−1(mS) be its image. The following
holds.

(1) we have (m(x̃), ω(x̃)) = (m(x), ω(x));

(2) if m(x) = p, then

(i) H(x̃) = H(x)S̃, i0(x̃) = i0(x), and (κ(x̃) = 1 ⇔ κ(x) = 1);

(ii) we have ε(x̃) ≥ ε(x), and ε(x̃) > ε(x) if and only if

inmS
h = Zp + Fp,Z , Fp,Z ∈ (k(x̃)[U1, . . . , Un])p

where (u1, . . . , un; Z) are well prepared coordinates at x. When
this holds, we have ñ > n, ε(x̃) = ε(x) + 1 and

inmS̃
h̃ = Z̃p+

ñ∑
j=n+1

UjΦj(U1, . . . , Un)+Ψ(U1, . . . , Un) ∈ G(mS̃)[Z̃],

with Φj 6= 0 for some j ≥ n + 1 and Φj ∈ k(x̃)[Up
1 , . . . , Up

n] for
every j ≥ n+1, where (u1, . . . , uñ; Z̃) are well prepared coordinates
at x̃.
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Proof. The theorem is trivial if m(x) = 1: then m(x̃) = 1 because S ⊆ S̃ is
regular.

Assume that m(x) ≥ 2 and pick well prepared coordinates (u1, . . . , un; Z)
at x, then complete (u1, . . . , un) to a r.s.p. (u1, . . . , uñ) of S̃ which is adapted
to Ẽ. We have δ(x) > 0, so h ∈ (Z, u1, . . . , un), and k(x) = S/mS by
proposition 2.10. Applying (2.62) to the local base change S[Z](mS ,Z) ⊆
T [Z](mT ,Z) which is also regular gives

m(x) = ordxh(Z) = ordx̃h̃(Z) = m(x̃).

This concludes the proof when m(x) < p and we assume from now on
that m(x) = p. In particular we have {x̃} = η̃−1(mS̃), k(x̃) = S̃/mS̃. Let

inmS
h = Zp +

p∑
i=1

Fi,ZZp−i ∈ G(mS)[Z],

be the corresponding initial form polynomial. Let x ∈ Rn
≥0 be a vertex of the

polyhedron ∆Ŝ(u1, . . . , un; Z). We denote by

x̃ := (x, 0, . . . , 0︸ ︷︷ ︸
ñ−n

) ∈ ∆S̃(u1, . . . , uñ; Z)

the corresponding vertex in ∆S̃(u1, . . . , uñ; Z). Note that x̃ may be a solvable
vertex of the latter polyhedron. We have:

x̃ solvable ⇔ inx̃h̃ ∈ ((grαS̃)[Z])p

with notations as in definition 2.3. Therefore we have

x̃ solvable ⇔ (inxh = Zp + Fp,Z,x,x ∈ Nn, Fp,Z,x = λUpx, λ ∈ k(x̃)p).

We deduce for the initial form polynomial that

δ(x̃) > δ(x) ⇔ (i0(x) = p and Fp,Z ∈ (k(x̃)[U1, . . . , Un])p). (2.63)

Since the fiber ring S̃/mSS̃ is geometrically regular over k(x), the ring
S̃[Y ]/(Y p−l) is regular for every unit l ∈ S with residue l 6∈ k(x)p. Therefore
if l ∈ k(x̃)p, we have

∀l̃ ∈ S̃, ṽ := l̃p − l ∈ mS̃ =⇒ ṽ is a regular parameter in S̃.
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Such ṽ restricts to a regular parameter of S̃/mSS̃, so the previous formula is
refined to:

ṽ is a regular parameter transverse to div(u1 · · · un) ⊂ SpecS̃. (2.64)

This equation implies in particular that ñ > n. Let ξ ∈ Spec(S̃/mSS̃)
be the generic point. Applying the above remarks to the regular local base
change S ⊂ S̃ξ shows that k(ξ)p ∩ k(x) = k(x)p.

Let sj := (uj) ∈ SpecS, 1 ≤ j ≤ e, and apply this remark to the reg-
ular local base change S(uj) ⊆ S̃(uj). This proves that the field inclusion

QF (S/(uj)) ⊆ QF (S̃/(uj)) is inseparably closed.
The polynomial in(sj)hsj

∈ QF (S/(uj))[Uj][Z] is not a pth-power by theo-

rem 2.4. Therefore in(sj)hsj
is not a pth-power in QF (S̃/(uj))[Uj][Z]. Turning

back to definition 2.9, we get

H(x̃) = H(x)S̃. (2.65)

Definition 2.9 now shows that ε(x̃) ≥ ε(x) and that

ε(x̃) > ε(x) ⇔ (i0(x) = p and Fp,Z ∈ (k(x̃)[U1, . . . , Un])p). (2.66)

This proves the first part of (2.ii). To go on with the proof, we consider two
cases.

Case 1: assume that i0(x) < p. By (2.66), we have ε(x̃) = ε(x), so the
proof of (2.ii) is already complete. Let φ̃ ∈ S̃ be such that ∆S̃(u1, . . . , uñ; Z̃)
is minimal, with Z̃ := Z − φ̃ and ordmS̃

φ̃ ≥ δ(x). We have

inmS̃
h̃ = Z̃p +

p∑
i=i0

Fi,Z̃Z̃p−i ∈ G(mS̃)[Z̃],

with Fi0,Z̃ = Fi0,Z by proposition 2.9. Therefore i0(x̃) = i0(x) and it is
sufficient to prove that ω(x̃) = ω(x) in order to complete the proof of (1) and
(2.i) in the theorem (still under the assumption i0(x) < p). This is obvious
if ε(x) = 0, since

0 ≤ ω(x̃) ≤ ε(x̃) = ω(x) = 0.

Assume that ε(x) > 0. We have i0(x) = p − 1 and −Fp−1,Z = Gp−1, with
< G >=< Ub > for some b ∈ Nn ∩ E by theorem 2.14(2) (in particular
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δ(x) ∈ N). We have

V (TFp,Z , E,mS) =<

{
H−1∂TFp,Z

∂Uj

}

e+1≤j≤n

> .

Note that the truncation maps T and T̃ associated with the local rings S and
S̃ (definition 2.14) commute with the inclusion G(mS) ⊆ G(mS̃) by (2.65).
Since Fp,Z ∈ G(mS) = k(x)[U1, . . . , Un], we have

V (T̃Fp,Z , Ẽ, mS̃) =<

{
H−1∂T̃Fp,Z

∂Uj

}ñ

j=e+1

>= V (TFp,Z , E,mS)⊗k(x) k(x̃)

with obvious notations, taking (2.65) into account. There exists Θ̃ ∈ G(mS̃)
such that

Fp,Z̃ = Fp,Z + Θ̃p −Gp−1Θ̃.

By lemma 2.17 applied to Fp,Z̃ ∈ G(mS̃), we deduce that

V (T̃Fp,Z̃ , Ẽ, mS̃) = V (TFp,Z , E, mS)⊗k(x) k(x̃). (2.67)

This completes the proof of the theorem when ω(x) = ε(x) − 1, applying
definition 2.16. If ω(x) = ε(x), (1) and the last statement of (2.i) in the
theorem also follow from (2.67) and the proof is complete.

Case 2: assume that i0(x) = p. The proof runs parallel to that of case 1
(with B = ∅, T̃ = id, cf. remark 2.4) provided that ε(x̃) = ε(x). Assume now
that ε(x̃) > ε(x). To complete the proof, we have to show that

(i0(x̃), ω(x̃)) = (p, ω(x)),

as well as the last statement in (2.ii). By (2.66), we have ω(x) = ε(x),
δ(x) ∈ N and there is an expansion

Fp,Z =
∑

|x|=δ(x)

λ(x)Upx ∈ (k(x̃)[U1, . . . , Un]δ(x))
p, λ(x) ∈ k(x).

Note that this situation possibly occurs only if k(x) is not inseparably closed
in k(x̃) (in particular ñ > n). We have x ∈ Nn for every x such that λ(x) 6= 0.
Without loss of generality, it can be assumed that λ(x) 6∈ k(x)p for every x
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such that λ(x) 6= 0. Let l(x) ∈ S be a preimage of λ(x). By (2.64), we may
pick for every such x a unit l̃(x) ∈ T such that ṽ(x) := l̃(x)p − l(x) is a
regular parameter of S̃ transverse to div(u1 · · · un). Expand

h = Zp +

p∑
i=1

fi,ZZp−i ∈ S[Z], ordmS
fi,Z ≥ iδ(x).

For 1 ≤ i ≤ p − 1, the above inequality is strict, since i0(x) = p. On the
other hand, we have δ(x) ∈ N, so we deduce that

ordmS
fi,Z

i
≥ δ(x) +

1

i
> δ(x) +

1

p
, 1 ≤ i ≤ p− 1. (2.68)

Let
Z̃ := Z +

∑

|x|=δ(x)

l̃(x)ux.

By (2.68), there is an expansion

fp,Z̃ = −
∑

|x|=δ(x)

ṽ(x)upx + g + g̃, (2.69)

with g ∈ S, ordmS
g ≥ pδ(x) + 1 and g̃ ∈ S̃, ordmS̃

g̃ > pδ(x) + 1 . We deduce
that

δ(h; u1, . . . , uñ; Z̃) = δ(x) +
1

p
.

Since δ(x) + 1
p
6∈ N, ∆S̃(h; u1, . . . , uñ; Z̃) has no solvable vertex within its

initial face {x̃ ∈ Rñ
≥0 :| x̃ |= δ(x) + 1

p
}.

Let (u1, . . . , uñ; Z̃1) be well adapted coordinates at x̃. Without loss of
generality, it can be assumed that Z̃1 = Z̃ − θ̃1 with ordmS̃

θ̃1 ≥ δ(x) + 1. By
(2.69), we get

inmS̃
h̃ = Z̃p

1 −
∑

|x|=δ(x)

Ṽ (x)Upx + G(U1, . . . , Un) ∈ G(mS̃)[Z̃1] (2.70)

and (2.ii) is proved. We have i0(x̃) = p, δ(x̃) = δ(x) + 1
p

and ε(x̃) = ε(x) + 1.
Finally, we have

∂Fp,Z̃1

∂Uj

=
∑

|x|=δ(x)

∂Ṽ (x)

∂Ṽj

Upx ∈ k(x̃)[U1, . . . , Un], n + 1 ≤ j ≤ ñ,
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so V (Fp,Z̃1
, Ẽ, mS̃) 6= 0 and ω(x̃) = ε(x̃)−1 = ω(x). This concludes the proof.

Remark 2.7. Theorem 2.20 reduces computations of ω(x) to the case where S
is strict Henselian, i.e. Henselian with separably algebraically closed residue
field S/mS by changing S to its strict Henselianization S̃, dimS̃ = n = dimS.

Applying the theorem to a tower S̃ of smooth local base changes of the
form S ⊆ S[Y ](mS ,Y p−l) with l ∈ S a unit with residue l 6∈ (S/mS)p also
reduces computations of ω(x) to the case of an algebraically closed residue
field for some S̃ with dimS̃ > n = dimS, vid. comments before notation 2.1
for the excellent of such S̃.

The cone Max(x) and directrix Dir(x) have no such good behavior w.r.t.
regular local base changes.

2.8 Resolution when ω(x) = 0.

In this section, we prove that the multiplicity of X can be reduced at any
point x such that (m(x), ω(x)) = (p, 0). This is achieved by combinatorial
blowing ups in a way which is similar to the equal characteristic zero situa-
tion. This resolution algorithm does not depend on the choice of a valuation
centered at x and we formalize Hironaka’s A/B game as follows:

Definition 2.18. Let (S, h, E) be as before, x ∈ X and L = Tot(S[X]/(h)).
Suppose that for every valuation µ of L centered at x, a composition of local
Hironaka-permissible blowing ups (definition 2.7)

(X , x) =: (X0, x0) ← (X1, x1) ← · · · ← (Xr, xr) (2.71)

is associated, where xi ∈ Xi is the center of µ, 0 ≤ i ≤ r. The sequence
(2.71) is said to be independent if the blowing up center Yi ⊂ (Xi, xi) does
not depend on the chosen valuation µ having center in xi, 0 ≤ i ≤ r − 1.

Let (u1, . . . , un; Z) be well adapted coordinates at x ∈ η−1(mS). If ε(x) >
0, recall that η−1(mS) = {x}, k(x) = S/mS, and that

inmS
h = Zp −Gp−1Z + Fp,Z ∈ G(mS)[Z] = k(x)[U1, . . . , Un][Z]

by (2.47). The initial form of H(x) in G(mS) is denoted H as before.
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Lemma 2.21. Assume that m(x) = p and ε(x) = 1, where {x} = η−1(mS).
Let (u1, . . . , un; Z) be well adapted coordinates at x ∈ η−1(mS). If

H−1Fp,Z *< U1, . . . , Ue >,

then ω(x) = 0.

Proof. According to definition 2.16, we must show that V (TFp,Z , E, mS) 6= 0.
Expand

H−1Fp,Z =<

n∑
j=1

αjUj >⊆ G(mS)1, αj ∈ k(x).

By assumption, we have αj0 6= 0 for some j0, e + 1 ≤ j0 ≤ n, so

0 6= H−1∂Fp,Z

∂Uj0

⊆ V (Fp,Z , E, mS). (2.72)

If i0(x) = p, we have TFp,Z = Fp,Z . If i0(x) = p− 1, then H−1Gp =< Uj1 >
for some j1, 1 ≤ j1 ≤ e, by theorem 2.14(2). Comparing with definition 2.14,
we have x ∈ A =⇒ pxj1 > Hj1 , therefore Fp,Z − TFp,Z ∈ HUj1 . So (2.72)
implies that V (TFp,Z , E,mS) 6= 0.

Proposition 2.22. Assume that (m(x), ω(x)) = (p, 0), where {x} = η−1(mS).
Let Y ⊂ (X , x) be a Hironaka-permissible center w.r.t. E, π : X ′ → (X , x)
be the blowing up along Y and x′ ∈ π−1(x).

If W := η(Y) is an intersection of components of E or if ε(y) = ε(x),
then (m(x′), ω(x′) ≤ (p, 0).

Proof. According to definition 2.16, there are two different cases to consider:

(1) ε(x) = 0;

(2) ε(x) = 1, V (TFp,Z , E,mS) 6= (0).

To begin with, we have δ(x) ≥ 1 by proposition 2.3(ii). Let (u1, . . . , un; Z)
be well adapted coordinates at x with I(W ) = ({uj}j∈J) for some subset
J ⊆ {1, . . . , n}. By definition 2.9, we have:

ε(x) = min
1≤i≤p

{
ordmS

(H(x)−if p
i,Z)

i

}
. (2.73)
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Case 1: ε(x) = 0. By (2.73), we have





H(x)−if p
i,Z ⊆ mS, 1 ≤ i < i0(x)

H(x)−i0(x)f p
i0(x),Z = S,

H(x)−if p
i,Z ⊆ S, i0(x) < i ≤ p.

(2.74)

By proposition 2.7, there exists a commutative diagram

X π←− X ′

↓ ↓
SpecS

σ←− S ′

where σ : S ′ → SpecS is the blowing up along W . Let

η′ : X ′ → S ′, s′ := η′(x′), S ′ := OS′,s′ , E ′ := (σ−1(E)red)s′ .

Since W ⊆ E, it can be assumed after possibly reordering coordinates
that

(J ′)E := {2, . . . , e0}, J = {1, e0 + 1, . . . , n0}, 1 ≤ e0 ≤ e ≤ n0.

Furthermore, it can be assumed that s′ ∈ Spec(S[ue0+1/u1, . . . , un0/u1]) or
that s′ ∈ Spec(S[u1/un0 , ue0+1/un0 , . . . , un0−1/un0 ]) with n0 > e0.

We first prove the proposition when s′ ∈ Spec(S[ue0+1/u1, . . . , un0/u1]).
Let

h′ := u−p
1 h = Z ′p + f1,Z′Z

′p−1
+ · · ·+ fp,Z′ ∈ S ′[Z ′],

where Z ′ := Z/u1, fi,Z′ := u−i
1 fi,Z ∈ S ′ for 1 ≤ i ≤ p. We have

E ′ = div(u1 · · · ue0

ue0+1

u1

· · · ue

u1

) (2.75)

and (S ′, h′, E ′) satisfies both conditions (G) and (E) by propositions 2.10
and 2.13. There exists an adapted r.s.p. of S ′ of the form

(u′1 := u1, . . . , u
′
e0

:= ue0 , u
′
e0+1, . . . , u

′
n′0

, u′n0+1 := un0+1, . . . , u
′
n := un).

Since we do not assume that x′ is a closed point, we have e0 ≤ n′0 ≤ n0 in
general, with

n′ := dimS ′ = n− (n0 − n′0).
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We emphasize that the number of irreducible components e′ of E ′ satisfies
e0 ≤ e′ ≤ e and that e′ 6= e in general because some of the uj/u1 in (2.75)
may be units. After reordering coordinates, we may also assume that

E ′ = div(u′1 · · · u′e′) and u′j := uj/u1, e0 + 1 ≤ e′ ≤ e.

Since Y is Hironaka-permissible at x, we have (see definition 2.10):

ordW H(x) = p
∑
j∈J

dj ≥ p.

Therefore I ′ := u−p
1 H(x) ⊆ S ′ and this ideal is monomial in (u′1, . . . , u

′
e′), i.e.

I ′ =: (u′1
H′

1 · · ·u′e′H
′
e′ ). We let:

x′ := (H ′
1/p, . . . , H

′
e′/p, 0, . . . , 0) ∈ 1

p
Nn′ ,

where
H ′

1 = p(
∑
j∈J

dj − 1) and H ′
j = Hj = pdj, 2 ≤ j ≤ e′. (2.76)

Then (2.74) gives:





I ′−if p
i,Z′ ⊆ mSS ′ 1 ≤ i < i0(x)

I ′−i0(x)f p
i0(x),Z′ = S ′

I ′−if p
i,Z′ ⊆ S ′ i0(x) < i ≤ p.

(2.77)

This shows that

∆Ŝ′(h
′; u′1, . . . , u

′
n; Z ′) = x′ + Rn′

≥0. (2.78)

If i0(x) < p, or if
∑

j∈JE
dj 6∈ N or if dj′ 6∈ N for some j′, 2 ≤ j′ ≤ e′,

then x′ is not solvable (definition 2.3) by (2.78), hence ∆Ŝ′(h
′; u′1, . . . , u

′
n; Z ′)

is minimal. Therefore we may compute ε(x′) from (2.78) and get ε(x′) = 0,
so the proposition is proved in this case.

If (i0(x) = p,
∑

j∈JE
dj ∈ N and dj′ ∈ N for all j′, 2 ≤ j′ ≤ e′), write

fp,Z = γupx, γ ∈ S a unit and x := (d1, . . . , de, 0, . . . , 0) ∈ 1
p
Nn. We have

inx′h
′ = Z ′p + λ(

e∏

j=e′+1

λ
Hj

j )U ′px′ , (2.79)
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where λ ∈ k(x) (resp. λj ∈ k(x′)) is the residue of γ (resp. of uj/u1). We
let:

λ′ := λ

e∏

j=e′+1

λ
Hj

j ∈ k(x′), λ′ 6= 0.

If λ′ 6∈ k(x′)p, then x′ is not solvable and we also have ε(x′) = 0.
If λ′ ∈ k(x′)p, let

C ′ := Spec

(
k(x)[Z, U1, Ue0+1, . . . , Ue]

(H)

)
, H := inmS

h = Zp + λ

e∏

j=e′+1

U
Hj

j .

We claim that the affine cone C ′ is regular away from the torus

T := Ae−e0+2
k(x) \V (Z

∏
j∈JE

Uj).

To see this, let (λl)l∈Λ0 be an absolute p-basis of k(x). By [46] theorem 30.5,
the ideal of the singular locus of C ′ is:

I(SingC ′) =

(
H, {∂H

∂λl

}l∈Λ0 , {
∂H

∂Uj

}e′+1≤j≤e

)
.

If dj 6∈ N for some j, e′ + 1 ≤ j ≤ e, then ∂H
∂Uj

does not vanish on T.

Otherwise, we have λ 6∈ k(x)p because x is a vertex of ∆Ŝ(u1, . . . , un; Z) and

is not solvable. Therefore ∂H
∂λl

does not vanish on T for any l ∈ Λ0 such that
∂λ
∂λl

6= 0 and the claim is proved. We deduce that there exists a unit l′ ∈ S ′

such that

v′ := l′p + γ

e∏

j=e′+1

(
uj

u1

)Hj

is a regular parameter of S ′ transverse to

E ′
1 := div(u′1 · · · u′e′u′n0+1 · · · u′n′), E ′

1 ⊇ E ′.

We may thus take u′e′+1 := v′ in our r.s.p. of S ′ adapted to E ′. Let Z ′
1 :=

Z ′ − l′u′px
′
, so the polyhedron ∆Ŝ′(h

′; u′1, . . . , u
′
n; Z ′

1) has a vertex

x′1 := (H ′
1/p, . . . , H

′
e′/p, 1/p, 0, . . . , 0) ∈ 1

p
Nn′ (2.80)
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which is not solvable, since x′1 6∈ Nn′ . Let Z ′
2 := Z ′

1− θ′, θ′ ∈ S ′, be such that
∆Ŝ′(h

′; u′1, . . . , u
′
n; Z ′

2) is minimal. We deduce from (2.77) and (2.80) that

H(x′) = (u′px
′
), ε(x′) = 1 and H ′−1

Fp,Z′2 *< U ′
1, . . . , U

′
e′ > .

We get m(x′) = 1 if x′ = 0, and (m(x′), ω(x′)) = (p, 0) otherwise by lemma
2.21 as required.

If s′ ∈ Spec(S[u1/un0 , ue0+1/un0 , . . . , un0−1/un0 ]), it can be furthermore
assumed that s′ 6∈ Spec(S[ue0+1/u1, . . . , un0/u1]), i.e. uj/un0 is not a unit in
S ′ for j ∈ JE. The proof is now a simpler variation of the above one: (2.75)
is replaced by

E ′ = div(
u1

un0

u2 · · ·ue0

ue0+1

un0

· · · ue

un0

un0).

The polyhedron ∆Ŝ′(h
′; u′1, . . . , u

′
n; Z ′) in (2.78) is minimal except if (dj ∈ N

for each j, 1 ≤ j ≤ e, and λ ∈ k(x′)p) with notations as above. We have
ε(x′) = 0 (resp. ε(x′) = 1) in the former (resp. in the latter) situation. This
concludes the proof in case 1.

Case 2: ε(x) = 1. The proof runs parallel to that in case 1 and we only
indicate the necessary changes. By assumption, W is an intersection of com-
ponents of E (case 2a) or ε(y) = ε(x) = 1 (case 2b).

To begin with, let v ∈ S be such that H(x)−1fp,Z = (v). By assumption,
we have V (TFp,Z , E,mS) 6= (0), so v is transverse to E.

In case 2a, we may assume that (u1, . . . , ue, v, ue+2, . . . , un) is an adapted
r.s.p. of S after renumbering variables. Since x0 := (d1, . . . , de,

1
p
, . . . , 0) 6∈ Nn

is the unique vertex of ∆Ŝ(h; u1, . . . , ue, v, ue+2, . . . , un; Z) induced by fp,Z ,
this polyhedron has no solvable vertex. In other terms, it can be assumed
that v = ue+1.

In case 2b, theorem 2.4 implies that v ∈ I(W ), so (u1, . . . , ue, v) can be
completed to an adapted r.s.p. of S such that I(W ) = ({uj}j∈J) for some
subset J ⊆ {1, . . . , n}. The polyhedron ∆Ŝ(h; u1, . . . , ue, v, ue+2, . . . , un; Z)
has no solvable vertex either and it can also be assumed that v = ue+1.

We remark in both cases 2a and 2b that, if ∆Ŝ(h; u1, . . . , un; Z) has a
vertex distinct from x0, then it has exactly two vertices: this follows from
theorem 2.14(2), the other vertex being then given by

x1 := (
D1

p(p− 1)
, . . . ,

De

p(p− 1)
, 0, . . . , 0), (DiscZ(h)) =: (uD1

1 · · · uDe
e ). (2.81)
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After blowing up, we obtain a (S ′, h′, E ′) again satisfying conditions (G)
and (E).

In case 2a, there exists an adapted r.s.p. of S ′ of the form

(u′1 := u1, . . . , u
′
e0

:= ue0 , u
′
e0+1, . . . , u

′
e1

, u′e+1 := ue+1, . . . , u
′
n := un),

with J = {1, e0 +1, . . . , e} and E ′ = div(u′1 · · ·u′e′) after reordering variables,
1 ≤ e0 ≤ e′ ≤ e1 ≤ e. Then ∆Ŝ′(h

′; u′1, . . . , u
′
n; Z ′) has again a vertex

x′ := (H ′
1/p, . . . , H

′
e′/p, 0, . . . , 0, 1/p, 0, . . . , 0) 6∈ Nn−(e−e1),

thus x′ is not solvable. We deduce that ε(x′) ≤ 1 and ω(x′) = 0 follows from
lemma 2.21 if (m(x′), ε(x′)) = (p, 1).

In case 2b, it can be assumed after reordering variables that

(J ′)E := {2, . . . , e0}, J = {1, e0 + 1, . . . , n0}, 1 ≤ e0 ≤ e, e + 1 ≤ n0.

We let u′j′ := uj′ for j′ ∈ J ′ and consider three distinct situations depending
on x′, up to reordering coordinates:

(1) s′ ∈ Spec(S[ue0+1/u1, . . . , un0/u1]) and ue+1/u1 ∈ mS′ . We may com-
plete the family ({uj′}j′∈J ′) to an adapted r.s.p. of S ′ by adding

(u′1 := u1, u
′
e0+1, . . . , u

′
e1

, u′e1+1 := ue+1/u1), n′ := dimS ′ = n−(n0−e1).

Then ∆Ŝ′(h
′; u′1, . . . , u

′
n; Z ′) has a vertex

x′ := (H ′
1/p, . . . , H

′
e′/p, 1/p, 0, . . . , 0) 6∈ Nn′ ,

thus x′ is not solvable. We conclude that ε(x′) ≤ 1 and that ω(x′) = 0
if (m(x′), ε(x′)) = (p, 1) by lemma 2.21.

(2) s′ ∈ Spec(S[u1/un0 , ue0+1/un0 , . . . , un0−1/un0 ]) and ue+1/un0 ∈ mS′ ,
where n0 > e + 1. After dealing with (1), we may assume further-
more that uj/un0 ∈ mS′ , j ∈ JE. We complete the family ({uj′}j′∈J ′)
to an adapted r.s.p. of S ′ by adding

(u′e0+1 := ue0+1/un0 , . . . , u
′
e+1 := ue+1/un0 , u

′
n1

, . . . , u′n0−1, u
′
n0

:= un0),

with n′ := dimS ′ = n− (n1 − e− 2). We conclude as in (1).
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(3) I(W )S ′ = (ue+1). We complete the family ({uj′}j′∈J ′) to an adapted
r.s.p. of S ′ by adding

(u′1 := ue+1, u
′
e0+1, . . . , u

′
n1

), n′ := dimS ′ = n− (n0 − n1).

Let E ′ =: div(u′1 · · · u′e′) and consider two situations as in case 1:

If 1
p

+
∑

j∈JE
dj 6∈ N or if dj′ 6∈ N for some j′, 2 ≤ j′ ≤ e′, then the

polyhedron ∆Ŝ′(h
′; u′1, . . . , u

′
n; Z ′) is minimal and we have ε(x′) = 0.

If (1
p

+
∑

j∈JE
dj ∈ N and dj′ ∈ N for every j′, 2 ≤ j′ ≤ e′), the initial

form polynomial inx′h
′ has the form

inx′h
′ = Z ′p − µp−1U ′(p−1)x′

Z ′ + λ(
e∏

j=e′+1

λ
Hj

j )U ′px′ ,

where λ ∈ k(x) (resp. λj ∈ k(x′)) is the residue of γ (resp. of uj/ue+1),
vid. (2.79). We have µ 6= 0 in the above formula precisely if

Up(x1−x0) = Uj0/Ue+1, uj0/ue+1 ∈ S ′ a unit

for some j0, e0 + 1 ≤ j0 ≤ e with notations as in (2.81). Then µp−1 is
the residue in k(x′) of

γp−1,Z

e∏

j=e′+1

(
uj

ue+1

)Ap−1,j

with notations as in theorem 2.14(2). The end of the proof goes along
as in case 1. This completes the proof of (3), hence the proof of the
proposition in case 2.

Remark 2.8. This proposition is a lighter version of theorem 3.6 where it is
assumed that ω(x) > 0 and that the blowing up centers are permissible of
the first or second kind (definitions 3.1 and 3.2 below).

Theorem 2.23. Assume that (m(x), ω(x)) = (p, 0), where {x} = η−1(mS).
For every valuation µ of L = Tot(S[X]/(h)) centered at x, there exists a
finite and independent composition of local Hironaka-permissible blowing ups
(2.71) such that m(xr) < p.
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Proof. We will produce a Hironaka-permissible center Y ⊂ (X , x) w.r.t. E
satisfying the assumptions of proposition 2.22 and such that the following
holds:

(*) let π : X ′ → (X , x) be the blowing up along Y and x′ ∈ π−1(x). Then

δ(x′) < δ(x).

Applying proposition 2.22, the center x1 ∈ X ′ of a given valuation µ again
satisfies the assumptions of the theorem if m(x1) = p. Iterating, any finite
sequence (2.71) induces a sequence

δ(xr) < δ(xr−1) < · · · < δ(x)

provided that m(xi) = p, 1 ≤ i ≤ r− 1. Since δ(xi) ∈ 1
p
N, we have δ(xr) < 1

for some r ≥ 1, hence m(xr) < p by proposition 2.3(2), so the theorem fol-
lows from claim (*). In order to construct Y with the required properties,
we consider two cases as in the proof of proposition 2.22.

Case 1: ε(x) = 0. We have δ(x) =
∑e

j=1 dj ≥ 1. Therefore there exists a
subset

J ⊆ {1, . . . , e},
∑
j∈J

dj ≥ 1,

with smaller possible number of elements among all subsets of {1, . . . , e} with
this property. Let W := V ({uj}j∈J) ⊂ SpecS and remark that

ordW H(x) = p
∑
j∈J

dj ≥ p.

Hence Y := η−1(W ) = V (Z, {uj}j∈J) is Hironaka-permissible w.r.t. E
and W is an intersection of components of E. By (2.76), we have

ordmS′H(x′) ≤ p(δ(x) +
∑

j∈J\{j0}
dj − 1), (2.82)

where I(W )S ′ = (uj0). The minimality property required of J implies that

∑

j∈J\{j1}
dj < 1 for every j1 ∈ J (so

∑
j∈J

dj < 2 if | J |≥ 2). (2.83)
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If ε(x′) = 0, we deduce from (2.82) that

pδ(x′) = ordmS′H(x′) < pδ(x)

as required in (*). Note that if | J |= 1, we have λ = λ′ in (2.79) and S = S ′,
hence λ′ 6∈ k(x′)p = k(x)p. Since ε(x′) = 0 in this situation, we may now
assume that | J |≥ 2.

If ε(x′) = 1, we are in the situation discussed in (2.80). We may then
take j0 = 1, E ′ = div(u′1 · · · u′e′) and have

∑
j∈J

dj ∈ N, dj ∈ N for 2 ≤ j ≤ e′.

By (2.83), we have
∑

j∈J dj = 1, dj = 0 for 2 ≤ j ≤ e′, so H(x′) = (1) and
m(x′) = 1. This concludes the proof in case 1.

Case 2: ε(x) = 1. We have δ(x) = 1
p

+
∑e

j=1 dj ≥ 1.

If δ(x) > 1, there exists a subset

J ⊆ {1, . . . , e},
∑
j∈J

dj ≥ 1,

with smaller possible number of elements among all subsets of {1, . . . , e} with
this property as in case 1 and we also let W := V ({uj}j∈J) ⊂ SpecS. The
proof goes along as in case 1, with

pδ(x′)− pδ(x) ≤ ordmS′H(x′)− ordmS
H(x) < 0.

If δ(x) = 1, we may assume that H(x)−1fp,Z = (ue+1) and that (2.81)
holds if ∆Ŝ(h; u1, . . . , un; Z) has more than one vertex. In this case, this
polyhedron has exactly two vertices and we have

H(x)−(p−1)fp
p−1,Z = (uj0)

p−1 for some j0, 1 ≤ j0 ≤ e

by theorem 2.14(2). We deduce that

H(x)−ifp
i,Z ⊆ (uj0 , ue+1)

i, 1 ≤ i ≤ p (2.84)

by definition of ∆Ŝ(h; u1, . . . , un; Z). We let J := {j : dj > 0} ∪ {e + 1} and

W := V ({uj}j∈J) ⊂ SpecS, Y := η−1(W ) = V (Z, {uj}j∈J).
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We have ordW H(x) = p, so Y is Hironaka-permissible w.r.t. E. Since
H(x)−1fp,Z = (ue+1), we have ε(y) = ε(x) = 1 by (2.84), where y ∈ X is the
generic point of Y . Thus proposition 2.22 applies and gives m(x′) ≤ p − 1
under either assumption (1)(2) or (3) in the proof of proposition 2.22. This
concludes the proof.

3 Permissible blowing ups.

3.1 Blowing ups of the first and second kind.

In this section, we introduce a notion of permissible blowing up which is well
behaved w.r.t. our main resolution invariant y 7→ ι(y) on X . We assume
that m(x) = p, {x} = η−1(mS) and ω(x) > 0 in what follows since theorem
2.23 rules out the case ω(x) = 0.

Definition 3.1. Let Y ⊂ X be an integral closed subscheme with generic
point y. We say that Y is permissible of the first kind at x if m(y) = m(x) = p
and the following conditions hold:

(i) Y) is Hironaka-permissible w.r.t. E at x(definition 2.7);

(ii) ε(y) = ε(x).

If y ∈ X satisfies m(y) = p, it follows from the definition that Y := {y} is
permissible of the first kind at y. It also follows from (ii) that a permissible
center of the first kind has codimension at least two in X .

The main result of this chapter (theorem 3.6 below) will require compar-
ing the initial form polynomials inW h and inmS

h. We keep notations as in
section 2.4: given well adapted coordinates (u1, . . . , un; Z) at x, we let

W := η(Y), I(W ) = ({uj}j∈J). (3.1)

We denote:

inW h = Zp +

p∑
i=1

Fi,Z,W Zp−i ∈ G(W )[Z]

and (proposition 2.16(i) since ε(x) > 0)

inmS
h = Zp −Gp−1Z + Fp,Z ∈ G(mS)[Z].
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There are associated homogeneous submodules

HW ⊆ G(W )dW
(resp. H := HmS

⊆ G(W )d)

by (2.44), with

dW :=
∑
j∈JE

Hj, d =
e∑

j=1

Hj.

A word of caution is required at this point: formula (2.44) defines the mono-
mial ideal HW which is the initial form of H(x) in G(W ) and is different
in general from the ideal H(Ξ) associated to the triple (G(W )Ξ, inW h,EW ),
Ξ := ({Uj}j∈J) + mSW

.

Corresponding to the above choice for HW (resp. to H), there are asso-
ciated SW -submodules

V (Fp,Z,W , E, W ) ⊆ G(W )ε(y)−1, J(Fp,Z,W , E, W ) ⊆ Ĝ(W )ε(y)

(resp. k(x)-vector subspaces

V (Fp,Z , E, mS) ⊆ G(mS)ε(x)−1, J(Fp,Z , E, mS) ⊆ G(mS)ε(x))

given by (2.45).

Notation 3.1. We first recall notations and definitions from section 2.4. We
denote

JE := J ∩ {1, . . . , e}, J ′ := {1, . . . , n}\J and (J ′)E := {1, . . . , e}\JE.

The image mS of mS in SW has regular parameters (uj)j∈J ′ , the respective
residues of the corresponding parameters of S.

Let now d ∈ N be fixed and

F =
∑

|a|=d

f̂aU
a ∈ Ĝ(W )d = ŜW [{Uj}j∈J ]d.

Note that grmS
Ĝ(W )d ' grmS

G(W )d and that it has a structure of graded

grmS
SW -module. For any d0 ≤ mina{ordmS

f̂a}, F has an initial form in
grmS

G(W )d by taking

F :=
∑

|a|=d

(cld0 f̂a)U
a ∈ (grmS

G(W )d)d0 . (3.2)
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This notation requires specifying d0 to avoid ambiguity. We extend the no-

tation to homogeneous submodules M ⊆ Ĝ(W )d as follows:

M :=< F, F ∈ M >⊆ (grmS
G(W )d)d0

for fixed d0 ≤ min{d0(F ), F ∈ M} with obvious notations. For fixed d, d0,
there is an inclusion of S/mS-vector spaces:

(grmS
G(W )d)d0 ⊂

G(mS)d+d0

< ({Uj}j∈J)d+1 ∩G(mS)d+d0 >
. (3.3)

Proposition 3.1. Let Y be permissible of the first kind at x ∈ Y. Then for
any well adapted coordinates (u1, . . . , un; Z) at x such that I(W ) = ({uj}j∈J),
the initial form inmS

h ∈ G(mS)[Z] satisfies

H−1 < Gp, Fp,Z >⊆ k(x)[{Uj}j∈J ]ε(x).

Proof. The existence of well adapted coordinates (u1, . . . , un; Z) such that
I(W ) = ({uj}j∈J) follows from theorem 2.4. This theorem furthermore im-
plies that the polyhedron

∆Ŝ(h; {uj}j∈J ; Z) = prJ(∆Ŝ(h; u1, . . . , un; Z)) is minimal, (3.4)

where prJ : Rn → RJ denotes the projection on the (uj)j∈J -space.
By (ii) of definition 3.1, we have ε(x) = ε(y). Therefore

H−iF p
i,Z = cl0(H

−i
W F p

i,Z,W ) ⊆ G(mS)iε(x) = k(x)[U1, . . . , Un]iε(x)

is simply the reduction of H−i
W F p

i,Z,W modulo mS for 1 ≤ i ≤ p, i.e. taking
d0 = 0 in notation 3.1, via the inclusion (3.3)

k(x)[{Uj}j∈J ]iε(y) ' (grmS
G(W )iε(y))0 ⊂ G(mS)iε(y) ' k(x)[U1, . . . , Un]iε(x).

We get respectively (H−1Gp)p−1, (H−1Fp,Z)p for i = p − 1, p and this com-
pletes the proof.

The following corollary will be required in the proof of the blowing up
theorem below. The adapted cone Max(x) ⊆ G(mS) is defined in definition
2.17.
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Corollary 3.2. With notations as above, let Y be permissible of the first
kind at x. The defining ideal IMax(x) ⊆ G(mS) of Max(x) satisfies

IMax(x) = (IMax(x) ∩ k(x)[{Uj}j∈J ])G(mS).

Proof. This follows from proposition 3.1 and definition 2.17. Note that the
truncation operator T used in the definition of Max(x) does not affect the
conclusion of the corollary since it is obvious from the definitions that:

V (Fp,Z , E, mS) ⊆ k(x)[{Uj}j∈J ]ε(x)−1 ⇒ V (TFp,Z , E, mS) ⊆ k(x)[{Uj}j∈J ]ε(x)−1.

The same implication holds for J(Fp,Z , E,mS) and J(TFp,Z , E, mS).

We now define a second kind of permissible blowing up.

Definition 3.2. Let Y ⊂ X be an integral closed subscheme with generic
point y. We say that Y is permissible of the second kind at x if m(y) =
m(x) = p and the following conditions hold:

(i) Y) is Hironaka-permissible w.r.t. E at x(definition 2.7);

(ii) ε(y) = ε(x)− 1 and i0(y) ≤ i0(x);

(iii) J(Fp,Z,W , E,W ) := cl0J(Fp,Z,W , E, W ) 6= 0.

Proposition 3.3. Let Y be permissible of the second kind at x. For any
well adapted coordinates (u1, . . . , un; Z) at x such that I(W ) = ({uj}j∈J),
the initial form inmS

h ∈ G(mS)[Z] satisfies





H−1Gp ⊆ Uj0k(x)[{Uj}j∈J ]ε(y) for some j0 ∈ (J ′)E ,

H−1Fp,Z = <
∑

j∈J ′ Uj′Φj′({Uj}j∈J) + Ψ({Uj}j∈J) >⊆ G(mS)ε(x).

(3.5)
with Φj′ 6= 0 for some j′ ∈ J ′\(J ′)E. In particular ε(y) = ω(x).

Proof. We argue as in the proof of proposition 3.1 and build up from (3.4).
By (ii) of definition 3.2, we have ε(x) = ε(y) + 1. Therefore

cl0(H
−i
W F p

i,Z,W ) = 0, 1 ≤ i ≤ p.

This shows that H−i
W F p

i,Z,W ⊆ mSSW [{Uj}j∈JE
]iε(y). We have ε(y) > 0, so

Fi,Z,W = 0, 1 ≤ i ≤ p − 2 by theorem 2.14. For i = p − 1, we have
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−Fp−1,Z,W = Gp−1
W for some GW ∈ G(W )δ(y) (so GW = 0 if δ(y) 6∈ N). We

deduce that
H−1

W (Gp
W , Fp,Z,W ) ⊆ mSSW [{Uj}j∈JE

]ε(y). (3.6)

If i0(x) = p, we have H−1Gp = 0 so the first part of (3.5) is trivial. If
i0(x) = p − 1, we have i0(y) = p − 1 by definition 3.2(ii), so GW 6= 0. The
first part of (3.5) then follows from (3.6), i.e.

H−1Gp = cl1(H
−1
W Gp

W ) ⊆ Uj0k(x)[{Uj}j∈J ]ε(y),

for some j0 ∈ (J ′)E.

Going back to the definition of J(Fp,Z,W , E, W ) in (2.41), we deduce from
(3.6) that

J(Fp,Z,W , E, W ) =< cl0(H
−1
W

∂Fp,Z,W

∂uj′
), j′ ∈ J ′\(J ′)E >⊆ k(x)[{Uj}j∈J ]ε(y).

Taking classes as in (3.2) with d0 = 1, we get

cl1(H
−1
W Fp,Z,W ) ⊆

∑

j′∈J ′
Uj′k(x)[{Uj}j∈J ]ε(y).

Since cl1(H
−1
W Fp,Z,W ) is a homomorphic image of H−1Fp,Z ∈ G(mS)ε(x) as

described in (3.3), there exists an expansion (3.5). For j′ ∈ J ′\(J ′)E, we
have

H−1∂Fp,Z

∂Uj′
= cl0(H

−1
W

∂Fp,Z,W

∂uj′
).

Collecting together for all j′ ∈ J ′\(J ′)E, we get

J(Fp,Z,W , E, W ) =< H−1∂Fp,Z

∂Uj′
, j′ ∈ J ′\(J ′)E >⊆ k(x)[{Uj}j∈J ]ε(y)

and the second part of (3.5) follows from definition 3.2(iii).

Note that ε(y) = ω(x) is an immediate consequence of definition 2.16 if
i0(mS) = p. If i0(mS) = p − 1, we must introduce a truncation operator
T : G(mS)δ(x) → G(mS)δ(x) in order to compute ω(x). The first part of (3.5)
now shows that there exists j0 ∈ (J ′)E such that

H−1(Fp,Z − TFp,Z) ∈ Uj0k(x)[{Uj}j∈J ]ε(y).
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Since J(Fp,Z,W , E,W ) ⊆ k(x)[{Uj}j∈J ]ε(y), we thus have:

H−1∂Fp,Z

∂Uj′
= H−1∂TFp,Z

∂Uj′

for every j′ ∈ J ′\(J ′)E. This proves that ω(x) = ε(y).

Note that it follows from the above proposition that a permissible center
of the second kind has codimension at least two in X , since ε(y) > 0. We now
introduce the adapted cone associated to a permissible blowing up. Recall
the definition of B from (2.53) (cf. also definition 2.16). We have B = ∅ if
i0(mS) = p, and

B = {j : Uj divides H−1Gp} if i0(mS) = p− 1.

Definition 3.3. Let Y ⊂ X , with generic point y, be a permissible center
at x. We define a subcone

C(x,Y) ⊂ Spec(k(x)[{Uj}j∈J ])

as follows: if Y is of the first kind, we let:

C(x,Y) := Spec

(
k(x)[{Uj}j∈J ]

(IMax(x) ∩ k(x)[{Uj}j∈J ])

)
;

if Y is of the second kind, we let BJ := B\{j0} with notations as in propo-
sition 3.3 and define:

C(x,Y) := Max(J(Fp,Z,W , E, W )) ∩ {UBJ
= 0}.

In both cases, we denote the associated projective cone by PC(x,Y) ⊆ P|J |−1
k(x) .

Theorem 3.4. Let S ⊆ S̃ be a local base change which is regular, S̃ excellent.
Let x̃ ∈ η̃−1(mS̃) and x ∈ η−1(mS) be its image.

If Y ⊂ X is a permissible center (of the first or second kind) at x, then

Ỹ := Y ×S SpecS̃ ⊆ X̃ = X ×S SpecS̃

is permissible (of the first or second kind) at x̃.
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Proof. We denote (S̃, h̃, Ẽ) and (u1, . . . , uñ) as in notations 2.1 and 2.2. Since
W has normal crossings with E at x, W̃ := η̃(Ỹ) has normal crossings with Ẽ
at x̃. Since Y is permissible at x, we have m(y) = p. Any generic point ỹ of
Ỹ has m(ỹ) = p by theorem 2.20(1), and Ỹ itself is irreducible by proposition
2.10. Theorem 2.20(2) applies to ỹ (with n(y) = ñ(y)) and to x̃ and states
that

ε(ỹ) = ε(y), ε(x̃) ≥ ε(x), i0(ỹ) = i0(y), i0(x̃) = i0(x)

Cases of inequality ε(x̃) > ε(x) are classified in ibid.(2.ii).

Suppose that ε(x̃) > ε(x). Then

Fp,Z ∈ k(x)[Up
1 , . . . , Up

n] and i0(mS) = i0(mS̃) = p.

Then Y is permissible of the first kind since Fp,Z ∈ k(x)[Up
1 , . . . , Up

n] is in-
compatible with the conclusion of proposition 3.3. Note that

ε(y) = ε(x) = ε(x̃)− 1.

We claim that Ỹ is permissible of the second kind at x̃.

To prove the claim, note that definition 3.2(i) and i0(ỹ) ≤ i0(x̃) = p are
already checked. We have

H−1
∂Fp,Z̃

∂Uj′
= H−1Φj′(U1, . . . , Un) 6= 0, (3.7)

with notations as in theorem 2.20(2.ii) for some j′, n + 1 ≤ j′ ≤ ñ. Since
H(x̃) = H(x)S̃ by theorem 2.20(2.i), and H−1Fp,Z ⊆ k(x)[{Uj}j∈J ]ε(x) by
proposition 3.1, we have

H−1Fp,Z̃ ⊆
ñ∑

j=1

Ujk(x̃)[{Uj}j∈J ]ε(x).

This proves that definition 3.2(iii) holds for Ỹ at x̃. On the other hand this
implies that ε(ỹ) = ε(y) because

H−1Fp,Z̃ * k(x̃)[{Uj}j∈J ]ε(x̃)

follows obviously from (3.7). So definition 3.2(ii) is also checked and Ỹ is
permissible of the second kind at x̃.
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Assume now that ε(x̃) = ε(x). If Y is permissible of the first kind at x,
we have ε(ỹ) = ε(x̃), so Ỹ is also permissible of the first kind at x̃.

If Y is permissible of the second kind at x, definition 3.2(ii) is checked.
Finally by proposition 3.3, the polyhedron ∆Ŝ(h; u1, . . . , un; Z) has a vertex
x such that xj′ 6∈ N for some j′ ∈ J ′\JE. The corresponding vertex

x̃ := (x, 0, . . . , 0︸ ︷︷ ︸
ñ−n

) ∈ ∆S̃(u1, . . . , uñ; Z)

is thus not solvable. We hence get x̃ ∈ ∆S̃(u1, . . . , uñ; Z̃) and definition
3.2(iii) is checked. Hence Ỹ is permissible of the second kind at x̃ as re-
quired, since H(x̃) = H(x)T .

3.2 Blowing up theorem.

Let π : X ′ → X be the blowing up along a permissible center Y (of the first
or second kind) at x ∈ Y , {x} = η−1(mS). Our objective is to relate ω(x′)
to ω(x) for points x′ ∈ π−1(x).

We keep notations as in proposition 2.7 and proposition 2.10. Then σ :
S ′ → SpecS denotes the blowing up along W and there is a commutative
diagram (2.16). Let

η′ : X ′ → S ′, s′ := η′(x′) ∈ σ−1(mS), S ′ := OS′,s′ .
We denote by W ′ := σ−1(W ) and E ′ := σ−1(E)red. We do not change
notations to denote stalks at s′, i.e. we will write η′ : Xs′ → SpecS ′ for
the stalk at s′ of the above map η′, and W ′, E ′ for the stalks at s′ of the
corresponding divisors. By proposition 2.10, we have η′−1(s′) = {x′} if x′ is
not a regular point of X ′.

For the purpose of computations, we shall pick well adapted coordinates
(u1, . . . , un; Z) such that

I(W ) = ({uj}j∈J), Y = V (Z, {uj}j∈J).

with notations as in (3.1). We denote by u ∈ S ′ a local equation for W ′,
which can be taken to be some uj1 , where j1 ∈ J depends on s′. We have
X ′ = Spec(S ′[X ′]/(h′)), where

h′ := u−ph = X ′p + f1,X′X ′p−1
+ · · ·+ fp,X′ ∈ S ′[X ′], (3.8)
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and
X ′ := Z/u, fi,X′ := u−ifi,Z ∈ S ′ for 1 ≤ i ≤ p. (3.9)

Since Y is permissible, we have ε(y) > 0 so the initial form inW h reduces
to :

inW h = Zp −Gp−1
W Z + Fp,Z,W ∈ G(W )[Z], (3.10)

with GW ∈ G(W )δ(y) and Fp,Z,W ∈ G(W )pδ(y) (in particular GW = 0 if
δ(y) 6∈ N). Since σ−1(W ) = ProjG(W ), the restriction map

G(W )d = Γ(W ′,OW ′(d)) → Γ(W ′\V (U),OW ′(d))

gives an inclusion

U−dG(W )d = SW [{Uj/U}j∈J ]≤d ⊂ OW ′,s′ = S ′/(u) (3.11)

for each d ≥ 0. There is an identification:

U−dG(W ′)d = (SW [{Uj/U}j∈J ])s′ = S ′/(u). (3.12)

Finally, we note that DW ′ = D(W ′) by (2.42) since W ′ is a component of E ′.
These remarks are essential for stating the blow up formula in proposition
3.5(v) below.

Proposition 3.5. (Blow up formula) Let π : X ′ → X be the blowing up
along a permissible center Y at x, {x} = η−1(mS) and x′ ∈ π−1(x). With
notations as above, the following holds:

(i) there exists a r.s.p. (u′1, . . . , u
′
n′) of S ′ which is adapted to (S ′, h′, E ′);

(ii) inW ′h′ = X ′p −Gp−1
W ′ X ′ + Fp,X′,W ′ ∈ G(W ′)[X ′] and is given by

GW ′ = U−1GW ∈ G(W ′)δ(y)−1, Fp,X′,W ′ = U−pFp,Z,W ∈ G(W ′)p(δ(y)−1);

(iii) the polyhedron ∆Ŝ′(h
′; u; X ′) is minimal;

(iv) we have H(x′) = uε(y)−pH(x) ⊆ S ′;

(v) there is an equality of ideals of Ŝ ′/(u):





H−1
W ′G

p
W ′ = (U−ε(y)H−1

W Gp
W )s′ ,

J(Fp,X′,W ′ , E ′,W ′) = (U−ε(y)J(Fp,Z,W , E,W ))Ŝ ′/(u).

71



Proof. Statement (i) is proved in proposition 2.7. The formula in (ii) is
obvious from (3.8), (3.9) and (3.10).

If i0(W ) = p − 1, i.e. GW 6= 0 in (3.10), we have GW ′ 6= 0 by (ii), so
∆Ŝ′(h

′; u; X ′) ⊆ R≥0 is minimal.
If i0(W ) = p, then Fp,Z,W 6∈ G(W )p, i.e.

δ(y) 6∈ pN or U−δ(y)Fp,Z,W 6∈ k(W ′)p.

Note that G(W )p = (k(W ′)[U,U−1])p∩G(W ) since G(W ) is integrally closed.
By (ii), Fp,X′,W ′ = U−pFp,Z,W so Fp,X′,W ′ 6∈ G(W ′)p and this proves (iii).

To prove (iv), first consider those irreducible components Wj = div(uj)
of E, 1 ≤ j ≤ e, whose strict transform W ′

j passes through s′. We may pick
a r.s.p. (u′1, . . . , u

′
n′) of S ′ which is adapted to (S ′, h′, E ′), containing u and

u′j := uj/u if j ∈ JE (resp. t and u′j := uj if j 6∈ JE) for each such j. Let

inWj
h(Z) = Zp + F1,Z,Wj

Zp−1 + · · ·+ Fp,Z,Wj
∈ S/(uj)[Uj][Z].

We have inW ′
j
h′ = inWj

u−ph(uX ′) ∈ S ′/(u′j)[U
′
j][X

′], since u is a unit in

S ′(u′j) = S(uj). Since ∆Ŝ(h; u1, . . . , un; Z) is minimal, we have

∆Ŝ(uj)
(h; uj; Z) = ∆

Ŝ′
(u′

j
)

(h′; u′j; X
′)

minimal as well by theorem 2.4, hence ord(u′j)H(x′) = ord(uj)H(x).

By (ii) and (iii), we have ord(u)H(x′) = p(δ(y)− 1). Therefore

ord(u)H(x′)− ord(u)H(x) = p(δ(y)− 1)− ordW H(x) = ε(y)− p

and the conclusion follows.

We now prove (v). The first part of the statement follows immediately
from (ii) and (iv). With notations as in (2.43), we have





J(Fp,Z,W , E, W ) = H−1
W J (Fp,Z,W , E,W ) ⊆ Ĝ(W )ε(y),

J(Fp,X′,W ′ , E ′,W ′) = H−1
W ′J (Fp,X′,W ′ , E ′,W ′) ⊆ Ĝ(W ′)0.

Applying (ii) and (iv), we get:

Fp,X′,W ′ = U−pFp,Z,W , HW ′ = HW U ε(y)−pG(W ′).
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Since D ·Up = 0 for every D ∈ DW ′ , (v) can be written in the following form:

U−degFp,Z,WJ (Fp,Z,W , E ′,W ′) = (U−degFp,Z,WJ (Fp,Z,W , E, W ))Ŝ ′/(u). (3.13)

We have G(W ′) = G(W )[{Vj}j∈J\{j1}]s′ , Vj := Uj/U ∈ G(W ′)0, j ∈ J\{j1}.
Pick an isomorphism ŜW ' k(x)[[{uj′}j′∈J ′ ]] (2.37). By (3.11), there are
inclusions

k(x)[{Uj}j∈J ] ⊂ k(x)[U, {Vj}j∈J\{j1}] ⊂ Ŝ ′/(u, {uj′}j′∈J ′)[U ] ' ˆG(W ′)/({uj′}j′∈J ′).

Let A := k(x)[{Uj}j∈J ], A′ := k(x)[U, {Vj}j∈J\{j1}]. The A′-module

Ω1
A′/Fp


log(U

∏

j∈J\{j1}
Vj)




is generated by collecting together dU/U , {dVj/Vj}j∈J\{j1} and the pullback
of Ω1

A/Fp
. For F ∈ A, we deduce the following standard formulæ in A′ up to

linear combinations of the ∂F
∂λl

, l ∈ Λ0:

U
∂F

∂U
=

∑
j∈J

Uj
∂F

∂Uj

, Vj
∂F

∂Vj

= Uj
∂F

∂Uj

, j ∈ J\{j1}. (3.14)

By (2.41), the Ĝ(W )-module DW is generated by adjoining the family

(
{Uj

∂

∂Uj

}j∈JE
, {Uk

∂

∂Uj

}k∈J,j∈J\JE

)
(3.15)

together with ({uj′
∂
∂uj′

}j′∈(J ′)E
, {∂

∂uj′
}j′∈J ′\(J ′)E

, {∂
∂λl
}l∈Λ0). Taking F ∈ Ad,

d ∈ N, we have for j ∈ J\JE,

(U−d{Uk
∂F

∂Uj

}k∈J)A′
s′ = (U−dU

∂F

∂Uj

)A′
s′ .

Collecting together this equation with (3.14) and (3.15), we get

U−dJ (F,E ′,W ′) = (U−dJ (F,E, W ))Ŝ ′/(u)

which proves (3.13) as required.
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We now state the main theorem of this section. Recall that the function
y 7→ ω(y) and κ(y) ∈ {1,≥ 2} have been defined for given (S, h,E) and y ∈ X
(definition 2.15 and definition 2.16). By proposition 2.13, (S ′, h′, E ′) satisfies
again conditions (G) and (E). The values of ε(x′), ι(x′) are computed w.r.t.
the adapted structure (S ′, h′, E ′).

Notation 3.2. Choice of coordinates: by proposition 3.5(i), there exists a
r.s.p. (u′1, . . . , u

′
n′) which is adapted to (S ′, h′, E ′) for some n′ ≤ n. We take

u′1 := u. Let

u′i :=
uji

u
, 2 ≤ i ≤ e′0, where {j2, . . . , je′0} := {j ∈ JE :

uj

u
∈ mS′}.

Let {je′0+1, . . . , je′} := (J ′)E, {je′+1, . . . , jn′0} =: J ′\(J ′)E. We take

u′i := uji
, e′0 + 1 ≤ i ≤ n′0.

Let

u′i :=
uji

u
, n′0 + 1 ≤ i ≤ n′1, where {jn′0+1, . . . , jn′1} := {j ∈ J\JE :

uj

u
∈ mS′}

and complete (u′1, . . . , u
′
n′1

) to a r.s.p. (u′1, . . . , u
′
n′) of S ′.

Notation 3.3. Let

S ′ := Ôσ−1(mS),s′ = Ŝ ′/(u, {uj′}j′∈J ′) = ̂k(x)[{Uj/U}j∈J ]m′ ,

where m′ denotes the ideal of the restriction of s′ to σ−1(mS):

m′ := ({u′i}i∈F ), F := {2, . . . , e′0} ∪ {n′0 + 1, . . . , n′}.

For I ′ ⊆ Ŝ ′/(u) an ideal, we denote by

ordI ′ := ordm
Ŝ′/(u)

I ′ = min
ϕ′∈I′

{ordm
Ŝ′/(u)

ϕ′}, ordI ′ := ordm′I ′S ′.

For every I ′ ⊆ Ŝ ′/(u), we have ordI ′ ≤ ordI ′ ≤ +∞. If furthermore d′ is
given, d′ ≤ ordI ′, we write

I ′ ⊆ (
grm′S ′

)
d′ = k(x′)[{U ′

i}i∈F ]d′

for the initial part of degree d′ of the ideal I ′S ′.
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The cone C(x,Y) ⊆ Spec(k(x)[{Uj}j∈J ]) is given by definition 3.3. For
the associated projective cone, there is an embedding

PC(x,Y) ↪→ σ−1(mS).

Theorem 3.6. Assume that m(x) = p, ω(x) > 0, where {x} = η−1(mS). Let
π : X ′ → X be the blowing up along a permissible center Y (of the first kind
or second kind) at x, x′ ∈ π−1(x) and η′ : X ′ → SpecS ′ be with notations as
above, where s′ = η′(x′). Then

(m(x′), ω(x′), κ(x′)) ≤ (m(x), ω(x), κ(x)). (3.16)

If equality holds in (3.16), then s′ ∈ PC(x,Y).

If ε(x′) > ε(x), the following holds:

(1) we have i0(mS) = p, ε(y) = ε(x) = ω(x), δ(y) ∈ N, Hj′ ∈ pN for every
j′ ∈ (J ′)E and

Fp,Z ∈ (k(x′)[U1, . . . , Un])p[{Uj}j∈JE\{j2,...,je′0
}];

(2) let (u′1, . . . , u
′
n′ ; Z

′) be well adapted coordinates at x′. Then

H ′−1
Fp,Z′ * k(x′)[U ′

1, . . . , U
′
n′1

]ε(x′) ⊕ ({U ′
i}i6∈F ) ∩G(mS′)ε(x′) (3.17)

and there exists Φ′ ∈ k(x′)[U ′
1
p, . . . , U ′

n′1
p][U ′

n′1+1, . . . , U
′
n′ ]pδ(x′) such that

H ′−1
(Fp,Z′ − Φ′) ⊆ ({U ′

i}i 6∈F ) ∩G(mS′)ε(x′). (3.18)

Proof. Since Y is permissible, Y is Hironaka-permissible at x and this implies
that m(x′) ≤ m(x) = p in any case. We are done unless equality holds, so
assume that m(x′) = p.

The polyhedron ∆Ŝ′(h
′; u′1, . . . , u

′
n′ ; X

′) need not be minimal. We must
take Z ′ = X ′− θ′, θ′ ∈ S ′ such that the polyhedron ∆Ŝ′(h

′; u′1, . . . , u
′
n′ ; Z

′) is
minimal in order to read off ε(x′) and ω(x′) from inmS′h

′.
By proposition 3.5(iii), we have ord(u)H(x′) = p(δ(y) − 1). The initial

form HW ′ of H(x′) in G(W ′) is given by proposition 3.5(iv):

HW ′ =< Up(δ(y)−1)

e′∏
i=2

u′i
Hji > . (3.19)
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We have θ′p ∈ H(x′) since fp,X′ ∈ H(x′). Let Θ′ ∈ G(W ′)δ(y)−1 be the
initial form of θ′ (in particular Θ′ = 0 if δ(y) 6∈ N). Then

inW ′h′ = Z ′p −Gp−1
W ′ Z ′ + Fp,X′,W ′ + Θ′p −Gp−1

W ′ Θ′ ∈ G(W ′)[Z ′] (3.20)

where GW ′ = U−1GW , Fp,X′,W ′ = U−pFp,Z,W by proposition 3.5(ii). Accord-
ing to our notations, we have:

Fp,Z′,W ′ = Fp,X′,W ′ + Θ′p −Gp−1
W ′ Θ′.

Note that derivatives in DW ′ decrease orders by at most one. Since HW ′

is the initial form of H(x′) in G(W ′), we have:

ε(x′) ≤ min{ordmS′/(u)
(H−1

W ′G
p
W ′), 1 + ordmS′/(u)

J(Fp,Z′,W ′ , E ′,W ′)}. (3.21)

Inequality may be strict, since the H(x′)−ifp
i,Z′ , 1 ≤ i ≤ p may acquire terms

of lower order not coming from inW h. Moreover, some derivatives in DW ′ do
not decrease orders and give a sharper bound in (3.21).

Recall that if M ⊆ Ĝ(W )d, d ∈ N is a submodule, and d0 is given, there
are associated initial forms

M ⊆ (
grmS

G(W )d

)
d0
⊂ G(mS)d+d0

< ({Uj}j∈J)d+1 ∩G(mS)d+d0 >

under the conditions described in (3.2) and (3.3). Note that

(
grmS

G(W )d

)
0

= Γ(σ−1(mS),Oσ−1(mS)(d)) = k(x)[{Uj}j∈J ]d

for d0 = 0.

Since θ′p ∈ H(x′), we have Θ′p ∈ HW ′ in (3.20). We have Θ′ = 0 or
δ(y) ∈ N and

Gp−1
W ′ Θ′ ∈ Gp−1

W ′

⌈
H

1
p

W ′

⌉
,

⌈
H

1
p

W ′

⌉
:=< U δ(y)−1

e′∏
i=2

u′i

⌈
Hji

p

⌉

> .

Since D ·Θ′p = 0 for every D ∈ DW ′ , we deduce from (3.20) that

J(Fp,Z′,W ′ , E ′,W ′) ≡ J(Fp,X′,W ′ , E ′,W ′) modH−1
W ′G

p−1
W ′

⌈
H

1
p

W ′

⌉
. (3.22)
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Note that if i0(mS) = p, or if Hj′ 6∈ pN for some j′ ∈ (J ′)E, we have

GW = 0 or ord(uj′ )(H
−1
W Gp

W ) > 0 for some j′ ∈ (J ′)E (3.23)

by applying proposition 2.11(iii) in the latter case. In this case, we obtain
the following from proposition 3.5(v) and (3.22):

(H−1
W ′G

p
W ′)S ′ = 0, J(Fp,Z′,W ′ , E ′,W ′)S ′ = J(Fp,X′,W ′ , E ′,W ′)S ′. (3.24)

Case 1: i0(mS) = p and Y is of the first kind. In order to get an estimate of
ε(x′) from (3.21), we take:

M = J(Fp,Z,W , E, W ), d = ε(y) = ε(x), d0 = 0.

Remark 3.1. By proposition 3.1, there is an equality

H−1Fp,Z = clε(x)H
−1
W Fp,Z,W ⊆ k(x)[{Uj}j∈J ]ε(x),

but we emphasize that the induced inclusion

J(Fp,Z , E, mS) ⊆ clε(x)J(Fp,Z,W , E,W ). (3.25)

is strict in general.

By proposition 2.16(ii) and the remark, we have

0 6= J(Fp,Z , E,mS) ⊆ M ⊆ k(x)[{Uj}j∈J ]ε(x).

Let I ′ = J(Fp,X′,W ′ , E ′,W ′) ⊆ Ŝ ′/(u), d′ = ordI ′. By proposition 3.5(v),
we have (

U−ε(x)J(Fp,Z , E,mS)
)

m′ ⊆ I ′S ′.

Since i0(mS) = p, we obtain from (3.24) that:

(
U−ε(x)J(Fp,Z , E,mS)

)
m′ ⊆ I ′S ′ = J(Fp,Z′,W ′ , EW ′ ,W ′)S ′. (3.26)

If ω(x) = ε(x), definition 2.17 gives

IMax(x) = (J(Fp,Z , E,mS))G(mS).

We deduce that ordI ′ ≤ ω(x) and

s′ 6∈ PC(x,Y) =⇒ ordI ′ < ω(x). (3.27)

77



If ω(x) = ε(x)− 1, definition 2.17 gives

IMax(x) = (V (Fp,Z , E, mS))G(mS).

Since Uj1V (Fp,Z , E, mS) ⊆ J(Fp,Z , E, mS) (recall that u = uj1), we also de-
duce that ordI ′ ≤ ω(x) and (3.27) holds. We have:

ε(x′) ≤ 1 + ordI ′ = 1 + d′ ≤ 1 + ordI ′,

by (3.21). We have proved that

ε(x′) ≤ 1 + ordI ′ ≤ 1 + ω(x) (3.28)

with strict inequality on the right hand side under the assumption of (3.27).
The proof is now an easy consequence of the following claim:

ε(x′) = 1 + ordI ′ =⇒ ω(x′) = ε(x′)− 1.

Namely, assuming the claim, we have ω(x′) ≤ ω(x) and this inequality is
strict under the assumption of (3.27). The first part of the proof is complete
since i0(mS) = p implies κ(x) ≥ 2. To prove the claim, let

inmS′h = Z ′p −G′p−1
Z ′ + Fp,Z′ ∈ G(mS′)[Z

′]

be the initial form polynomial. Since it is assumed that ε(x′) = 1+ordI ′, we
have I ′ 6= 0 and:

I ′ =<

{
H ′−1∂Fp,Z′

∂U ′
j

}n′

j=n′0+1

> mod({U ′
j′}j′ 6∈F ) ∩G(mS′)d′ . (3.29)

To compute ω(x′), we must introduce a truncation operator

T ′ : G(mS′)pδ(x′) → G(mS′)pδ(x′)

as in definition 2.16. By (3.19), we have

H ′ := clpδ(x′)−ε(x′)H(x′) =< Up(δ(y)−1)

e′∏
i=2

U ′
i
Hji >∈ G(mS′).

Going back to definition 2.14, we have

Fp,Z′ − T ′Fp,Z′ ∈< G′p−1
U δ(y)−1

e′∏
i=2

U ′
i

⌈
Hji

p

⌉

> .
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Since i0(mS) = p, (3.24) applies and implies that

H ′−1
(Fp,Z′ − T ′Fp,Z′) ⊆ ({U ′

i}i6∈F ) ∩G(mS′)ε(x′). (3.30)

Comparing with (3.29), there exists i, n′0 + 1 ≤ i ≤ n′ such that

H ′−1∂T ′Fp,Z′

∂U ′
i

6= 0, (3.31)

since I ′ 6= 0. This proves that ω(x′) = ε(x′)− 1 as claimed.

To conclude the proof in case 1, assume that ε(x′) > ε(x). If some
inequality is strict in (3.27), we have ε(x′) ≤ ω(x) ≤ ε(x): a contradiction.
So ω(x′) = ω(x) and by the above claim, we get

ε(x) = ω(x) = ω(x′) = ε(x′)− 1 = ordI ′ = ordI ′. (3.32)

We use notations as in (2.38). Suppose that there exists j′ ∈ (J ′)E such
that Hj′ 6∈ pN. By proposition 3.1, we have

H−1Uj′
∂Fp,Z

∂Uj′
6= 0.

Going back to (3.26), we have

φj′ :=

(
U−ε(x)H−1Uj′

∂Fp,Z

∂Uj′

)

m′
⊆ J(Fp,Z′,W ′ , E ′,W ′)S ′.

Applying the transformation rule in proposition 3.5(v), we have

φj′ = (H−1
W ′uj′

∂Fp,Z′,W ′

∂uj′
)S ′.

Since ordφj′ ≤ ε(x), we deduce that

ε(x′) ≤ ord(H−1
W ′Fp,Z′,W ′) ≤ ord(H−1

W ′uj′
∂Fp,Z′,W ′

∂uj′
) ≤ ε(x).

This is a contradiction with (3.32). Hence Hj′ ∈ pN for every j′ ∈ (J ′)E.
Suppose that δ(y) 6∈ N. Similarly, by proposition 3.1, we have:

H−1D · Fp,Z 6= 0, D :=
∑
j∈J

Uj
∂

∂Uj

∈ Der(G(W )).

79



Note that we have Θ′ = 0 in (3.20) since δ(y) 6∈ N. We deduce from (3.14)
that

φD :=
(
U−ε(x)H−1D · Fp,Z

)
Ŝ ′/(u) = H−1

W ′U
∂Fp,Z′,W ′

∂U
.

Arguing as above, we get a contradiction from:

ε(x′) ≤ ord(H−1
W ′Fp,Z′,W ′) ≤ ord(H−1

W ′U
∂Fp,Z′,W ′

∂U
) ≤ ε(x).

Let now i ∈ {2, . . . , e′0}. By (3.26), we have

φi :=

(
U−ε(x)H−1Uji

∂Fp,Z

∂Uji

)

m′
⊆ J(Fp,Z′,W ′ , EW ′ ,W ′)S ′.

Applying once again (3.14) and since ε(x′) > ε(x) = ω(x), we get

clε(x)({H−1
W ′ui

∂Fp,Z,W ′

∂ui

}2≤i≤e′0) ≡ clε(x)({φi}2≤i≤e′0) mod({U ′
i′}i′ 6∈F )∩G(mS′)ε(x).

If φi 6= 0 for some i, 2 ≤ i ≤ e′0, we get

ε(x′) ≤ ord(H−1
W ′Fp,Z′,W ′) ≤ ord(H−1

W ′ui
∂Fp,Z,W ′

∂ui

) ≤ ε(x),

again a contradiction. Since ε(x) = ω(x), we have
∂Fp,Z

∂Uj
= 0 for every

j ∈ J\JE.
Finally, assume that Fp,Z 6∈ k(x′)p[U1, . . . , Un]. With notations as in

(2.38), we pick a maximal subset Λ1 ⊆ Λ0 such that the family of elements
(dλl)l∈Λ1 in Ω1

k(x′)/Fp
is linearly independent over k(x′). Let (dλl′)l′∈Λ′0 be

a basis of Ω1
k(x′)/Fp

, Λ1 ⊆ Λ′0, and pick a preimage λl′ ∈ Ŝ ′/(u) of λl′ for

l′ ∈ Λ′0\Λ1.

By assumption, there exists l ∈ Λ1 such that
∂Fp,Z

∂λl
6= 0. Arguing as above,

we get

clε(x)(H
−1
W ′

∂Fp,Z,W ′

∂λl

) ≡ clε(x)

(
U−ε(x)H−1∂Fp,Z

∂λl

)

m′
mod({U ′

i′}i′ 6∈F )∩G(mS′)ε(x),

a contradiction and the proof of (1) in the theorem is complete.

We now proceed to prove (2). By proposition 3.5(i), we have

H−1
W ′Fp,X′,W ′S ′ = (U−ε(x)H−1

W Fp,Z,W )m′ = (U−ε(x)H−1Fp,Z)m′ .
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By (1) in the theorem and proposition 3.1, there is an expansion

Fp,Z =




e′∏

i=e′0+1

U
Hji
ji


 ∑

a∈A

Fp,Z,a({Uj}j∈J ′1)
∏
j∈J1

U
paj

j , A ⊂ NJ1 ,

with J1 := {j2, . . . , je′0 , jn′0+1, . . . , jn′1}, J ′1 := J\J1, Fp,Z,a ∈ k(x′)p[{Uj}j∈J ′1 ].
We deduce that

(U−ε(x)H−1Fp,Z)m′ = H ′−1

(∑
a∈A

Fp,Z,a({Uj

U
}j∈J ′1)

∏
j∈J1

(
Uj

U
)paj

)
, (3.33)

with H ′ := (
∏e′0

i=2

(
Uji

U

)Hji
) ⊆ S ′. Since (H−1

W ′G
p
W ′)S ′ = 0 by (3.24), there

exists θ′ ∈ S ′/(u) such that

H−1
W ′Fp,Z′,W ′S ′ = H−1

W ′(Fp,X′,W ′ + θ′p)S ′. (3.34)

We deduce from (3.33) that there exists a finite subset A′ ⊂ NJ1 , A ⊆ A′ and
elements

θ′a ∈ k(x)[{Uj

U
}j∈J ′1 ] for every a ∈ A′

such that (letting Fp,Z,a({Uj

U
}j∈J ′1) = 0 for a ∈ A′\A) we have:

H−1
W ′Fp,Z′,W ′S ′ = H ′−1

(∑

a∈A′
(Fp,Z,a({Uj

U
}j∈J ′1) + θ′a

p
)

∏
j∈J1

(
Uj

U
)paj

)
.

Let da := ε(x′)+
∑e′0

i=2 Hji
−p | a | for a ∈ A′. Since ord(H−1

W ′Fp,Z′,W ′) = ε(x′)
we have

ord(Fp,Z,a({Uj

U
}j∈J ′1) + θ′a

p
) ≥ da

for every a ∈ A′. Taking classes in G(m′), we define:

Φ′
a := clda(Fp,Z,a({Uj

U
}j∈J ′1) + θ′pa) ∈ k(x′)[U ′

n′1+1, . . . , U
′
n′ ]da .

To conclude the proof, let I1 := {2, . . . , e′0, n′0 + 1, . . . , n′1}. We take

Φ′ := U ′
1
p(δ(y)−1)




e′∏

i=e′0+1

U ′
i
Hji


 ∑

a∈A′
Φ′

a

∏
i∈I1

U ′
i
paji
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and claim that Φ′ satisfies (2) in the theorem. By the above definition and
(1) in the theorem, we have Φ′ ∈ k(x′)[U ′

1
p, . . . , U ′

n′1
p][U ′

n′1
, . . . , U ′

n′ ]pδ(x′). Also

(3.18) follows immediately from (3.34).
With notations as in the above proof of (1), we have

J(Fp,Z , E, mS) = H−1 < {Uj
∂Fp,Z

∂Uj

}j∈JE\{j2,...,je′0+1}, {
∂Fp,Z

∂λl

}l∈Λ0\Λ1 .

Applying once more (3.14), we get

clε(x)({H−1
W ′

∂Fp,Z,W ′

∂u′i
}n′1≤i≤n′) ≡ clε(x)(U

−ε(x)J(Fp,Z , E, mS))m′ mod({U ′
i′}i′ 6∈F )∩G(mS′)ε(x).

Since J(Fp,Z , E, mS) 6= 0, we obtain that

H ′−1∂Fp,Z′

∂U ′
i

6∈ ({U ′
i′}i′ 6∈F ) ∩G(mS′)ε(x)

for some i, n′1 ≤ i ≤ n′, and the conclusion follows. This concludes the proof
of (2).

Case 2: i0(mS) = p− 1 (so Y is of the first kind). We first take d = ε(y) and

M := H−1
W Gp

W , d0 = 0.

By proposition 3.1, there is an expansion H−1Gp =<
∏

j∈J U
pBj

j >. With
notations as in definition 2.16, we have

pbj −Hj = pBj, j ∈ J and B = {j ∈ J : Bj > 0}. (3.35)

We deduce:
(0) 6= M = (

∏
j∈B

U
pBj

j ) ⊆ k(x)[{Uj}j∈J ]ε(x).

Let I ′0 = H−1
W ′G

p
W ′ , d′0 = ordI ′0. We have:

I ′0S ′ =

(
U−ε(x)

∏
j∈B

U
pBj

j

)

m′

. (3.36)

This proves that ε(x′) ≤ ordI ′0 ≤ ε(x) and equality holds only if

s′ ∈ Proj

(
k(x)[{Uj}j∈J ]

(UB)

)
. (3.37)
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Suppose that ε(x′) < ε(x). Then :

ω(x′) ≤ ε(x′) ≤ ε(x)− 1 ≤ ω(x).

If ω(x′) = ω(x), then ω(x) = ε(x) − 1, so κ(x) ≥ 2. On the other hand,
we have ω(x′) = ε(x′) and therefore κ(x′) = 1 by definition 2.16. Hence
inequality is strict in (3.16). In other terms, it can be assumed from now on
that (3.37) holds and that

ε(x′) = ε(x). (3.38)

We now resume the argument used in case 1 by taking

M = J(Fp,X,W , EW ,W ), d = ε(y) = ε(x), d0 = 0.

To begin with, (3.26) holds whenever (3.24) applies, i.e. if Hj′ 6∈ pN for some
j′ ∈ (J ′)E or if δ(y) 6∈ N. Suppose that δ(y) ∈ N and Hj′ ∈ pN for every
j′ ∈ (J ′)E. In this case, (3.22) reduces to

J(Fp,Z′,W ′ , E ′,W ′) ≡ J(Fp,X′,W ′ , E ′,W ′) modK ′ Ŝ ′

(u)
, (3.39)

K ′ := (

e′0∏
i=2

u′i
(p−1)bji

−Hji
+

⌈
Hji

p

⌉

) ⊆ S ′

with notations as in (3.35). We let :

k′ :=
∑
j∈J

(
(p− 1)bj −Hj +

⌈
Hj

p

⌉)
= ordmS′K

′.

Going back to definition 2.16, we have

Fp,Z − TFp,Z ∈ (
∏
j∈J

U
(p−1)bj+

⌈
Hj
p

⌉

j G(mS))pδ(x)

and we deduce now from (3.39) that

J(Fp,Z′,W ′ , EW ′ ,W ′)S ′ ≡ (
U−ε(x)J(TFp,Z , E, mS)

)
m′ modK ′S ′. (3.40)

Note that the previous equation remains valid when Hj′ 6∈ pN for some
j′ ∈ (J ′)E or when δ(y) 6∈ N. The proof now goes on as in case 1 and we
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deduce that ordI ′ ≤ ω(x); joining (3.37) and (3.40), we obtain that (3.27)
holds, i.e.

s′ 6∈ Proj

(
k(x)[{Uj}j∈J ]

(IMax(x) ∩ k(x)[{Uj}j∈J ])

)
=⇒ ordI ′ < ω(x).

Equation (3.28) now follows, while (3.29) gets replaced by

I ′ =<

{
H ′−1∂Fp,Z′

∂U ′
j

}n′

j=n′0+1

> mod(({U ′
j′}j′ 6∈F ) + (clk′K

′)) ∩G(mS′)d′ .

(3.41)
Finally, we obtain that

H ′−1
(Fp,Z′ − T ′Fp,Z′) ⊆ (({U ′

i}i6∈F ) + (clk′K
′)) ∩G(mS′)ε(x′)

and this concludes the proof of the claim, hence of the theorem, as in case 1.

Case 3: Y is of the second kind. First recall from proposition 3.3 that
ε(x)− 1 = ω(x), so κ(x) ≥ 2 in particular. Let I ′0 := H−1

W ′G
p
W ′ , d′1 = ordI ′0.

Suppose that i0(mS) = p− 1. By proposition 3.3, there exists an expan-
sion

H−1Gp =< Uj1

∏
j∈BJ

U
pBj

j >, j1 ∈ (J ′)E, Bj > 0 for j ∈ BJ ,

with notations as in definition 3.3. By proposition 3.5(v), we have:

I ′0S
′/(u) = uj1

(
U−ε(y)

∏
j∈B

U
pBj

j

)

mS′/(u)

. (3.42)

This proves that ε(x′) ≤ ordI ′0 ≤ ε(x) and equality holds only if

s′ ∈ Proj

(
k(x)[{Uj}j∈J ]

(UBJ
)

)
. (3.43)

Suppose furthermore that ε(x′) < ε(x). We have:

ω(x′) ≤ ε(x′) ≤ ε(x)− 1 = ω(x).

If ω(x′) = ω(x), then ω(x′) = ε(x′) and therefore κ(x′) = 1 by definition
2.16, so inequality is strict in (3.16). Therefore if i0(mS) = p − 1, it can be
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assumed that ε(x′) = ε(x) and in particular that (3.43) holds.

Going back to the general situation of case 3, we now take

M = J(Fp,X,W , EW ,W ), d = ε(y), d0 = 0.

Note that (3.24) is always valid in this case 3: we either have i0(mS) = p or
(3.23) holds for j′ = j0. Applying proposition 3.5(v) gives:

J(Fp,Z′,W ′ , EW ′ ,W ′)S ′ =
(
U−ε(y)J(Fp,Z,W , EW ,W )

)
m′ .

With notations as in proposition 3.3, we have

(0) 6= J(Fp,Z,W , EW ,W ) =< {Φj′({Uj}j∈J)}j′∈J ′\(J ′)E
> .

We deduce that

J(Fp,Z′,W ′ , EW ′ , W ′)S ′ =< {(U−ε(y)Φj′({Uj}j∈J)
)

m′}j′∈J ′\(J ′)E
> . (3.44)

Since definition 3.3 gives

C(x,Y) := Max(J(Fp,Z,W , E, W )) ∩ {UBJ
= 0},

we deduce that ordJ(Fp,Z′,W ′ , EW ′ ,W ′) ≤ ω(x) and equality holds only if
s′ ∈ PC(x,Y). We obtain:

ε(x′) ≤ 1 + ordJ(Fp,Z′,W ′ , EW ′ ,W ′) ≤ 1 + ordJ(Fp,Z′,W ′ , EW ′ ,W ′) ≤ ε(x).
(3.45)

Suppose that s′ 6∈ PC(x,Y) and ω(x′) ≥ ω(x). Formula (3.45) shows that
ε(x′) = ω(x′) = ω(x). If i0(mS′) = p − 1, we get κ(x′) = 1 so inequality is
strict in (3.16). If i0(mS′) = p, we may pick j′ = ji ∈ J ′\(J ′)E, e′+1 ≤ i ≤ n′0,
such that

ord
(
U−ε(y)Φj′({Uj}j∈J)

)
m′ < ω(x).

By (3.44), we have H ′−1 ∂Fp,Z′
∂U ′i

6= 0. This is a contradiction with the assump-

tion ε(x′) = ω(x′). Thus it can be assumed that s′ ∈ PC(x,Y).
We get ω(x′) ≤ ε(x′) ≤ ω(x) unless all inequalities in (3.45) are equalities.

In this case, we claim that ω(x′) = ε(x′)− 1 and this will conclude the proof.
To prove the claim, we may pick ji ∈ J ′\(J ′)E, e′ + 1 ≤ i ≤ n′0, such that
Φji

({Uj}j∈J) 6= 0 by proposition 3.3. Arguing as above, we have

H ′−1∂Fp,Z′

∂U ′
i

≡< clω(x)

(
U−ε(y)Φji

({Uj}j∈J)
)

m′ > mod(({U ′
j′}j′ 6∈F )∩G(mS′)ω(x),

(3.46)
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and this proves that H ′−1 ∂Fp,Z′
∂U ′i

6= 0. If i0(mS′) = p, we get ω(x′) = ω(x).

If i0(mS′) = p− 1, we must introduce a truncation operator

T ′ : G(mS′)pδ(x′) → G(mS′)pδ(x′)

as in definition 2.16 in order to compute ω(x′). In any case, we have

H ′−1
G′p ⊆ (U ′

i6∈F ) ∩G(mS′)ε(x′), (3.47)

which follows from the identity I ′0S
′/(u) = 0 (resp. from (3.42)) if i0(mS) = p

(resp. if i0(mS) = p− 1), cf. beginning of the proof of case 3.
Going back to definition 2.14, we have

H ′−1
(Fp,Z′ − T ′Fp,Z′) ⊆ ({U ′

i}i6∈F ) ∩G(mS′)ε(x′).

It now follows from (3.46) that

H ′−1∂T ′Fp,Z′

∂U ′
i

≡< clω(x)

(
U−ε(y)Φji

({Uj}j∈J)
)

m′ > mod(({U ′
j′}j′ 6∈F )∩G(mS′)ω(x).

This proves at last that H ′−1 ∂T ′Fp,Z′
∂U ′i

6= 0, so ω(x′) = ε(x′)− 1 and this con-

cludes the proof of the claim, hence of the theorem.

3.3 Consequences of the blowing up theorem and con-
structibility.

In this section, we prove some basic properties of our main invariant

y 7→ (m(y), ω(y), κ(y))

and of our notion of permissibility (see introduction). The following theorem
expresses the persistence of permissibility under permissible blowing ups.

Theorem 3.7. Assume that m(x) = p, ω(x) > 0, where {x} = η−1(mS).
Let Y0 ⊂ Y1 with respective generic point y0, y1 be permissible centers at x
and π : X ′ → X be the blowing up along Y1.

The strict transform Y ′0 of Y0 is permissible at every x′ ∈ π−1(x).
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Proof. By definition of permissibility, we have m(y0) = m(y1) = p. Let
Wi = η(Yi), i = 0, 1 be with notations as in the previous theorem. There
exist associated subsets J0 ⊂ J1 ⊆ {1, . . . , n} such that I(Wi) = ({uj}j∈Ji

)
for a certain choice of an adapted r.s.p. (u1, . . . , un) of S. Let (u1, . . . , un; Z)
be well adapted coordinates at x. By theorem 2.4, the polyhedron

∆Ŝ(h; {uj}j∈Ji
; Z) = prJi

(∆Ŝ(h; u1, . . . , un; Z)) is minimal,

where prJi
: Rn → RJi denotes the projection on the (uj)j∈Ji

-space, i = 0, 1.
In particular, we have Yi = V (Z, {uj}j∈Ji

), i = 0, 1. The strict transform W ′
0

of W0 at s′ has normal crossings with E ′ := σ−1(E)red. Since m(x′) ≥ m(y0)
for every x′ ∈ Y ′0, this proves that Y ′0 is Hironaka-permissible w.r.t. E ′.

Applying again theorem 2.4, we have

ε(y0) ≤ ε(y1) ≤ ε(x), ε(y0) ≤ ε(x′). (3.48)

On the other hand, theorem 3.6 applied to π gives ε(x′) ≤ ε(x) + 1 while
classifying equality cases in (1) and (2). Thus Y ′0 is permissible of the first
kind except possibly in the following two cases:

Case 1: Y1 is of the first kind and ε(x′) = ε(x) + 1;
Case 2: Y0 is of the second kind and ε(x′) = ε(x).

Since x′ ∈ Y ′0, we have, with notations as in theorem 3.6 (cf. notation
3.2):

(J0)E ⊆ {ji, 2 ≤ i ≤ e′0}, J0\(J0)E ⊆ {ji, n′0 + 1 ≤ i ≤ n′1}. (3.49)

Also, letting F0 := {2, . . . , e′0} ∪ {n′0 + 1, . . . , n′1}, we have (cf. notation 3.3):

J0 ⊆ F0 ⊆ F = F0 ∪ {n′1 + 1, . . . , n′}. (3.50)

Proof in case 1: an immediate consequence of theorem 3.6(1) is that :

i0(mS) = p,
∂Fp,Z

∂Uj

= 0, j ∈ J0 or j ≥ e + 1.

This is incompatible with definition 3.3(iii) applied to Y0, so Y0 is also of the
first kind. By proposition 3.1 we deduce that

H−1Gp = 0, H−1Fp,Z ⊆ k(x)[{Uj}j∈J0 ]ε(x). (3.51)
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Since ε(y0) = ε(x′)− 1, we also have

H ′−1
< G′p, Fp,Z′ >⊆ ({U ′

i}ji∈J0)
ε(y0) ∩G(mS′)ε(x′). (3.52)

We claim that Y ′0 is permissible of the second kind at x′. To prove the
claim, note that (3.51) implies that

H−1
W1

Gp
W1
⊆ (uj′)G(W1)ε(x) for some j′ ∈ (J ′1)E.

Since Y0 is permissible of the first kind at x, we actually have

H−1
W1

Gp
W1
⊆ (uj′)S/({uj}j∈J1)[{Uj}j∈J0 ]ε(x).

Letting j′ =: ji′ , e′0 + 1 ≤ i′ ≤ e, proposition 3.5(ii) then shows that

H−1
W ′

1
Gp

W ′
1
⊆ (ui′)S

′/(u′1)[{U ′
i}ji∈J0 ]ε(x), W ′

1 := σ−1(W1).

In other terms, we have

H ′−1
G′p ⊆ (U ′

1, Ui′)k(x′)[{U ′
i}ji∈J0 ],

and this proves that Y ′0 satisfies property (ii) of definition 3.2. Finally, ap-
plying (3.52) gives an expansion

H ′−1
Fp,Z′ =<

n′∑
i=1

U ′
iΦi({U ′

i′}ji′∈J0) > .

Then definition 3.2(iii) is equivalent to:

∃i ∈ J ′0 ∩ {e′ + 1, . . . , n′} : Φi 6= 0.

By equation (3.17) in theorem 3.6(2), there exists i ≥ n′1 + 1 (hence i ∈ J ′0)
such that Φi 6= 0, since ji′ ∈ J0 =⇒ i′ ≤ n′1 by (3.49) and this completes the
proof in case 1.

Proof in case 2. Since Y0 is permissible of the second kind, the initial form
inmS

h ∈ G(mS)[Z] satisfies (3.5). The corresponding integer j0 satisfies
j0 6∈ J ′0 and the corresponding family (Φj′({Uj}j∈J0))j′∈J ′0 is such that Φj′ 6= 0
for some j′ ∈ J ′0\(J ′0)E. In order to prove that Y ′0 is of the second kind at x′,
we consider two subcases:
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Case 2a: Y1 is of the second kind at x. Then j0 ∈ J ′1 and Φj′ 6= 0 for some
j′ ∈ J ′1\(J ′1)E. By assumption ε(x′) = ε(x), and we deduce from (3.42) (resp.
from (3.47)) if i0(mS) = p − 1 (resp. if i0(mS) = p) that the initial form
inmS′h

′ ∈ G(mS′)[Z
′] satisfies

H ′−1
G′p ⊆ Uj′0k(x′)[{U ′

i}ji∈J0 ]ε(y0) for some j′0 ∈ {1, e′0 + 1, . . . , e′} (3.53)

and definition 3.2(ii) is checked for Y ′0 at x′. Similarly, definition 3.2(iii) is

checked from (3.46): we have H ′−1 ∂Fp,Z′
∂U ′i

6= 0 for any i, e′ + 1 ≤ i ≤ n′0 such

that ji ∈ J ′1\(J ′1)E and Φji
6= 0; take ji = j′ with notations as above.

Case 2b: Y1 is of the first kind at x. Then j0 ∈ J1 and Φj′ = 0 for any
j′ ∈ J ′1. By proposition 3.3 and our assumption ε(x′) = ε(x), we have

ω(x) = ε(y0) = ε(x)− 1 = ε(x′)− 1 ≤ ω(x′).

Therefore theorem 3.6 implies that ω(x′) = ω(x). We have κ(x), κ(x′) ≥
2 since ω(x) = ε(x) − 1, ω(x′) = ε(x′) − 1. This is the equality case
(m(x′), ω(x′), κ(x′)) = (m(x), ω(x), κ(x)) discussed in theorem 3.6.

If i0(mS) = p, we are in the equality case of (3.28). Then (3.53) holds
and there exists i, n′1 +1 ≤ i ≤ n′ or (n′0 +1 ≤ i ≤ n′1 and Φji

6= 0) such that

H ′−1∂Fp,Z′

∂U ′
i

6= 0 (3.54)

by (3.31). We may take here ji := j′ ∈ J ′0\(J ′0)E. This checks definition
3.2(ii) and (iii) respectively.

If i0(mS) = p− 1, the initial form inmS′h
′ ∈ G(mS′)[Z

′] satisfies

H ′−1
G′p ⊆ U ′

i1
k(x′)[{U ′

i}ji∈J0 ]ε(y0),

where ji1 := j0 ∈ J ′0, 2 ≤ i1 ≤ e′0 and definition 3.2(ii) is checked. Equation
(3.54) also remains valid for some i, n′0 +1 ≤ i ≤ n′, in this case: this follows
from (3.31) which is still valid (end of the proof of case 2 of theorem 3.6
where (3.41) replaces (3.29). This checks definition 3.2(iii) and the proof is
complete.

Remark 3.2. The conclusion of the above theorem fails in general if it is only
assumed that Y0 ⊂ Y1 is such that Y0 is permissible at x, Y1 Hironaka-
permissible at x w.r.t. E.
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A counterexample with n = 4 is given for charS = p > 0 by taking:

h = Zp + u4u
p
1 + u3u

p
2, E = div(u1u2u3), SingpX = V (Z, u1, u2).

Then (u1, . . . , u4; Z) are well adapted coordinates. Taking

Y0 = V (Z, u1, u2) ⊂ Y1 = V (Z, u1, u2, u4) ⊂ {x} = V (Z, u1, u2, u3, u4),

we have ε(y0) = ε(y1) = ε(x)− 1 = ω(x) = p. Note that Y1 does not satisfy
definition 3.2(iii). There is a unique point

x′ = (Z ′, u′1, u
′
2, u3, u

′
4) := (Z/u4, u1/u4, u2/u4, u3, u4) ∈ Y ′0 = V (Z ′, u′1, u

′
2).

A local equation for the strict transform X ′ of X at x is:

h′ = Z ′p + u′4u
′
1
p
+ u3u

′
2
p
, E ′ = div(u′1u

′
2u3u

′
4).

Thus ε(x′) = ω(x′) = p + 1 > ω(x) and Y ′0 is not permissible at x′ since
ε(y0) = p < ε(x′).

It is easily seen that such counterexamples exist only for Y0 of the second
kind and n ≥ 4.

We now turn to formal arcs on X and their image. Recall that it is as-
sumed all along this chapter that m(x) = p, ω(x) > 0 and {x} = η−1(mS).
By this, we mean:

Definition 3.4. A formal arc on (X , x) is a local morphism ϕ : SpecO →
(X, x), where (O, N, l) is a complete discrete valuation ring. We denote the
closed (resp. generic) point of SpecO by O (resp. ξ) and call support of ϕ
the subscheme Z(ϕ) := {ϕ(ξ)} ⊆ (X , x).

The arc ϕ is said to be well parametrized if the inclusion

Oξ := O ∩ k(ϕ(ξ)) ⊆ O
induces an isomorphism Ôξ ' O. The arc ϕ is said to be nonconstant if
ϕ(ξ) 6= x = ϕ(O).

Given a nonconstant formal arc on (X , x), and π : X ′ → X a blowing
up along a permissible center Y ⊂ X at x such that Y ( Z(ϕ), there exists
a unique lifting ϕ′ : SpecO → X ′. Let

x′ := ϕ′(O), (X1, x1) := (X ′, x′) and ϕ1 : SpecO → (X1, x1)
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be the induced morphism. The arc ϕ1 is again nonconstant, so the process
can be iterated. Let

(X , x) =: (X0, x0) ← (X1, x1) ← · · · ← (Xr, xr) ← · · · (3.55)

be a sequence of such local blowing ups and centers with

xr ∈ Yr ( Zr(ϕ) := {ϕr(ξ)} ⊂ Xr. (3.56)

Note that the local ring OXr,ϕr(ξ) is independent of r ≥ 0. In particular,
m(ϕr(ξ)), ε(ϕr(ξ)) and ω(ϕr(ξ)) are independent of r ≥ 0. An important
case of such sequences is when taking Yr = {xr} for every r ≥ 0; then (3.55)
is called the quadratic sequence along ϕ.

In any case, given a sequence (3.55), we let

d(ϕ) := min
r≥0

{dimOXr,xr}.

If m(x) = p and ω(x) > 0, theorem 3.6 implies that

(m(x1), ω(x1), κ(x1)) ≤ (m(x), ω(x), κ(x)).

If m(xr) = p and ω(xr) > 0 for every r ≥ 0, we let

m(ϕ) := p, ω(ϕ) := min
r≥0

{ω(xr)} > 0.

Proposition 3.8. With notations as above, let ϕ : SpecO → (X , x) be a
nonconstant well parametrized formal arc on (X , x) whose quadratic sequence
is such that m(ϕ) = p and ω(ϕ) > 0. Then l|k(xr) is algebraic for r >> 0.

Assume that l|k(xr) is algebraic with finite inseparable degree for some
r ≥ 0. Then there exists r0 ≥ 0 such that the following holds: the support
Zr(ϕ) is Hironaka-permissible at xr and ε(xr) = ε(xr0) for every r ≥ r0;
furthermore exactly one of the following conditions is satisfied:

(1) Zr(ϕ) is permissible of the first kind at xr for every r ≥ r0;

(2) there exists a finite sequence (3.55):

(Xr0 , xr0) =: (X ′, x′) ← (X ′
1, x

′
1) ← · · · ← (X ′

r1
, x′r1

) =: (X̃ , x̃)

of local blowing ups with centers contained in and of codimension one
in the successive strict transforms of Zr0(ϕ), such that the quadratic
sequence along ϕ:

(X̃ , x̃) =: (X̃0, x̃0) ← (X̃1, x̃1) ← · · · ← (X̃r, x̃r) ← · · ·
has the following properties for every r ≥ 0:
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(a) ε(x̃r) = ε(xr0);

(b) dimOZ̃r(ϕ),x̃r
= dimOZr0(ϕ),xr0

≥ 2;

(c) Z̃r(ϕ) is permissible of the second kind at x̃r (resp. ω(x̃r) = 0) if
ε(xr0) ≥ 2 (resp. if ε(xr0) = 1).

Proof. It can be assumed without loss of generality that

d(ϕ) = dimOX ,x, m(x) = p and ω(x) = ω(ϕ) > 0.

Since m(ϕ) = p and ω(ϕ) > 0, we let ηr : (Xr, xr) → SpecSr be the corre-
sponding projection, Ir(ϕ) ⊆ Sr be the ideal of Wr(ϕ) := ηr(Zr(ϕ)). We drop
the reference to ϕ in what follows in order to avoid cumbersome notations.

For f ∈ mS0 , f 6∈ I0 we denote by f ∈ O, f 6= 0 its image by ϕ]. Let v
be the discrete valuation associated with O and let

Mr := {v(f), f ∈ Sr\Ir}

be the semigroup of values of Sr w.r.t. v. The group generated by Mr is the
value group of the restriction v|K to K = QF (S/I0), hence independent of
r ≥ 0, and is denoted by aZ ⊆ v(N)Z, a ∈ N.

Suppose that M0 6= aN. Let α ≥ 2, β ∈ N\αN be defined by:

aα := min{M0\(0)}, aβ := min{M0\aαN}. (3.57)

We pick u,w ∈ mS0 such that v(u) = aα, v(w) = aβ. Obviously u is a
regular parameter of S and wu−1 ∈ mS1 . Suppose M1 6= aN. There are
associated integers α1, β1 as in (3.57) which satisfy (α1, β1) < (α, β) for the
lexicographical ordering. This can repeat only finitely many times so we get
Mr = aN for some r ≥ 0. W.l.o.g. it can be assumed that M0 = aN.

Let (u1, . . . , un) be a r.s.p. of S = S0 which is adapted to E = div(u1 · · · ue).
Without loss of generality, it can be assumed that v(ue) = a. Up to renum-
bering coordinates, there exists e(ϕ), 0 ≤ e(ϕ) < e such that

(u1, . . . , ue(ϕ)) ⊆ I := I0, uj 6∈ I for e(ϕ) + 1 ≤ j ≤ e.

For j, e(ϕ) + 1 ≤ j ≤ e− 1, let v(uj) =: aαj, αj ≥ 1. Note that uju
−αj
e is a

unit in Sαj
; in other terms, replacing S by Smax{αj}, it can be assumed that
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e(ϕ) = e− 1.

Let f ∈ mS0\I0 and write f = u
αr(f)
e fr ∈ Sr, where ue does not divide fr

in Sr and note that

fr ∈ mSr =⇒ v(f) > αr(f)v(ue) ≥ ar.

Since M0 = aN, there exists r ≥ 0 such that fr is a unit. This implies that
for every ideal J ⊆ S0/I0, JSr/Ir is a principal ideal for r >> 0. This is a
well known characterization of valuation rings, i.e.

Ov|K =
⋃
r≥0

Sr/Ir. (3.58)

Let l0 be the residue field of the valuation v|K . Then l|l0 is algebraic (of
degree at most p) and l0|k(xr) is algebraic for r >> 0 by (3.58). This proves
the first statement in the theorem. We thus may assume from now on, again
by (3.58), that

l0|k(x0) is separable algebraic. (3.59)

Let Ssh be the strict Henselization of S, so lsh := Ssh/mSsh is the separable
algebraic closure of l. The residue action induces an isomorphism

Gal(Ssh|Sh) ' Gal(lsh|k(x))

where Sh is the Henselization of S. Let S̃ be the fixed subring of Ssh by
the inverse image of Gal(lsh|l0) under the previous group morphism. Then
S ⊂ S̃ is a local ind-étale map such that l0 = S̃/mS̃. In particular S ⊂ S̃ is
regular [40] theorem I.8.1(iv). Since O is Henselian and l0 ⊆ l = O/N , the
morphism ϕ factors through S̃.

Recall notation 2.1 and notation 2.2 for the regular local base change
S ⊂ S̃. We apply theorem 2.20 with s̃ := mS̃ and get:

m(x̃) = m(x) = p, ω(x̃) = ω(ϕ) > 0 and ε(x̃) = ε(x) > 0,

the right hand side equality holding because ñ = n. Applying theorem
2.14, X̃ = Spec(S̃[X]/(h̃)) is irreducible, so in the separable case (case (b)
of assumption (G)), the G = Z/p-action extends uniquely to X̃ and (G)
holds for (S̃, h̃, Ẽ). This proves that (S̃, h̃, Ẽ) satisfies the assumption of the
proposition, all other assumptions being trivially satisfied.
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Now W0 ×k(x0) Specl0 may be reducible, but Wr ×k(xr) Specl0 is irre-
ducible for r >> 0. After possibly changing indices, it can be assumed
that W := W0 ×k(x0) Specl0 is irreducible. Then W has normal crossings

with E at x if and only if W̃ := W ×S SpecS̃ has normal crossings with Ẽ
at x̃. Let Z̃ := Z ×S SpecS̃ and z̃ be the generic point of a component of
Z̃. By theorem 2.20, we have m(z̃) = m(z), so Z̃ is Hironaka-permissible at
x̃ w.r.t. Ẽ if and only if Z is Hironaka-permissible at x w.r.t. E. In other
terms, we may replace S by S̃ and thus assume that l0 = k(x0) in order to
prove the second statement.

Let now

er := dimk(xr)

Ir + m2
Sr

m2
Sr

≥ e− 1, tr := er − (e− 1) ≥ 0

for r ≥ 0. It can be assumed w.l.o.g. that (ue+1, . . . , ue+t0) ⊆ I0. We have
er+1 ≥ er for every r ≥ 0 and let e∞ := maxr≥0{er}. It can be assumed
w.l.o.g. that e0 = e∞.

Since l0 = k(xr) and Mr = aN for every r ≥ 0, the ring morphism

Sr → Ôv|K factors through Ŝr to a surjective morphism

ϕ̂r : Ŝr → Ôv|K .

Let Îr be the kernel of ϕ̂r, so we have

IrŜr ⊆ Îr and Ir = Îr ∩ Sr. (3.60)

After possibly replacing S0 by Sr for some r ≥ 0, it can be assumed that the
curve Spec(Ŝ0/Î0) is transverse to Ê = div(u1 · · · ue) ⊂ SpecŜ0. We claim
that

I0 = (u1, . . . , ue−1, ue+1, . . . , ue+t0). (3.61)

To prove the claim, suppose that I0 6= J0 := (u1, . . . , ue−1, ue+1, . . . , ue+t0).
We let ûj := uj, 1 ≤ j ≤ e + t0 and pick a basis

Î0 = J0 + (ûe+t0+1, . . . , ûn) (3.62)

of Î0. Since S0 is excellent, the ring (Ŝ0/I0)Î0
is regular, hence reduced. By

assumption, I0 6= J0, so there exists f ∈ I0\J0 such that f restricts to a
regular parameter f in S := (Ŝ0/J0)Î0

:

ordÎ0
f = 1, ordmS

f = 1. (3.63)
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Let F ∈ grÎ0
(Ŝ0) ' Ŝ0/Î0[{Ûj}j 6=e] be the initial form of f . There is an

expansion

F =
∑

j 6=e

FjÛj, Fj ∈ Ŝ0/Î0.

By (3.63) we have Fj 6= 0 for some j, 1 ≤ j ≤ e + t0. Suppose that

∃j0, 1 ≤ j0 ≤ e + t0 | m := min
j 6=e

{ord(ue)Fj} = ord(ue)Fj0 .

Replacing f with f − γj0uj0u
m
e for some unit γj0 ∈ S0 preserves (3.63) while

increasing ord(ue)Fj0 . Applying finitely many times this procedure, it can be
assumed that

m := min
j 6=e

{ord(ue)Fj} < min
j0≤e+t0

{ord(ue)Fj0}. (3.64)

By lemma 3.9 below, there exists r ≥ 1 and a writing

fr = um+r
e gr, gr 6∈ (ue)Sr, ordmSr

gr = 1.

Furthermore the last statement in ibid. shows that inÎr
gr ∈ (grÎr

Ŝr)1 is trans-
verse to the initial forms u−r

e Uj, 1 ≤ j ≤ e+t0, j 6= e by (3.64). Since gr ∈ Ir,
this implies that er > e0: a contradiction, so claim (3.61) is proved. Since
(3.61) is stable by further blowing ups, this proves that Wr is transverse to
the reduced preimage of div(u1 · · · ue) for every r >> 0.

Let (û1, . . . , ûn; Z) be well adapted coordinates at x. There is an associa-
ted expansion

h = Zp + f1,ZZp−1 + · · ·+ fp,Z , f1,Z , . . . , fp,Z ∈ Ŝ0.

We factor out fi,Z = umi
e gi,Z , 1 ≤ i ≤ p, with gi,Z = 0 or (ue does not divide

gi,Z , mi ∈ N). The formal completion Ŝ1 of the local blowing up S1 has a
r.s.p. (û′1, . . . , û

′
n) given by

û′e = ûe = ue and û′j = ûj/ue, j 6= e.

Let Z ′ := Z/ue, h′ := u−p
e h ∈ S1[Z

′] define the strict transform (X1, x1),
since m(ϕ) = p. We thus have

fi,Z′ = u−i
e fi,Z , 1 ≤ i ≤ p. (3.65)
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By proposition 2.6, the polyhedron ∆Ŝ1
(h′; û′1, . . . , û

′
n; Z ′) is minimal. Ap-

plying again lemma 3.9 below, it can be assumed w.l.o.g. that

ordmŜ0
gi,Z = ordÎ0

gi,Z , 1 ≤ i ≤ p. (3.66)

Let Ẑ0 := V (Z ′, Î0) ⊂ (X̂0, x̂) and ẑ be its generic point. Suppose that
δ(ẑ) < 1 and let i0 such that i0δ(ẑ) = ordÎ0

fi0,Z < i0. Applying (3.65) gives

ordmŜ1
fi0,Z′ = mi0 + i0(δ(ẑ)− 1) < mi0 .

This can repeat only finitely many times, a contradiction with m(ϕ) = p.
Hence δ(ẑ) ≥ 1, i.e. m(ẑ) = p. By excellence, this implies that m(z) = p.
Therefore Zr is Hironaka-permissible at xr for every r >> 0.

Similarly, replacing S0 by Sr for some r ≥ 0 and arguing as above, it can
be assumed that

ε(ẑ) = min
1≤i≤p

{
ordÎ0

(H(x)−if p
i,Z)

i

}
= ε(x̂).

This proves that Ẑ0 is permissible of the first kind at x̂. Note that this fur-
thermore implies that ε(xr) = ε(ẑ) for every r ≥ 0 and the second statement
of the proposition is proved.

In order to prove that alternative (1) in the last statement holds, we may
also replace S by S̃ as above and thus assume that l0 = k(x0). If ε(z) = ε(ẑ),
then Zr is permissible of the first kind at xr (definition 3.1(ii)). This proves
that alternative (1) in the proposition is fulfilled or ε(ẑ) > ε(z) which we may
assume from now on.

By theorem 2.20(2.ii), we have dimZr ≥ 2 (statement ñ > n of ibid.
applied under the assumption l0 = k(x0)) and

ε(ẑ)− 1 = ω(z) = ε(z) = ε(x̂)− 1 = ε(x)− 1, i0(ẑ) = i0(z) = p. (3.67)

We pick again well adapted coordinates (û1, . . . , ûn; Ẑ) at x̂. Since Ẑ0 is
permissible of the first kind at x̂, proposition 3.1 (with notations as therein)
gives the following property for the initial form inmŜ0

h ∈ G(mŜ0
)[Ẑ]:

H−1
0 Gp

0 ∈ k(x̂)[Û1, . . . , Ûe−1, Ûe+1, . . . Ûn]ε(x̂).
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Since i0(ẑ) = p, we have G0 = 0, i.e. i0(x̂) = p. This proves that definition
3.1(ii) is satisfied in any case.

To prove that alternative (2) in the proposition is fulfilled, we first assume
that l0 = k(x0) as before, then push down the result from S̃ to S. Let
(u1, . . . , un; Z) be well adapted coordinates at x and consider the initial form
inW0h = Zp + Fp,Z,W0 ∈ G(W0)[Z]. Let

J := {1, . . . , e− 1, e + 1, . . . , e + t0}.

Since ε(ẑ) > ε(z), we have δ(z) ∈ N and

G(W0) = S0/I0[{Uj}j∈J ], Fp,Z,W0 ∈ (Ŝ0/Î0[{Uj}j∈J ]δ(z))
p (3.68)

by theorem 2.20(2.ii). By theorem 2.4, the polyhedron

∆Ŝ0
(h; {uj}j∈J ; Z) = prJ(∆Ŝ(h; u1, . . . , un; Z)) is minimal,

where prJ : Rn → RJ denotes the projection on the (uj)j∈J -space. Let

Φj := H−1
W0

∂Fp,Z,W0

∂uj

⊆ G(W0)ε(z), cl0Φj = 0, j 6∈ J, j 6= e, (3.69)

since ε(x) = ε(z) + 1. The local blowing up S1 has a r.s.p. (u′1, . . . , u
′
n) given

by 



u′j = uj/ue if j ∈ J
u′e = ue

u′j = uj/ue − δj if j 6∈ J, j 6= e

where δj ∈ S0 is a unit or zero since we are assuming that l0 = k(x0). Let

Z ′ := Z/ue − θ, θ ∈ S1, h′ := u−p
e h ∈ S1[Z

′]

define the strict transform (X1, x1), with ∆Ŝ1
(h′; u′1, . . . , u

′
n; Z ′) minimal and

consider the initial form

inW1h = Z ′p + Fp,Z′,W1 ∈ G(W1)[Z
′], G(W1) = S1/I1[{U ′

j}j∈J ].

It is easily derived from (3.68)(3.69) that

Φ′
j := H−1

W1

∂Fp,Z′,W1

∂u′j
= u−ε(x)

e Φj ⊆ G(W1)ε(z), j 6∈ J, j 6= e.
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Applying again lemma 3.9 below, it can be assumed w.l.o.g. that

(Φj = umj
e Ψj, cl0Ψj 6= 0) or Φj = 0, j 6∈ J, j 6= e. (3.70)

This equation is valid when l0 = k(x0) and holds for S if and only if it holds
for S̃. We may therefore replace S by S̃ as before.

Let x = (x1, . . . , xn) ∈ Nn be a vertex of ∆Ŝ0
(h; u1, . . . , un; Z) mapping to

a vertex of ∆Ŝ0
(h; {uj}j∈J ; Z) with

∑
j∈J xj = δ(y). By (3.68) we have xj ∈ N

for j ∈ J . Suppose that xj ∈ N for every j 6= e. Since Ŝ0/Î0 ' k(x)[[ue]],
(3.68) implies that x is solvable: a contradiction. Taking j such that xj 6∈ N,
there exists j 6∈ J , j 6= e such that Φj 6= 0. This proves that

r1 := min{mj, j 6∈ J, j 6= e : Φj 6= 0}
is well defined and that we have

Φp,Z,W0 := u−r1
e H−1

W0
Fp,Z,W0 ⊆ G(W0)ε(z), cl1Φp,Z,W0 6∈ (ue)G(W0)ε(z). (3.71)

If r1 = 0, then alternative (2) is fulfilled (definition 3.2(iii)) since

J(Fp,Z,W0 , E, W0) =< {cl0Φj}j 6∈J,j 6=e >6= 0.

by (3.71). Note that this situation does not occur if ε(xr0) = 1, since ω(ϕ) >
0.

Otherwise, we define V0 := V (ue, I0) and Y0 := η−1
0 (V0) ⊂ Z0. Then Y0

is Hironaka permissible at x0 and its generic point y0 has ε(y0) = ε(x) by
(3.71). Let X̃1 be the blowing up of X0 along Y0 and note that ϕ lifts to the
point x̃1 on the strict transform Z̃1 of Z0. Let h̃ := u−p

e h ∈ S̃1[Z̃] define the
strict transform (X̃1, x̃1) of (X , x), W̃1 := η̃1(Z̃1). By proposition 2.6, the
initial form

inW̃1
h̃ = Z̃p + Fp,Z̃,W̃1

∈ G(W̃1)[Z̃], G(W̃1) = S̃1/Ĩ1[{Ũj}j∈J ]

satisfies a relation (3.71) with associated integer r̃1 = r1 − 1. Iterating r1

times this procedure, we get some (X̃r1 , x̃r1) with initial form

inW̃r
h̃r = Z̃p

r + Fp,Z̃r,W̃r
∈ G(W̃r)[Z̃r], G(W̃r) = S̃r/Ĩr[{Ũj,r}j∈J ]

with Ũj,r = u−r1
e Uj, j ∈ J . We have

Φ̃r := H−1

W̃r
Fp,Z̃r,W̃r

) ⊆ G(W̃r)ε(z), cl1Φ̃r 6∈ (ue)G(W0)ε(z). (3.72)
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By proposition 3.3, we now have ω(x̃r1) = ε(z) = ε(xr0) − 1 ≥ 0. Thus
ω(x̃r1) > 0 if ε(xr0) ≥ 2 and we are done by the former case r1 = 0. Other-
wise, ε(xr0) = 1 and ω(x̃r1) = 0 and the conclusion follows.

Example 3.1. Take S = k[u1, u2, u3, u4](u1,u2,u3,u4) with k a field of character-
istic p > 0. We let:

h = Zp + up
2u4u

p
3 + u3u

p
1 ∈ S[Z].

Then (u1, u2, u3, u4) are adapted to (S, h, E), E := div(u1u2) (definition 2.6)
and (u1, u2, u3, u4; Z) are well adapted coordinates at the closed point x =
(Z, u1, u2, u3, u4) of X = Spec(S[Z]/(h)) (definition 2.8). Indeed, it is easily
seen that:

SingpX := {y ∈ X : m(y) = p} = V (Z, u1, u2) ∪ V (Z, u1, u3), ω(x) = p.

Let ϑ(t) :=
∑

i≥1 λit
i ∈ k[[t]] be a power series which is transcendental

over k(t). We define a nonconstant well-parametrized k-linear formal arc on
(X , x) by:

ϕ(Z) = ϕ(u1) = ϕ(u3) = 0, ϕ(u2) = u2, ϕ(u4) = ϑ(t)p.

The quadratic sequence along ϕ has well adapted coordinates (u
(r)
1 , . . . , u

(r)
4 , u−r

2 Z)

at xr where u
(r)
j := u

(r−1)
j /u

(r−1)
2 , j 6= 2, u

(r)
2 := u

(r−1)
2 for every r ≥ 1, with

u
(0)
j := uj, 1 ≤ j ≤ 4. Let

v
(r)
4 := u−r

2 (u4 −
∑
ip≤r

λp
i u

ip
2 ), Tr := u−r

2 (Z + (u
(r)
3 )p

∑
ip≤r

λp
i u

ip
2 ), r ≥ 0.

Then ϕ factors through

(Xr, xr) = (Spec(Sr[Tr]/(hr), xr), Sr = S[u
(r)
1 , u

(r)
3 , u

(r)
4 ]

(u
(r)
1 ,...,u

(r)
4 )

,

and the strict transform hr of h is given by

hr := T p
r + (u

(r)
2 )r

(
(u

(r)
2 )pv

(r)
4 (u

(r)
3 )p + u

(r)
3 (u

(r)
1 )p

)
.

We have Zr := V (Tr, u
(r)
1 , u

(r)
3 ) for every r ≥ 1. Note that Zr is not permis-

sible at xr. Therefore ϕ fulfills alternative (2) of proposition 3.8.
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Remark 3.3. We do not know if the conclusion of proposition 3.8 is still valid
for n ≥ 4 when removing the assumption “l|k(xr) is algebraic with finite
inseparable degree for some r ≥ 0”. When n = 3, it can be proved that the
above assumption is actually implied by “m(ϕ) = p and ω(ϕ) > 0”. This is
a (very) special case of the proof given in [24].

The following lemma is elementary and well-known.

Lemma 3.9. Let S be a regular local ring (not necessarily excellent) of di-
mension n ≥ 1 with r.s.p. (u1, . . . , un) and

C := V (u1, . . . , un−1) ⊂ (S0, s0) := SpecS

be a regular curve. Let

(S0, s0) ← (S1, s1) ← · · · ← (Si, si) ← · · ·

be the composition of local blowing ups such that Si is the blowing up of Si−1

along si−1 and si ∈ Si is the point on the strict transform Ci of C for i ≥ 1.
Let f ∈ S, f 6= 0 and denote d := ordCf . There exists m, i0 ∈ N such

that for every i ≥ i0, there is a decomposition

f = um+di
n gi, gi ∈ Si := OSi,si

and ordCi
gi = ordsi

gi = d.

Furthermore, the initial form inCi
gi ∈ (grICi

Si)d is the strict transform of

inCf ∈ (grIC
S)d ' S/(u1, . . . , un−1)[U1, . . . , Un−1]d.

Proof. We have Si = Si−1[u
(i)
1 , . . . , u

(i)
n−1](u(i)

1 ,...,u
(i)
n )

, where u
(i)
j := u

(i−1)
j /u

(i−1)
n ,

1 ≤ j ≤ n−1, u
(i)
n := u

(i−1)
n for every i ≥ 1, with u

(0)
j := uj, 1 ≤ j ≤ n. Then

Ci = V (u
(i)
1 , . . . , u

(i)
n−1) with these notations. There is an expansion

f = (u(i−1)
n )mi−1gi−1, gi−1 :=

∑
x∈S

γ(x)(i−1)(u
(i−1)
1 )x1 · · · (u(i−1)

n )xn ∈ Si−1,

where γ(x)(i−1) ∈ Si−1 is a unit for each x ∈ S, S ⊂ Nn a finite set, mi−1 ∈ N,

gi−1 6∈ (u
(i−1)
n ). Since ordCf = d, it can be assumed without loss of generality

that
d = min

x∈S
{x1 + · · ·+ xn−1}.
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Therefore

d = ordCi−1
gi−1 ≤ di−1 := ordsi−1

gi−1 = min
x∈S

{| x |}.

Note that the initial form inCi−1
f is given by

inCi−1
f =

∑

x1+···+xn−1=d

γ(x)(i−1)(u(i−1)
n )xn(U

(i−1)
1 )x1 · · · (U (i−1)

n−1 )xn−1 ,

where γ(x)(i−1), u(i−1)
n ∈ Si−1/(u

(i−1)
1 , . . . , u

(i−1)
n−1 ) denote the classes of the

corresponding elements in Si−1. After blowing up, we get an expansion

f = (u(i)
n )mi−1+di−1gi, gi :=

∑
x∈S

γ(x)(i−1)(u
(i)
1 )x1 · · · (u(i)

n−1)
xn−1(u(i)

n )|x|−di−1 ∈ Si.

Let Ai−1 := {x ∈ S : x1 + · · · + xn−1 < di−1}. For each x ∈ Ai−1, we have
| x | −di−1 < xn. We deduce:

0 ≤ min
x∈Ai

{xn} < min
x∈Ai−1

{xn}.

This proves that there exists i0 ≥ 0 such that Ai = ∅ for every i ≥ i0. Then
di = d for i ≥ i0. This proves the first statement in the lemma, taking
m := mi0 − di0 ≥ 0. Finally, this construction preserves the initial form
inCf , i.e.

inCi
f = u−(m+di)

n (inCf)
(
ui

nU
(i)
1 , . . . , ui

nU
(i)
n

)
,

and this concludes the proof.

Theorem 3.10. Let Y ⊂ (X , x) be an integral closed subscheme with generic
point y. The set

Ω(Y) := {y′ ∈ Y : (m(y′), ω(y′), κ(y′)) = (m(y), ω(y), κ(y))} ⊆ Y
contains a nonempty Zariski open subset of Y.

Let furthermore Z ⊃ Y be an integral closed subscheme with generic point
z such that Z is permissible (of the first or second kind) at y. The set

Perm(Y ,Z) := {y′ ∈ Y : Z is permissible at y′} ⊆ Y
contains a nonempty Zariski open subset of Y.
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Proof. Our function (m,ω, κ) refines the multiplicity function m on X , and
our notion of permissible blowing up refines the Hironaka-permissibility. We
may thus apply the well known openness of these properties. It is therefore
sufficient to prove the first statement when m(y) = p. For the second state-
ment, we take a nonempty Zariski open set U1 ⊆ Y such that Z is Hironaka
permissible at every y′ ∈ U1.

Let W := η(Y), s := η(y), WZ := η(Z) for the second statement. We pick
an adapted r.s.p. (u1, . . . , uns) of Ss, where Es = div(u1 · · · ues). For every
y′ ∈ U1 there exists an adapted r.s.p. (u1, . . . , uny′ ) of Sη(y′) (i.e. Eη(y′) =
div(u1 · · · uey′ ), ey′ ≥ es) such that Ss is the localization of Sη(y′) at some
prime

I(Wy′) = ({uj}j∈Jy′ ), Jy′ ⊆ {1, . . . , ny′}.
After possibly shrinking U1 ⊆ Y , it can be assumed without loss of generality
that ey′ = es for every y′ ∈ U1.

We now choose any point y0 ∈ U1. Let (u1, . . . , un0 ; Z) be well adapted
coordinates at y0, s0 := η(y0), S0 := Ss0 . There is a corresponding expansion

h = Zp + f1,ZZp−1 + · · ·+ fp,Z ∈ S0[Z], f1,Z , . . . , fp,Z ∈ S0.

After possibly restricting again U1, we may assume that the rational functions
u1, . . . , un0 , f1,Z , . . . , fp,Z are regular at η(y′) for every y′ ∈ U1. Moreover, we
have in Sη(y′)

I(W ) = ({uj}j∈J) (and I(WZ) = ({uj}j∈JZ ) for the second statement)

with JZ ⊆ J = {1, . . . , n}, ny′ ≥ n, subsets which do not depend on y′. We
fix an associated expansion at s0:

fi,Z =
∑
x∈Si

γ(i,x)uix1
1 · · · uixn0

n0 ∈ S0, 1 ≤ i ≤ p,

with Si ⊂ (1
i
N)n0 finite and γ(i,x) ∈ S0 a unit for each x ∈ Si. After possibly

restricting again U1, it may also be assumed that each γ(i,x) appearing in
some fi,Z , 1 ≤ i ≤ p, is a regular function at η(y′). By theorem 2.4, the
polyhedra

∆Ŝ0
(h; {uj}j∈J ; Z) (and ∆Ŝ0

(h; {uj}j∈JZ ; Z)) are minimal. (3.73)

We define Ai ⊂ (1
i
N)J (and Ai,Z ⊂ (1

i
N)JZ for the second statement)

to be the respective images of Si by the projections prJ : Rn0 → RJ and
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prJZ : Rn0 → RJZ . Given a ∈ Ai, we let:

γ(i, a) :=
∑

prJ (x)=a

γ(i,x)
∏

j 6∈J

u
ixj

j ∈ S0.

By definition of ε(y), we have:

ε(y) = p min
1≤i≤p

min
a∈Ai

{| a |: γ(i, a) 6= 0} −
es∑

j=1

Hj. (3.74)

Let B ⊂ Qn be the set of (i, a) achieving equality on the right hand side
of (3.74). The initial form polynomial inmSs

h is thus of the form

inmSs
h = Zp +

∑

(i,a)∈B

γ(i, a)
∏
j∈J

U
iaj

j Zp−i ∈ G(mSs)[Z], (3.75)

where γ(i, a) denotes the image in k(y). Let

B0 := {(i, a) ∈ B : ∃(i, a) ∈ B, i 6= p or (i = p and a 6∈ NJ)}.
Case 1. Suppose that B0 6= ∅. We define:

U := {y′ ∈ U1 : ∀(i, a) ∈ B0, γ(i, a) is a unit in Sη(y′)}.
Since γ(i, a) is nonzero for (i, a) ∈ B by (3.74), U is a nonempty Zariski
open subset of Y . To y′ ∈ U , we associate x ∈ ∆Ŝη(y′)

(h; u1, . . . , uny′ ; Z)

(depending on (i, a)) by
{

xj = aj if j ∈ J
xj = 0 if j 6∈ J

Computing initial forms from definition 2.2 with αy′ := (1, . . . , 1) ∈ Rny′ ,
δαy′ (h; u1, . . . , uny′ ; Z) = δ(y), the corresponding initial form polynomial

inαy′h = Zp +

p∑
i=1

Fi,Z,αy′Z
p−i ∈ G(mSη(y′))[Z] (3.76)

is such that Fi,Z,αy′ 6= 0 for some i 6= p or Fp,Z,αy′ 6∈ k(y′)[Up
1 , . . . , Up

ny′
].

Therefore δ(y′) = δ(y) and we deduce that

ε(y′) = ε(y) for every y′ ∈ U . (3.77)
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To prove the first statement, note that we are already done by (3.77) if
ε(y) = 0. Assume now that ε(y) > 0. If i0(y) = p− 1, there exists some (p−
1, a0) ∈ B0 for some a0 ∈ NJ . Let y′ ∈ U and pick well adapted coordinates
(u1, . . . , uny′ ; Zy′) at y′. The corresponding initial form polynomial

inmSη(y′)
h = Zp

y′ −Gp−1
y′ Zy′ + Fp,Zy′ ∈ G(mSη(y′))[Zy′ ]

is such that < Gy′ >=< Ua0 > (resp. Gy′ = 0) if i0(y) = p − 1 (resp. if
i0(y) = p). We have

Fp,Zy′ =
∑

(p,a)∈B0

λy′(p, a)Ua + Ψy′ ⊆ G(mSη(y′))ε(y),

where λy′(i, a) ∈ k(y′), λy′(i, a) 6= 0, Ψy′ ∈ k(y′)[{Up
j }j∈J ] for every (p, a) ∈

B0 and every y′ ∈ U . Comparing with definition 2.16, we have ω(y′) = ω(y),
κ(y′) = 1 if κ(y) = 1 for y′ ∈ U . This proves the first statement in case 1.

For the second statement, we are also done if ε(z) = ε(y), i.e. if Z is of
the first kind at y. Suppose that Z is permissible of the second kind at y.
In particular, we have ε(y) > 0. There exist j1(y) ∈ J\JZ and j′(y) ∈ J\JZ ,
j′(y) ≥ es + 1, satisfying the conclusion of proposition 3.3. Let y′ ∈ U and
pick well adapted coordinates (u1, . . . , uny′ ; Zy′) at y′. The corresponding
initial form polynomial (3.77) again satisfies

H−1
y′ Gp

y′ ⊆ Uj1(y)k(y′)[U1, . . . , Uny′ ]ε(y)

and there is an expansion

H−1
y′ Fp,Zy′ =<

∑

j′∈J ′
Uj′Φj′({Uj}j∈J) + Ψ({Uj}j∈J) >⊆ G(mSη(y′))ε(y)

with Φj′(y0) 6= 0, hence Y is permissible of the second kind at y′ and the
conclusion follows.

Case 2. Suppose on the contrary that B0 = ∅. By (3.75), we have

inmSs
h = Zp +

∑

(p,a)∈B

γ(p, a)
∏
j∈J

U
paj

j ∈ G(mSs)[Z] (3.78)

and this proves that

δ(y) ∈ N, ω(y) = ε(y) and κ(y) ≥ 2. (3.79)
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Since ({uj}j∈J ; Z) are well adapted coordinates at y, there exists a vertex
a0 ∈ ∆Ŝs

(h; {uj}j∈J ; Z), (p, a0) ∈ B which is not solvable, i.e. γ(p, a0) 6∈
k(y)p. Let B1 ⊆ B0 be the nonempty subset defined by

B1 := {(p, a) ∈ B : γ(p, a) 6∈ k(y)p}.

Given (p, a) ∈ B1, we define a morphism:

η(p,a) : Y(p,a) := Spec

( OU1 [T ]

(T p − γ(p, a))

)
−→ U1.

Note that Y(p,a) is integral and η(p,a) is finite and purely inseparable. We
define:

U := {y′ ∈ U1 : ∀(p, a) ∈ B1, η
−1
(p,a)(y

′)red is a regular point of Y(p,a)}.

Since Y(p,a) is excellent, its regular locus is a nonempty Zariski open set. We
deduce that U is a nonempty Zariski open subset of Y .

For y′ ∈ U1 and (p, a) ∈ B, we denote by λy′(p, a) ∈ k(y′) the residue of
γ(p, a). The property

“η−1
(p,a)(y

′)red is a regular point of Y(p,a) ”

is equivalently characterized as follows: either (a) λy′(p, a) 6∈ k(y′)p, or (b)
there exists δy′(p, a) ∈ OY,y′ such that

vy′(p, a) := γ(p, a)− δy′(p, a)p

is a regular parameter at y′.
We now prove the first statement. Let y′ ∈ U and pick well adapted

coordinates (u1, . . . , uny′ ; Zy′) at y′. Let

B(y′) := {(p, a) ∈ B1 : (a) is satisfied}.

Suppose that B(y′) 6= ∅. We get δ(y′) = δ(y), i0(y
′) = p and the initial form

polynomial inmSη(y′)
h ∈ G(mSη(y′))[Zy′ ] is

inmSη(y′)
h = Zp

y′ +
∑

(p,a)∈B(y′)

λy′(p, a)Ua + Ψp
y′
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where λy′(p, a) 6∈ k(y′)p and Ψy′ ∈ k(y′)[{Up
j }j∈J ]. This shows that

ω(y′) = ε(y′) = ε(y) = ω(y),

the right hand side equality by (3.79). Moreover κ(y′) ≥ 2, so y′ ∈ Ω(Y).
Suppose on the contrary that B(y′) = ∅. We get

δ(y′) = δ(y) +
1

p
, i0(y

′) = p (since δ(y′) 6∈ N)

and the initial form polynomial inmSη(y′)
h ∈ G(mSη(y′))[Zy′ ] is

inmSη(y′)
h = Zp

y′ +
∑

(p,a)∈B1

Vy′(p, a)Ua + Ψy′ ,

where Vy′(p, a) ∈< U1, . . . , Uny′ > \ < {Uj}j∈J >, Ψy′ ∈ k(y′)[{Uj}j∈J ]pδ(y)+1.
This shows that ω(y′) = ε(y′)−1 = ε(y) = ω(y), applying again (3.79). More-
over κ(y′) ≥ 2, so y′ ∈ Ω(Y). This concludes the proof of the first statement.

For the second statement, note that Z is necessarily of the first kind at y
in case 2, since (3.78) is not compatible with proposition 3.3. With notations
as above, Z is then permissible of the first kind (resp. of the second kind)
at y′ if B(y′) 6= ∅ (resp. if B(y′) = ∅). This concludes the proof.

Corollary 3.11. With notations as above, the function

ι : X → {1, . . . , p} × N× {0, 1,≥ 2}, y 7→ (m(y), ω(y), κ(y))

is a constructible function on X . In particular, it takes finitely many distinct
values.

Proof. This follows from the previous theorem and Noetherian induction on
X .

Remark 3.4. The constructible sets Xp,a := {y ∈ X : (m(y), ω(y)) ≤ (p, a)},
a ∈ N are not in general Zariski open (example 3.2 below). See next propo-
sition for closedness of the set (m(y), ω(y)) > (p, 0).

We do not know if the sets Perm(Y ,Z) as in the theorem are constructible
subsets of Y . An important issue about permissibility is addressed below in
question 3.1.
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Theorem 3.10 is sufficient for our applications to Local Uniformization.
About a possible extension of our methods to a global Resolution of Sin-
gularities statement, we remark the following: let S be an excellent regular
domain,

η : X → S
be a finite morphism, x ∈ X be such that (X , x) → Sη(x) satisfies the as-
sumption of theorem 3.10. It is easily seen that its conclusion extends to
some affine neighbourhood U of x on X .

Example 3.2. Let S = k[[u1, u2, u3]], k a (nonperfect) field of characteristic
p > 0, λ ∈ k\kp. We take:

h = Zp − (u2
1u2)

p−1Z + up
1(u3u

p−1
1 + λup

3) ∈ S[Z], E = div(u1u2).

The coordinates (u1, u2, u3; Z) are well adapted to (S, h,E). Let

x := (Z, u1, u2, u3), y := (Z, u1, u3).

We have H(x) = (up
1), m(x) = m(y) = p, and compute:

inmS
h = Zp + Up

1 (U3U
p−1
1 + λUp

3 ), i0(x) = p, ω(x) = ε(x)− 1 = p− 1.

On the other hand, we have:

inmSη(y)
h = Zp − (U2

1 u2)
p−1Z + Up

1 (U3U
p−1
1 + λUp

3 ), i0(y) = p− 1, ε(y) = p.

To compute ω(y), we must introduce a truncation operator

Ty : k(y)[U1, U3]2p → k(y)[U1, U3]2p

as in definition 2.16 and get TyFp,Z,y = λUp
1 Up

3 , so ω(y) = p > ω(x). This
proves that the set X(p,p−1) := {y ∈ X : (m(y), ω(y)) ≤ (p, p − 1)} is not
Zariski open.

Proposition 3.12. Let (X , x) be as in the theorem. The set

Ω+(X ) := {y ∈ X : (m(y), ω(y)) > (p, 0)} ⊆ X

is Zariski closed and of dimension at most n− 2.
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Proof. Let ξ ∈ X be the generic point of an irreducible component of η−1(E).
Then (m(ξ), ε(ξ)) ≤ (p, 0), so ξ 6∈ Ω+(X ). Therefore it is sufficient to prove
that Ω+(X ) is Zariski closed.

We will use the Nagata Criterion to prove openness of X\Ω+(X ). By
theorem 3.10, it is sufficient to prove that Ω+(X ) is stable by specialization.
Let y0 Ã y1 be a specialization in X and assume that y1 6∈ Ω+(X ). We
must prove that y0 6∈ Ω+(X ), so we are reduced to the case m(y0) = p. Let
Y0 := {y0}.

By localizing η at η(y1), it can be furthermore assumed that y1 = x.
Arguing by induction on the dimension of Y0, it can be furthermore assumed
that Y0 is a curve. Let

(X , x) =: (X0, x0) ← (X1, x1) ← · · · ← (Xr, xr) ← · · ·
be a sequence of local blowing ups at closed points belonging to the strict
transform of Y0. We have m(xr) ≥ m(y0) = p, so m(xr) = p for every r ≥ 0.
Since S is excellent, the strict transform of Y0 in Xr is Hironaka permissible
for r >> 0. By construction, these maps induce local isomorphisms at y0.

We then have (m(xr), ω(xr)) ≤ (p, 0) by proposition 2.22, hence ω(xr) = 0
since m(xr) = p for every r ≥ 0. In other words, after possibly replacing
(X , x) by (Xr, xr) for some r ≥ 0, it can be assumed that Y0 is Hironaka
permissible. Then there exist well adapted coordinates (u1, . . . , un; Z) at x
such that

I(W0) = ({uj}j∈J0),W0 := η(Y0)

with J0 = {1, . . . , n}\{j′} for some j′ (since Y0 is a curve). We let s0 := η(y0),
S0 := Ss0 . By theorem 2.4, the polyhedron ∆Ŝ(h; {uj}j∈J ; Z) is minimal, so
we deduce that ε(y0) ≤ ε(x).

Since ω(x) = 0 by assumption, we have ω(y0) = 0 except possibly if
ε(y0) = ε(x) = 1. Since ω(x) = 0, the initial form polynomial inW0h ∈
G(mS)[Z] then satisfies

H−1
W0

Fp,Z,W0 =<
∑
j∈J0

γjUj >⊆ G(W0)1 = S/I(W0)[{Uj}j∈J0 ],

and there exists j0 ∈ J0, e + 1 ≤ j0 ≤ n such that γj0 is a unit in S/I(W0).
This gives ω(y0) = 0 if i0(y) = p. If i0(y) = p − 1, we must introduce a
truncation operator

T0 : G(mS0)pδ(y0) → G(mS0)pδ(y0),
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as in definition 2.16 in order to compute ω(y0). However, T0 proceeds from
definition 2.14 in the special case pδ(y0) = 1 +

∑
j∈J0

Hj. Lemma 2.17 then
implies that

H−1
W0

KerT0 ⊆< {Uj}j∈J0,j≤e >⊂ G(mS0)pδ(y0).

Since j0 ≥ e+1, we thus have HW0Uj0 * KerT0 and this proves that ω(y0) = 0
as required.

A very special case of the following question (for µ a discrete valuation
with some extra assumption) has been answered in the affirmative in theo-
rem 3.8 above.

Question 3.1. Let Y = Y0 be an integral closed subscheme with generic point
y, m(y) = p, ω(y) > 0, and let µ be a valuation centered at mS. Does there
exist a finite sequence of permissible local blowing ups along µ:

(X , x) =: (X0, x0) ← (X1, x1) ← · · · ← (Xr, xr)

with centers Zi ⊂ (Yi, xi), Yi denoting the strict transform of Y in (Xi, xi),
0 ≤ i ≤ r, such that Yr is permissible at xr?

4 Projection number and projection theorem.

Let (S, h,E) satisfy assumptions (G) and (E). In this section, we perform
induction on the dimension n+1 = dimS[Z] of the ambient space of X . This
step is for now far out of reach in arbitrary dimension and little more than
definitions could be stated when n ≥ 4. Therefore:

We assume from now on that dimS ≤ 3.

4.1 The projection number κ(y).

For y ∈ X , s := η(y) ∈ SpecS, the assignment κ(y) ≥ 2 has sofar been used
to express κ(y) 6= 1; we now distinguish κ(y) = 2, 3, 4 when κ(y) ≥ 2. This
completes the definition of the complexity function (2.60):

ι : X → {1, . . . , p} × N× {1, . . . , 4}, y 7→ (m(y), ω(y), κ(y)).
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The projection number κ(y) expresses the transverseness of VDir(y) w.r.t.
Es. It has no particular invariance property w.r.t. regular local base change
S ⊆ S̃ (S̃ excellent and dimS̃ ≤ 3) when κ(y) ≥ 2.

In the following definition it can be assumed without loss of general-
ity that s = mS by localizing S at s, since our assumptions (G) and (E)
are stable when changing (S, h,E) to (Ss, hs, Es) (notation 2.2). We write
E = div(u1 · · · ue) as before.

Definition 4.1. Assume that m(x) = p, ω(x) > 0 and κ(x) ≥ 2, where
η−1(mS) = {x}. We let

κ(x) := 4 if VDir(x) ⊆< U1, . . . , Ue > . (4.1)

Assume furthermore that κ(x) 6= 4. We let κ(x) := 3 if (ω(x) = ε(x)− 1 and
one of the following conditions is satisfied).

(1) E = div(u1) and there exists well adapted coordinates (u1, . . . , un; Z)
at x (so n ≤ 3) such that

VDir(x) ⊆< U1, U2 > and H−1∂Fp,Z

∂U3

⊆< U
ω(x)
1 >;

(2) E = div(u1u2).

Finally, we let κ(x) := 2 if κ(x) 6= 3, 4.

Remark 4.1. When dimOX ,x = 2, the definition reduces to: if E = div(u1u2),
let κ(x) := 4; if E = div(u1), let:

κ(x) :=





2 if ω(x) = ε(x) and VDir(x) *< U1 >;
3 if ω(x) = ε(x)− 1 ;
4 if ω(x) = ε(x) and VDir(x) ⊆< U1 > .

We now turn to the statement of the projection theorem. Since it is
assumed here that ω(x) > 0, (X , x) is (analytically) irreducible by theorem
2.14. Assume that a valuation µ of L = k(X ) centered at x is given. We will
consider finite sequences of local blowing ups along µ:

(X , x) =: (X0, x0) ← (X1, x1) ← · · · ← (Xr, xr) (4.2)
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with Hironaka-permissible centers Yi ⊂ (Xi, xi), where xi, 0 ≤ i ≤ r, denotes
the center of µ. We require that our assumptions (G) and (E) be preserved
by such blowing ups and that

(m(xi), ω(xi)) ≤ (m(xi−1), ω(xi−1)), 1 ≤ i ≤ r.

This certainly holds when the blowing up centers are permissible of the first
or second kind by proposition 4.3 and theorem 3.6. In [24], we consider
further kinds of permissible blowing up having the same property. We recall
that all permissibility conditions (definitions 2.7, 3.1 and 3.2) always refer to
the reduced total transform Ei of E in Si, where there are projections

ηi : (Xi, xi) −→ SpecSi, 0 ≤ i ≤ r.

Similarly, ω(xi), ε(xi), κ(xi) are always computed w.r.t. Ei.

Finally, we emphasize that we do not require any particular behavior
about the numbers κ(xi) along the process (4.2), i.e. we may have κ(xi) >
κ(x) for some i, 1 ≤ i ≤ r. Our goal is to eventually achieve κ(xr) < κ(x).

Definition 4.2. Assume that m(x) = p and ω(x) > 0. Given any finite
sequence (4.2), we say that xr is very near x if ι(xr) ≥ ι(x).

We say that x is good if for every valuation µ of L = k(X ) centered at x,
there exists a finite and independent sequence (4.2) such that ι(xr) < ι(x).

Proposition 4.1. We denote by e(x) the codimension in k(x)[Z, U1, U2, U3]
of the directrix of the tangent cone of h at x, when e(x) ≥ 2 (i.e. when
δ(x) = 1 Definition 2.5), x is good.

Proof. Let us denote by f(x) the codimension of the ridge of the directrix of
the tangent cone of h at x [26] p. I-26, [27]1.5p. 203. The invariant we use is

(m(x),−f(x),−e(x))lex

. A consequence of a Giraud’s theorem [26] proposition 4.2 page II-33,
(m(x),−f(x))lex does not increase by Hironaka’s permissible blowing ups.
As a consequence of [36] Theorem 3 (m(x),−f(x),−e(x))lex does not in-
crease by Hironaka’s permissible blowing ups except in the case:

p = 2, F = λ(Z2 + λ2U
2
1 + λ1U

2
2 + λ1λ2U

2
3 )α, [k2(λ1, λ2) : k2] = 4. (4.3)
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When e(x) = 4, after the blowing-up centered at x, there is no near point
except in the case 4.3.

Since m(x′) = m(x), in this particular case, we have

x′ := V (U2
1 + λ1U

2
3 , U2

2 + λ2U
2
3 , Z2 + λ1λ2U

2
3 )

on π′−1(x) = Proj(k[Z, U1, U2, U3]/(F )). x′ is the point of parameters

(Y, v1, v2, u3) where Y :=
Z

u3

+u′1u
′
2, v1 = u′1

2
+λ1, v2 = u′2

2
+λ2, u′1 =

u1

u3

, u′2 =
u2

u3

.

In this case, we have f(x) = 1. The strict transform of h is

h′ = Y 2 + v1v2 mod (u3)

the ridge h′ is contained in two linear subspaces (V1, V2) mod U3 of the tangent
cone , we have f(x′) = 3:

(m(x)−, f(x),−e(x)) = (p,−1,−4) >lex (p,−3,−3) ≥lex (m(x′)−, f(x′),−e(x′)).

When e(x) = 3, then, if we blow up along x, then e(x′) ≥ e(x), f(x′) ≥
f(x). In case e(x) = 3, we make only blowing ups at closed points. Either
for some n, m(xn) < m, then we get the result; or we have equality for n ≥ 0.
Then, either e(xn) = 4, for some n ≥ 0, we get the result or xn is in case
4.3: then as the dimension of the ridge of the tangent cone is not increasing
[27], we cannot get a loop, we come back at worse to the case e(x) = 3 and
codimension of the ridge ≥ 3. We reach the case e(xn) = 3, by an usual
argument, the xn are all on the strict transform of a curve Cn which, for
n >> 0 is permissible for (h): we blow it up and there is no near point.

When e(x) = 2, we can choose Z, u3 in the M -adic completion of S[Z]
such that

VDir(h) =< U3, Z >, ∆(h; u1, u2; Z, u3) is minimal.

∆(h; u1, u2; Z, u3) is defined in [35] Definition (1.12). When ∆(h; u1, u2; Z, u3) =
∅, Singm(h) ⊃ V(Z, u3), if we blow up along, there is no near point, so
Singm(h) = V(Z, u3), by excellence, this is a non formal regular center, per-
missible in Hironaka’s sense: x is good.

So the remaining case is ∆(h; u1, u2; Z, u3) 6= ∅. This case is solved by
[19] 10 in the case char(k(x)) ≥ 3. In the case chark(x) = 2, the reader will
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realize that the hypothesis is used just to prove that in the algorithm used
in the proof, we never reach Hironaka’s case which may be intractable when
dimX is big. But with the hypotheses dimX = 2, m(x) = 2 this case is
solved just above.

Definition 4.3. The point x is combinatoric if the following algorithm starts
and stops with success.
(i) if there exists div(ui) ⊂ E such that div(ui)∩X is Hironaka-permissible,
choose one and blow up X along this one,
(ii) if the center x′ ∈ X ′ of our valuation is not ω-near x: success,
(iii) if x′ ∈ X ′ ω-near x, and e(x′) ≤ 2: success,
(iv) if x′ ∈ X ′ ω-near x, and ē(x′) = 3 and there exists div(ui) ⊂ E ′ such
that div(ui) ∩X ′ is Hironaka-permissible, go to (i),
(v) else failure.

Proposition 4.2. A combinatoric point is good.

Clear by definition and by 4.1

4.2 An extra assumption on the singular locus.

The following extra assumption (E)’ is used along the proof of the projection
theorem 4.4 below in [24]. It is used only as a shortcut in order to ensure
that certain exceptional curves on X are Hironaka-permissible and can be
blown up in order to reduce ω(x) (permissible curves of the third kind). Such
blowing up centers are not used in [13]. The authors do not know if such
blowing ups are relevant in dimension n ≥ 4.

Definition 4.4. We say that (S, h, E) satisfies condition (E)’ if it satisfies
condition (E) and if for x ∈ η−1(mS), we have:

ι(x) > (p, p, 2) =⇒ η−1(E) = SingpX .

As stated after definition 2.11, we have in any case SingpX ⊆ η−1(E)
whenever (S, h,E) satisfies condition (E). If s ∈ SpecS, then (Ss, hs, Es)
obviously satisfies condition (E)’ if (S, h, E) does.
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Proposition 4.3. Let π : X ′ → X be a permissible blowing up (of the first
or second kind) at x ∈ η−1(mS). If (S, h,E) satisfies condition (E)’, then,
with notations as in proposition 2.7, (S ′, h′, E ′) satisfies again (E)’ for every
s′ ∈ σ−1(s).

Proof. If (m(x), ω(x)) ≤ (p, p− 1), this reduces to proposition 2.13. Assume
that m(x) = p, ω(x) ≥ p. By proposition 3.5(i)(iv), there exists an adapted
r.s.p. (u′1, . . . , u

′
n′) of S ′, E ′ := div(u′1 · · ·u′e′) and we have

H(x′) = u′1
ε(y)−p

H(x),

where y ∈ SpecS is the generic point of the blowing up center Y ⊂ X ,
W = η(Y) = V ({uj}j∈J) and I(W )S ′ = (u′1). It is sufficient to prove that:

ord(u′1)H(x′) = ε(y)− p + ordW H(x) ≥ p. (4.4)

By definition 3.1 and proposition 3.3, we have ε(y) ≥ ω(x) ≥ p. On the other
hand, proposition 2.3(ii) and definition 2.10 give:

ord(uj)H(x) = pdj ≥ p, 1 ≤ j ≤ e

since η−1(E) ⊆ SingpX . Since W ⊂ E, JE 6= ∅ and (4.4) follows from:

ordW H(x) = p
∑
j∈JE

dj ≥ p.

4.3 The projection theorem.

The following projection theorem is proved in [24] by extending the methods
of [21].

Theorem 4.4. [24] Assume that m(x) = p, ω(x) > 0 and that (S, h, E)
satisfies assumption (E)’. Then x is good.

5 Reduction to the projection theorem.

In this chapter and the following one, we deduce theorems 1.1 and 1.3 from
theorem 4.4. All results are extensions of [20] and [23]. The proofs are
based on the following three characteristic free results which can be found
respectively in [2] theorem 3, a special case of [19] theorem 0.3 (with B = ∅)
and [20] proposition 4.2:
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Proposition 5.1. (Abhyankar) Let (R, m) and (R′,m′) be regular two-dimen-
sional local domains with a common quotient field and such that

R ⊆ R′, m′ ∩R = m.

Then R′ is an iterated quadratic transform of R.

Proposition 5.2. (Cossart-Jannsen-Saito) Let S be a regular Noetherian
irreducible scheme of dimension three which is excellent and X ↪→ S be a
reduced subscheme.

There is a composition of blowing ups along integral regular subschemes
σ : S ′ → S such that the strict transform X ′ ↪→ S ′ of X has normal
crossings with the reduced exceptional divisor E of σ. Moreover σ restricts
to an isomorphism

π : X ′\σ−1(SingX) ' X\SingX.

Proposition 5.3. (Cossart-Piltant) Let S be a regular Noetherian irreducible
scheme of dimension three which is excellent and I ⊆ OS be a nonzero ideal
sheaf. There exists a finite composition of blowing ups

S =: S(0) ← S(1) ← · · · ← S(r)

with the following properties:

(i) for each j, 0 ≤ j ≤ r − 1, S(j + 1) is obtained by blowing up a regular
integral subscheme Y(j) ⊂ S(j) with

Y(j) ⊆ {sj ∈ S(j) : IOS(j),sj
is not locally principal}.

(ii) IOS(r) is locally principal.

Proof. The assumption “X/k is quasi-projective” is not used in the proof of
[20] proposition 4.2. The equicharacteristic assumption is used only via the
power series expansions used for defining E and the characteristic polygon
“∆(E ; u1, u2; y) prepared” on pp.1061-1062 of ibid.. But this is also charac-
teristic free by [22] theorem II.3.
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5.1 Reduction to local uniformization.

In this section, we deduce theorem 1.1 from its local uniformization form (*)
below. Let A be a field (resp. an excellent discrete valuation ring) and L be
a function field of dimension at most three (resp. of dimension at most two)
over A. We assume that the following holds:

(*) for every valuation ring V , A ⊂ V ⊂ L, L = QF (V ), there exists a
finitely generated A-algebra B,

A ⊂ B ⊂ V, QF (B) = L

such that BP is regular, where P := mV ∩B.

Assume that (*) holds. We prove that theorem 1.1 holds after a series of
reductions. Note that it can be assumed that X is proper over C by [47]. If
X\SingX is quasi-projective, it can be assumed w.l.o.g. that X is projective
by taking a Chow cover.

Step 1: it can be assumed that X is irreducible. Let X1, . . . ,Xc be the
finitely many pairwise distinct irreducible components of X . We blow up
consecutively all scheme theoretic intersections X̃i ∩ X̃j, i 6= j, where X̃k

denotes the strict transform of Xk in the blown up scheme (vid. proof of [20]

theorem 3.3). Note that X̃i ∩ X̃j maps to Xi ∩ Xj ⊆ SingX . This constructs
a projective and birational morphism

π̃ :
c∐

i=1

X̃i → X

isomorphic above SingX . The theorem holds for X if it holds for each X̃i,
1 ≤ i ≤ c.

Resolution of singularities is known if dimX ≤ 2 [45], so we may assume
that X is irreducible and dimX = 3. At this point, the image of the structure
morphism s : X → C is either a closed point Speck or C.

In the former case, this is done in [20] proposition 4.8. The assumption
“Z/k is quasi-projective” in [20] proposition 4.8 is not used in the proof. We
may assume now that s(X ) = C.

Step 2: it can be assumed furthermore that X and C are normal. Since C is
excellent, the respective normalizations X and C of X and C are finite [31]
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corollary 7.7.3. We may therefore assume that X = X , then C = C by the
universal property of normalization.

Step 3: construction of a projective birational morphism π̃ : X̃ → X with
X̃ regular. To achieve this, it can be assumed that X itself is projective by
taking a Chow cover. The following rephrases [20] proposition 4.7, using the
characteristic free proposition 5.3.

Proposition 5.4. Let X and Z be two projective models of L and T :
Z · · · → X be the birational correspondence and F ⊂ Z be its fundamen-
tal locus. There exists a composition of blowing ups with regular centers
π : Z ′ → Z such that

(i) π is an isomorphism away from F ;

(ii) π ◦ T is a morphism above F\SingZ.

The quasi-compactness of the Riemann-Zariski space of valuations of L
dominating an (unspecified) local ring of C follows from [61] theorem 40 on
p.113 and Noetherianity of C. Regularity is an open property for projective
models of L because C is excellent. As indicated in [58] on p.539, Zariski’s
patching theorem only requires propositions 5.1 and 5.4 (here in our charac-
teristic free context) in order to deduce step 3 from (*). This proves (i) of
theorem 1.1 with π projective.

Step 4: achieving (ii). Let π̃ be as in step 3, F ⊆ X be the fundamental
locus of π̃−1. We define

F0 := Zariski closure in X of F\SingX .

Since X is normal by step 2, F0 has dimension at most one. Applying the
techniques of [16] (see also [49] section 6), there exists a commutative diagram

X̃ ẽ←− Z̃
↓ ↓
X e←− Z

such that e (resp. ẽ) is a composition of blowing ups with regular centers
mapping to SingX (resp. to π̃−1(SingX )) and the following holds, where F ′

0

denotes the strict transform of F0 in Z:

(i) F ′
0 is disjoint from SingZ;
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(ii) F ′
0 is a union of connected components of the fundamental locus of

π̃′ : Z̃ → Z.

By (ii), there exists a nonempty Zariski open set U ⊂ Z with F ′
0 ⊆ U such

that U and Ũ := (π̃′)−1(Z\F ′
0) glue together to a proper model X ′ of L.

By (i), it can be assumed that U ∩SingZ = ∅, hence X ′ is regular. Every
exceptional point for π : X ′ → X maps to SingX by construction. Hence π
satisfies (i) and (ii) of theorem 1.1.

Note that X ′ is projective if X is projective, which can be assumed if
X\SingX is quasi-projective as explained in the beginning of the proof.

Finally (iii) of theorem 1.1 is achieved by applying proposition 5.2 to the
the embedding π−1(SingX )red ↪→ X ′. This concludes the proof.

5.2 Reduction to cyclic coverings.

In this section, we reduce the local uniformization form (*) of the previous
section to theorem 1.3. We may assume here that char(V/mV ) = p > 0, the
equicharacteristic zero version of theorem 1.1 being known.

Applying lower dimensional results [45], it can also be assumed that L
has dimension three (resp. dimension two) over A when A is a field (resp. an
excellent discrete valuation ring). Moreover, there exists a finitely generated
algebra B as in (*) of dimension at most two except if mV ∩A = mA and the
residue extension V/mV |A/mA is algebraic. Again by [45], it can be assumed
that

mV ∩ A = mA, V/mV |A/mA is algebraic.

Finally, we may assume that V has rank one applying [48] theorem 1.1
(valid in all dimensions) or using the dimension three techniques in [20]
proposition 5.1.

If A is a field, (*) follows from theorem 1.3 by [20] theorem 8.1. As-
sume now that (A,mA, k) is a discrete valuation ring. In particular, we have
chark = char(V/mV ) = p > 0. We will prove that the equal characteristic
techniques of [20] extend to this situation. The proof of [20] theorem 8.1 ex-
tends without change when charA = p using propositions 5.2 and 5.3 instead
of [20] propositions 4.1 and 4.2 respectively. We thus assume that charA = 0.
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Let V be a valuation ring as in (*). Assuming theorem 1.3, we will
construct B ⊂ V , QF (B) = QF (V ) = L such that BmV ∩B is regular. Pick
a transcendence basis (x1, x2) of L over QF (A) with x1, x2 ∈ V . The ring
A[x1, x2] is a polynomial ring over A, hence is regular. Let L0 be the quotient
field of A[x1, x2], so the field extension L|L0 is algebraic. Let L|L0 be a Galois
closure. There exists a diagram of fields

L ⊆ Li ⊆ Lr ⊆ L
↑ ↑ ↑
L0 ⊆ Li

0 ⊆ Lr
0

(5.1)

given by ramification theory of valuations [61] section 12 as in the proof
of [20] theorem 8.1. The left-hand side (resp. middle) inclusions in this
diagram are unramified (resp. totally ramified Abelian of order prime to p).
The extension Lr|Lr

0 is a tower of ramified Galois extensions of degree p. In
order to connect ramification theory of valuations and ramification theory of
A-algebras essentially of finite type, we state the mixed characteristic version
of [20] theorem 7.2. For ramification theory of local rings, we refer to [3] (see
also [20] section 2 for a quick summary of the required notions and notations).

Definition 5.1. A normal model of V |A is a finitely generated A-algebra B,
A ⊂ B ⊂ V, QF (B) = L such that BP is normal, where P := mV ∩B.

Let L′|L be a finite Galois extension and V ′ be a valuation ring such that
QF (V ′) = L′ and V ′ ∩ L = V . We define a model B′ of V ′|A by taking the
localization of the integral closure B of B in L′ at the prime mV ′ ∩B.

Note that B′ is actually a normal model because A, hence B, is excellent.
Also note that if B′ is a normal model of V ′|A, then B′ ∩L = B′Gal(L′|L) is a
normal model of V |A since L′|L is finite Galois and A excellent.

Proposition 5.5. Let L′|L be a finite Galois extension and V ′ be a valuation
ring such that QF (V ′) = L′ and V ′ ∩ L = V .

There exists a normal local model B0 of V |A such that for any normal
model B of V |A with B0 ⊆ B, the following holds:

(1) Gs(V ′|V ) = Gs(B′|B) and Gi(V ′|V ) = Gi(B′|B);

(2) the normal model Br := B′Gr(V ′|V ) of V r|A satisfies

Br/mBr = Bi/mBi ,
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where Bi is the inertia ring of B′ over B, i.e. Bi = B′Gi(B′|B). More-
over the representation

ρ : Gi(V ′|V )/Gr(V ′|V ) → GL(mBr/m2
Br), g 7→ (x 7→ h.x)

is faithful.

We now prove that theorem 1.3 implies (*). To emphasize the depen-
dence on V , we say that (∗V ) holds if (*) holds for a particular V . Given an
extension V of V to L, we denote by V0, V

i
0 , V i, V r

0 , V r the respective valua-
tion rings L0 ∩ V , Li

0 ∩ V , Li ∩ V , Lr
0 ∩ V , Lr ∩ V . The strategy is to prove

successively that (∗V i
0 ), (∗V r

0 ), (∗V r), (∗V i), (∗V ) hold. Note that (∗V0) holds
by construction.

Firstly, (∗V i
0 ) holds follows immediately from proposition 5.5 (1) as in [20]

corollary 7.3. Then (∗V r
0 ) holds because Lr

0|Li
0 is a tower of ramified Galois

extensions of prime degree l 6= p: the proof relies on proposition 5.5(1) and
the Perron algorithm as in [20] proposition 6.3. This is characteristic free.

To prove that (∗V r) holds, we may assume that Lr|Lr
0 is a single Galois

extension of degree p. Since charL = 0, any such extension is obtained by
taking a pth-root of some element f ∈ V r

0 .
Since (∗V r

0 ) holds, there exists a normal model S of V r
0 |A which is regular.

Applying proposition 5.3, it can be assumed furthermore that f ∈ S. We let
h := Xp − f ∈ S[X], so the pair (S, h) satisfies the assumptions of theorem
1.3(i). This theorem then states that (∗V r) holds.

Proving that (∗V i), then (∗V ) hold are easy adaptations of [20] lemma
9.2 and proposition 9.1 respectively. The former one is characteristic free
while the latter one relies on proposition 5.5 (2). This concludes the proof.

5.3 Normal crossings divisors conditions.

In this section, we reduce theorem 1.3 to theorem 4.4. In other terms, it is
assumed that assumption (G) is satisfied and we must achieve conditions
(E) and (E)’ in order to apply theorems 2.23 and 4.4. This is proved in
proposition 5.7 below. Theorem 1.3 is then an immediate consequence of
theorem 2.23, theorem 4.4 and [23] Main Theorem 1.3. Theorem 5.15 proves
that the multiplicity of X can be made smaller than p independently of the
given valuation µ (see introduction).
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Assumption (G) is not required in an important part of this step and we
prove a more general version for arbitrary multiplicity.

Lemma 5.6. Let S, h ∈ S[X] (2.1) and η : X → SpecS be given. Assume
that dimS = 3 and that h is reduced. There exists a composition of Hironaka-
permissible blowing ups (2.16) w.r.t. E = ∅:

X =
π←− X ′

↓ ↓
SpecS

σ←− S ′

such that π(SingmX ′) ⊆ η−1(mS).

Proof. This statement means that there exists a diagram

X =: X0
π0←− X1

π1←− · · · πn−1←− Xn =: X ′

↓ ↓ ↓
SpecS =: S0

σ0←− S1
σ1←− · · · σn−1←− Sn =: S ′

(5.2)

where each morphism πi, 0 ≤ i ≤ n− 1, is the blowing up along a Hironaka-
permissible center Yi ⊂ Xi w.r.t. the reduced exceptional divisor Ei of π(i) :
Xi → X . It can be assumed that dim(SingmX ) ≥ 1.

Let yi ∈ Xi denote the generic point of such a Hironaka-permissible center
Yi ⊂ Xi w.r.t. Ei. We define:

∆i := {y ∈ SingmXi : dimOXi,y = dimOX ,π(i)(y) = 1},

δi := max{δ(y), y ∈ ∆i}, Ni := ]{y ∈ ∆i : δ(y) = δi}.
Let i ≥ 0. We claim that

{
(δi+1, Ni+1) = (δi, Ni) if dimOX ,π(i)(yi) ≥ 2;
(δi+1, Ni+1) < (δi, Ni) if dimOX ,π(i)(yi) = 1.

(5.3)

Namely, this is an obvious consequence of the definition if dimOX ,π(i)(yi) ≥ 2.
If dimOX ,π(i)(yi) = 1, let y ∈ Xi+1 with πi(y) = yi. We have

(m(y), δ(y)) ≤ (m(yi), δ(yi)− 1)

by proposition 2.6 applied for n = 1 and the claim follows
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Pick y ∈ ∆i with δ(y) = δi and denote Y := {y} ⊂ Xi. By proposition
5.2, there exists a composition of blowing ups Xi′ → Xi with regular centers
contained in the successive strict transforms of Y such that ηi′(Y ′) has normal
crossings with Ei′ , where Y ′ denotes the strict transform of Y in Xi′ . Then
Y ′ itself and each blowing up center in Xi′ → Xi are Hironaka-permissible
w.r.t. Ei′ because m(y) = p.

We have (δi′ , Ni′) = (δi, Ni) by (5.3). Taking as blowing up center Yi′ :=
Y ′ also gives (δi′+1, Ni′+1) < (δi, Ni) by (5.3). Since ∆i is a finite set and
δi ∈ 1

m
N, there exists an index i1 > i such that ∆i1 = ∅ and this is preserved

by further Hironaka-permissible blowing ups w.r.t. E = ∅.
Since ∆i1 = ∅, we are done unless π(i1)(SingmXi1) = C, where C has pure

dimension one. Let C ⊂ SpecS be an irreducible component of η(C) and s
be its generic point. Note that the stalk (Xi)s at s of the S-scheme Xi is
embedded in the regular scheme of dimension three SpecSs[X] for i = 0 and
in an iterated blowing up along regular centers of the former for i ≥ 1. By
proposition 5.2, there exists a composition of Hironaka-permissible blowing
ups X ′

s → (Xi1)s w.r.t. (Ei1)s such that SingmX ′
s = ∅.

Let Ys ⊆ (Xi1)s be a Hironaka-permissible center and Y ⊆ Xi1 be its
Zariski closure, so in particular we have Y ⊆ SingmXi1 . Since ∆i1 = ∅,
Y is either (1) a curve mapping onto C, or (2) a surface mapping to some
irreducible component of Ei1 .

In situation (1), there exists a composition of blowing ups along closed
points Xi′1 → Xi1 such that ηi′1(Y ′) has normal crossings with Ei′1 , where Y ′
denotes the strict transform of Y in Xi′1 .

In situation (2), Y itself is Hironaka-permissible w.r.t. Ei1 and we let
i′1 := i1.

In both situations, we may blow up Xi′1 along Y ′ and iterate: this pro-
duces an index i2 ≥ i1 and a composition of Hironaka-permissible blowing
ups Xi2 → Xi1 w.r.t. Ei1 such that η−1(s) ∩ π(i2)(SingmXi2) = ∅. Applying
this construction to the finitely many irreducible components of η(C) proves
the lemma.

Proposition 5.7. Let X ′ satisfy the conclusion of lemma 5.6 and E ′ ⊂ S ′
be the reduced exceptional divisor of σ. Let D ⊂ SpecS be a reduced divisor.

There exists a composition of Hironaka-permissible blowing ups (2.16)
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w.r.t. E ′:
X ′ π′←− X ′′

↓ ↓
S ′ σ′←− S ′′

such that the strict transform D′′ of D is empty at each point of η′′(SingmX ′′),
where η′′ : X ′′ → S ′′ is the projection.

Proof. Let P := I(D) ⊂ S. The problem is to find a sequence (5.2) which
monomialize P , i.e. such that Pn := POSn is a monomial with components
at normal crossings with En.

Let us write Pi := HiQi where Hi is a monomial whose components are
components of Ei. At the beginning, H = H0 = 1. The strategy is to get
Pn = Hn, Qn = 1 at the end.

We consider the idealistic exponents (h,m) and (Q, b) living in SpecS[Z],
where b =ordmS

(Q). We make a descending induction on b: the case b = 0
means that we get the conclusion of 5.7. Each pair of blowing ups πi, σi is
locally centered at some Yi and η(Yi) respectively, and is Hironaka-permissible
for h (resp. Qi) w.r.t. Ei.

Let Pi+1 =: Hi+1Qi+1 where Qi+1 is the strict transform of Qi. This means
that (Qi+1, b) is the transform of (Qi, b). When ordxi+1

(Qi+1) < b, we have
strictly improved and we go on with the new idealistic exponent (Qi+1, b

′),
with b′ :=ordxi+1

(Qi+1). To define a sequence of σi is a consequence of [19]
Theorem 0.3 (Canonical embedded resolution with boundary), the problem
is the sequence of πi, i.e. to define the pair (σi, πi).

To avoid cumbersome notations, from now on, xi, Si,Xi,etc.i are denoted
by x, S,X ,etc. and xi+1, Si+1,Xi+1,etc.i+1 by x′, S ′,X ′,etc.′. Let us define
VDir(x,D) as VDir(h) + VDir(Q). This is a vector space of codimension
τ(x,D) in the Zariski’s tangent space of X at x. Of course, τ(x,D) ≥ 2.

Lemma 5.8. Let π be the blowing up along Y which is permissible for both
(h, m) and (Q, b). Let x′ ∈ π−1(x) be such that m(x′) = m(x) = m and
ordx′Q

′ = b. Then x′ is on Proj(S/IDir(x,D)). In particular, x′ is on the
strict transform of div(Z).

Proof. By proposition 2.15 and remark 2.3, we have Dir(F ) = Max(F ) except
if p = 2 and

F = λ(Z2 + λ2U
2
1 + λ1U

2
2 + λ1λ2U

2
3 )α, [k2(λ1, λ2) : k2] = 4 (5.4)
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up to a linear change of variables, λ 6= 0, α ≥ 1. By 4.1, x is good. Since
m(x′) = m(x), we have

x′ := V (U2
1 + λ1U

2
3 , U2

2 + λ2U
2
3 , Z2 + λ1λ2U

2
3 )

on π′−1(x) = Proj(k[Z, U1, U2, U3]/(F )).
Since ordx′Q

′ = b, the initial of Q cannot verify (5.4) (only the last three
variables occur). Therefore

x′ ∈ Proj(S/IDir(h)) ∩Proj(S/IDir(Q)) = Proj(S/IDir(x,D)).

Let us come back to the proof of proposition 5.7. We discuss according
to the value of τ(x,D).

When τ(x, D) = 4, the blowing-up centered at x makes b strictly drop.
When τ(x, D) = 2 or 3, then, if we blow up along x, then τ(x′, D′) ≥

τ(x,D). In case τ(x,D) = 3, we make only blowing ups at closed points.
Either for some n, (m(xn),ordxn(Qn)) <lex (m, b), then we stop at this n;
or we have equality for n ≥ 0. Then, τ(xn, Dn) = 3, n ≥ 0, by an usual
argument, the xn are all on the strict transform of a curve Cn which, for
n >> 0 is permissible for both (h,m) and (Q, b) and η(Cn) is transverse
to En. Then at step n in (5.2), we blow up along Cn. By lemma 5.8,
(m(xn+1),ordxn+1(Qn+1)) <lex (m, b).

When τ(x, D) = 2, we can choose Z, u3 such that

VDir(Q) =< U3 >, VDir(h) ≡< Z > mod(U3).

Remark 5.1. If there is a component Y of dimension 2 in Sing(h,m)∩Sing(Q, b),
then, we can choose the parameters so that I(Y ) = (Z, u3). Then Q ∈
(z, u3)

b, i.e. Q = ub
3, up to multiplication by an invertible. Then, if Y has

normal crossing with E, we blow up along Y : π is the blowing up along Y
and σ is the identity. In fact in S, we just add η(Y ) = div(u3) to E and we
get b = 0.

We also note that (h,m)∩ (Q, b) = (hQ,m + b). In other words, we have

Sing(h,m) ∩ Sing(Q, b) = Sing(hQ,m + b)

and permissible centers are the same for (hQ,m + b) and for (h,m) ∩ (Q, b).

Then we apply those techniques from [19] 10, 11, 12. More precisely,
if for some n0 the number b just strictly drops, we call “old components”

124



the components of En0 at xn0 which are components of H and, for n ≥
n0, at xn, n ≥ n0 with b(xn) = b(xn0), the strict transforms of this old
components. The first step is to reach the case where xn is not on the strict
transform of this old components: the invariant is (m, b, o(x)) where o(x) is
the number of these old components. In the language of idealistic exponents,
we desingularize (hQQO,mbo(x)) where QO is the equation of the reduced
divisor whose components are the old ones. Then we look at the directrix
of hQQO. When its codimension denoted by τ(hQQO) is 3 or 4, we play
the same game that above with τ(x,D) = 3 or 4. We reach the case where
τ(hQQO) = 2. This means that either QO = 1 (no old component) or there
is one old component which is tangent to Q.

Then we look at the characteristic polyhedron ∆(hQQ0, z, u3, u1, u2) as
in [19] Section 7.

• Case ∆(hQQ0, z, u3, u1, u2) = ∅. This is equivalent to hQQ0 ∈ (z, u3)
mbo(x),

i.e. this is equivalent to dim(Sing(hQQO,mbo(x)) = 2. So QQO = u
mbo(x)
3 ,

call Y := V(z, u3), in fact, at step n0, as b(x0) = b(x), Q was a b(x0) power
and, if at x there is one old component, it is a factor of Q: this is impossible,
therefore o(x) = 0.

So, at x, E is a union of components which are exceptional divisors of
the blowing ups σn, n ≥ n0. By [19]Theorem 8.3, they are transverse to
u3: Y is permissible for (hQQO,mbo(x)) and transverse to E. We apply the
first statement of remark 5.1.

• Case where dim(Sing(hQQO,mbo(x)) ≤ 1. Then, we apply [19] Theorem
5.28 which gives the result if chark(x) ≥ 3. This hypothesis p 6= 2 is used
just to get Dir(F ) = Max(F ) at each step, but we showed above in lemma
5.8, that the only case where Dir(F ) 6= Max(F ) stops after blowing up the
closed point x.

Proposition 5.9. Assume furthermore that charS/mS = p > 0 and (S, h, E)
satisfies condition (G). Take

D := div(pDiscX(h)I(E)) .

Let X ′′ satisfy the conclusion of proposition 5.7 and E ′′ := σ′−1(E ′) ⊂ S ′′,
then we have (G) (E) at x” .

Proof. Indeed, E” is the exceptional divisor of σ′ and the centers of the
blowing ups in 5.8 project on η(x): the residual characteristic at the generic
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points of the exceptional components of σ′ is p, so E”∪ (strict transform
of)p ⊂ div(p). By 5.7, in S”, the strict transforms of div(p) and of DiscX(h)
at η(x”) are empty.

Proposition 5.10. Assume furthermore that charS/mS = p > 0 and (S, h,E)
satisfies condition (G), (E).

There exists a composition of Hironaka-permissible blowing ups (2.16)
w.r.t. E ′′:

X ′′ =
π̃←− X̃

↓ ↓
S ′′ σ̃←− S̃

such that for every s̃ ∈ η̃(SingpX̃ ), X̃s̃ satisfies conditions (G) and (E)’.

Proof. To begin with, X ′′
s′′ satisfies conditions (G) and (E) at each s′′ ∈

η′′(SingpX ′′). By proposition 2.3(i), we may assume

δ(x) ≥ 1. (5.5)

Let us define the triple (a(1), a(2), a(3)) ∈ N3 as follows:

H = u
a(1)
1 u

a(2)
2 u

a(3)
3 , E ⊆ div(u1u2u3), div(ui) ⊆ E, 1 ≤ i ≤ e,

and a(i− 1) ≤ a(i), 1 ≤ i ≤ e. We define N(x) or N for short as the number
of components div(ui) of E with a(i) minimal, i.e. a(i) = a(1).

We may assume that (ω(x), κ(x)) > (p, 2). We will prove that, after
performing a sequence of permissible blowing ups, we can reach the case
a(1) ≥ p.

Lemma 5.11. With the notations of proposition 5.10, we blow up the origin
x. Let x′ be a point ω-near x (i.e. ω(x′) = ω(x). Then:
(i) with obvious notations,

(a(1), a(2), a(3),−N(x)) ≤lex (a(1)′, a(2)′, a(3)′,−N(x′)), (5.6)

(a(1),−N(x)) ≤lex (a(1)′,−N(x′)), (5.7)

(ii) (a(1),−N(x)) = (a(1)′,−N(x′)), implies that x′ is on the strict transform
of div(u1).
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Proof. Let us blow up the origin, let x′ be a point ω-near x.
First chart: x′ ∈ SpecS[X ′, u1, u

′
2, u

′
3], where

(X ′, u1, u
′
2, u

′
3) := (X/u1, u1, u2/u1, u3/u1).

We have H(x′) = u
a(1)+a(2)+a(3)+ε(x)−p
1 u′2

a(2)u′3
a(3). Let us remark that the

equality a(2) + a(3) + ε(x) = p implies ε(x) = ω(x) = p, a(2) = a(3) = 0, so,
by (5.5), a(1) > 0: E = div(u1). So, if x′ is ω-near x, VDir(x) ⊆< U2, U3 >:
this implies κ(x) = 2, which contradicts the hypotheses of 5.10. So

a(1) + a(2) + a(3) + ε(x)− p > a(1). (5.8)

If N(x) = 3, i.e. a(1) = a(2) = a(3), then, a(1) = a(1)′ implies that
N(x′) < 3 and (a(1), a(2), a(3)) < (a(1)′, a(2)′, a(3)′). If N(x) = 2, i.e.
a(2) = a(1), then a(1) = a(1)′ implies that x′ is on the strict transform of
u2: N(x′) = 1 and (a(1), a(2), a(3)) < (a(1)′, a(2)′, a(3)′). When N(x) = 1,
then a(1) ≤ inf{a(2), a(1) + a(2) + a(3) + ε(x)− p} ≤ a(1)′.

Second chart: x′ ∈ SpecS[X ′, u1, u
′
2, u

′
3], where

(X ′, u′1, u2, u
′
3) := (X/u2, u1/u2, u2, u3/u2).

If x′ is not in the first chart, then it is on the strict transform of V(X, u1). We

have H(x′) = u′1
a(1)u

a(1)+a(2)+a(3)+ε(x)−p
2 u′3

a(3). When a(1) + a(3) + ε(x) > p,
it is easy to see that we get (i). Moreover, if N(x) ≥ 2, then N(x′) < N(x),
in fact the inequalities are strict in (5.6) and (5.7). Let us remark that the
equality a(1) + a(3) + ε(x) = p implies ε(x) = ω(x) = p, a(1) = a(3) = 0, so,
by (5.5), a(1) = a(3) = 0, a(2) > 0: E = div(u1u2), N(x) = 1; as κ(x) > 2,
VDir ⊆< U1, U2 >, as x′ is ω-near x, VDir ⊆< U1 >. In this last case, (i)
and (ii) follow easily.

When x′ is the point at infinity, i.e. x′ is the point with parameters

(X ′, u′1, u
′
2, u3) := (X/u3, u1/u3, u2/u3, u3),

then H(x′) = u′1
a(1)u′2

a(2)u
a(1)+a(2)+a(3)+ε(x)−p
3 . The reader ends the proof.

Lemma 5.12. We assume Y := V (X, u1, ui), i 6= 1, is a permissible curve
and we blow up along Y .

(i) When Y is of the second kind, x′ is on the strict transform of div(u1)
and we have (5.6) and (5.7) at x′, except in the case

E = div(u1), a(1) = 0, ω(x) = p. (5.9)
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(i)-1 If (VDir(x) =< U1+λU2 >, div(u1u2) = E, and either (a(1), a(2)) 6=
(0, 0) or ω(x) 6= p), then: a(1) < a(1)′ or we make a(1) strictly jump by the
blowing up centered at x followed by the blowing up centered at Y ′ the strict
transform of Y .

(ii) When Y is of the first kind,
(ii)-1 if < U1 >6= Idir(x), either κ(x′) = 2 or (a(1),−N(x)) < (a(1)′,−N(x′)).

Furthermore a(1) = a(1)′ and κ(x′) ≥ 3 implies that i = 3, a(2) = a(1),
Idir(x) =< U3 >, div(u3) 6⊂ E. and we have (5.6);

(ii)-2 if < U1 >= Idir(x), then a(1) ≤ a(1)′. When a(1) = a(1)′, the
inequality N(x) = 1 < N(x′) implies div(ui) 6⊂ E and ω(x) = ε(x) = p =
ε(x′), N(x′) = 2 and degU ′1(inx′(Fp,X/ui

) = p, where U ′
1 = (inx′(u1/ui)). When

a(1) = a(1)′ and N(x) = 2, i = 2 then N(x′) = 1.
In all cases, the equality a(1) = a(1)′, N(x) ≤ N(x′) implies that x′ is

on the strict transform of div(u1).

Proof. We first prove (ii)-1.

We have three different cases Idir(x) =< U1, Ui > or (Idir(x) =< U1 +
λUi >, div(u1ui) ⊂ E, λ ∈ k(x)∗) or Idir(x) =< Ui >.

In the case Idir(x) =< U1, Ui >, there is no x′ ω-near x.
In the case Idir(x) =< U1 + λUi >, div(u1uI) ⊂ E, there is at most

one x′ ω-near x, x′ is neither on the strict transform of div(u1) nor on
the strict transform of div(ui), let t be the exceptional parameters, H ′ =

ta(1)+a(i)+ε(x)−pu
a(j)
j , j 6= 1, i. When a(i) + ε(x) − p > 0, (a(1),−N(x)) <lex

(a(1)′,−N(x′)). In the extreme case a(i) + ε(x) − p = 0, we have ε(x) =
p, a(i) = 0, i = 2, j = 3, a(3) > 0: so E = div(u1u2u3). By [21] II.5 page

1896, inx(Fp,x) = γU
a(3)
3 (U1 + λU2)

p, γ ∈ k(x)∗. Either a(3) 6= 0 mod(p),
or γ is not a pth-power, as x′ is rational over x, this leads to ω(x′) = p and
κ(x′) = 2.

In the case Idir(x) =< Ui >, div(ui) 6⊂ E, then, as κ(x) > 2, we have
ε(x) = 1+ω(x). Without loss of generality, we suppose i = 3, x′ is the point of

parameters (X ′, u1, u2, u
′
3) = (X/u1, u1, u2, u3/u1), H(x′) = u

a(1)+ε(x)−p
1 u

a(2)
2 ,

we get
a(1)′ = inf{a(2), a(1) + ε(x)− p}.

We thus have 5.6 and (a(1),−N(x)) <lex (a(1)′,−N(x′)).
In the case Idir(x) =< Ui >, div(ui) ⊂ E, we suppose a(i) > a(1), else,

we can permute u1, ui and we are in case (ii)-2 with N(x) = 2, and as we
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will see below, (a(1),−N(x)) <lex (a(1)′,−N(x′)). Then

a(1)′ ≥ inf(a(1) + ε(x) + a(i)− p, a(2), a(3)),

it is clear that (a(1),−N(x)) <lex (a(1)′,−N(x′)) and that (5.6) is true at
x′.

Proof of (ii)-2. When ε(x) = ω(x), we get inx(Fp,X) = γU
ω(x)
1 , γ ∈ k(x)∗.

We make the case where Y = V (X, u1, u3), x′ is the point of parameters

(X ′, u′1, u2, u3) = (X/u3, u1/u3, u2, u3/u2), H(x′) = u′1
a(1)u

a(2)
2 u

a(1)+a(3)+ε(x)−p
3 .

As ε(x) ≥ p, we get a(1) = a(1)′; when ε(x) > p, then N(x′) ≤ N(x); when
ε(x) = p, a(3) = 0. Then by construction of our triple and because δ(x) > 1,
we get div(u3) * E and N(x′) ≥ 2 and Fp,X′ = γu′1

p mod(u2, u3), this gives
the last assertion. The case Y = V (X, u1, u2) is left to the reader.

When ε(x) = 1 + ω(x), we get inx(Fp,X) = γU
ω(x)
1 Ui + G(U1, U

ω(x)
i ),

γ ∈ k(x)∗, G homogeneous of degree ε(x) = 1 + ω(x). Without loss of
generality, we suppose i = 3. x′ is the point of parameters (X ′, u′1, u2, u3) =
(X/u3, u1/u3, u2, u3/u2), x′ is on the strict transform of div(u1) and we have

H(x′) = u′1
a(1)u

a(2)
2 u

a(1)+a(3)+ε(x)−p
3 . We get a(1) = a(1)′, N(x′) ≤lex N(x)

and (5.6).

Proof of (i). There is a free variable transverse to Y : we give it the index
3: this means i = 2, div(u3) 6⊂ E and

inx(Fp,x) = U3G(U1, U2) + K(U1, U2), G 6= 0,

G homogeneous of degree ω(x), K = 0 or K homogeneous of degree 1+ω(x).
We have three different cases (Idir(x) =< U1, U2 > or Idir(x) =< U1 +

λU2 >, div(u1u2) ⊂ E, λ ∈ k(x)∗ or Idir(x) =< Ui >, i = 1, 2).
In the case Idir(x) =< U1, U2 >, there is no x′ ω-near x.
In the case Idir(x) =< U1 + λU2 >, div(u1u2) = E, then G = γ(U1 +

λU2)
ω(x), γ ∈ k(x)∗: x′ is the point of parameters (X ′, u1, v, u3) := (X/u1, 1+

λ′u2/u1, u3) where λ′ is a pull back of λ in R. Then H(x′) = u
a(1)+a(2)+ω(x)−p
1

it is easy to see that a(1) < a(1)′ except in the exceptional case a(1) = a(2) =
0, ω(x) = p.

Then it is successful to blow up the origin: x′ is a point on the strict trans-
form of V(X, u1+λ′u2). Either x′ is the point of parameters (X ′, u′1, u

′
2, u3) :=

(X/u3, u1/u3, u2/u3, u3), then Y ′ the strict transform of Y is permissible of
first kind, by (iii), the blowing up centered at Y ′ will give a strict jump
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of a(1) or we reach the case κ(x) ≤ 2. Or x′ is in the first chart, and,

H(x′) = u
a(1)+a(2)+ε(x)−p
1 = u1, then a(1) = 0 < 1 = a(1)′.

Case Idir(x) =< U2 >, i.e. G = γU
ω(x)
2 , γ ∈ k(x)∗: x′ is the point of pa-

rameters (X ′, u1, u
′
2, u3) := (X/u1, u2/u1, u3), H(x′) = u

a(1)+a(2)+ω(x)−p
1 u′2

a(2).
Then we have (5.6) and we have (a(1),−N(x)) ≤lex (a(1)′,−N(x′)) with
strict inequality except in the extreme case a(2) = 0, ω(x) = p, E ⊆
div(u1u2) which implies (a(1) = a(2) = 0, E = div(u1u2)) or E = div(u1).

In the subcase E = div(u1), then it is successful to blow up the origin: in
the first chart, a(1)′ = a(1) + ε(x)− p = a(1) + 1, there is no ω-near point in
the second chart and if the point at infinity x′ is ω-near x, then κ(x′) ≤ 2.

In the case a(1) = a(2) = 0, ω(x) = p, E = div(u1u2), as a(1) ≤ a(2): u1

and u2 play symmetric roles. We reach the following case.
Case Idir(x) =< U1 >, i.e. G = γU

ω(x)
1 , γ ∈ k(x)∗: x′ is the point

of parameters (X ′, u′1, u2, u3) := (X/u2, u1/u2, u2, u3). Then we compute

that H(x′) = u′1
a(1)u

a(1)+a(2)+ω(x)−p
2 . Then we have (a(1), a(2), a(3)) ≤lex

(a(1)′, a(2)′, a(3)′), N(x′) ≤ N(x) except in the case E = div(u1), a(1) =
0, ω(x) = p.

Lemma 5.13. With notations as before, we have:
(i) in the case N(x) = 3, we blow up the origin x: then (a(1), N(x)) <lex

(a(1)′, N(x′));
(ii) in the case N(x) = 2, we blow up the origin, the equality (a(1), N(x)) =

(a(1)′, N(x′)) implies that x′ is the point on the strict transform of V (X, u1, u2).

Proof. Clear by lemma 5.11.

As a consequence of lemma 5.13, we can reach the case N(x) = 1. Indeed,
in the case N(x) = 2, by 5.13 (ii), after a finite sequence of blowing ups
centered at the points above x on the strict transform of V(u1, u2), we reach
the case where (X, u1, u2) is permissible of the first kind, by lemma 5.12 (ii),
if κ(x′) ≥ 3, then N(x′) = 1.

The case N(x) = 1 is not stable, the stable case is (5.10) below.

Lemma 5.14. With notations as before, we assume

N(x) = 1 or (N(x) = 2, ω(x) = ε(x) = p and degU1
(inx(Fp,x) = p). (5.10)

We suppose that x is not combinatoric (definition 4.3).
(i) We make a permissible blowing up of the first kind: we blow up either

the origin or V(X, u1, ui) i = 1 or 2 if it is permissible of first kind. Then If
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x′ is ω-near x and a(1) = a(1)′ and κ(x′) > 2, x′ is on the strict transform
of div(u1) and (x′, u′1) verifies (5.10).

(ii) We make a permissible blowing up of the second kind. Then if the
permissible center is not in the intersection of two components of E, x′ is
ω-near x and a(1) = a(1)′ and κ(x′) > 2, x′ is on the strict transform of
div(u1) and (x′, u′1) verifies (5.10).

Let (ω0,−a,N0) be the values of ω(x), −a(1), N(x) at our initial point.
As a consequence, div(u1) has maximal contact for the condition C defined
by
C (i) if ω(x) = p, any component of dimension 1 of Singp(X ∩ div(u1) is in
div(ui) ⊂ E, i = 2, 3),
C (ii) (5.10) holds,
C (iii) (ω(x),−a(1)) ≥ (ω0,−a),
C (iv) x is not combinatoric.

Proof. The case N(x) = 1 is a consequence of lemma 5.11. Let us look at
the case N(x) = 2, ω(x) = ε(x) = p and degU1(inx(Fp,x)) = p. Note that
VDir(x) * (U2, U3).

Case of blowing up centered at the origin.

First chart: x′ ∈ SpecS[X ′, u1, u
′
2, u

′
3], where

(X ′, u1, u
′
2, u

′
3) := (X/u1, u1, u2/u1, u3/u1).

Then

H(x′) = u
a(1)+a(2)+a(3)+ε(x)−p
1 u′2

a(2)
u′3

a(3)
= u

a(1)+a(2)+a(3)
1 u′2

a(2)
u′3

a(3)
= u

2a(1)+a(3)
1 u′2

a(1)
u′3

a(3)
.

When a(1) = a(2) > 0, a(1) + a(2) + a(3) > a(1), so (a(1), N(x)) <
(a(1)′, N(x′)). When a(1) = a(2) = 0, as δ(x) > 1, then a(1) + a(2) + a(3) >
0 = a(1). So a(1)′ = a(1) implies that x′ is on the strict transform of
div(u2). As VDir(x) * (U2, U3) and as x′ is not on the strict transform of
div(u1), U1 + λU3 ∈ Idir(x)mod(U2), for some λ ∈ k(x)∗: x′ has parameters
(X ′, u1, u

′
2, v := 1 + λu3). Note that κ(x) 6= 2 implies div(u3) ⊂ E. We

have a(3) 6= 0 mod(p), else x would be combinatoric, so a(1) + a(2) + a(3) 6=
0 mod(p), H(x′) is not a pth-power up to multiplication by an invertible. We
get ε(x′) = p and V ∈ Idir(x′) mod(U1, U

′
2) which gives κ(x′) ≤ 2. There is

no x′ satisfying the conditions of lemma 5.14 in this chart.

Second chart: x′ ∈ SpecS[X ′, u′1, u2, u
′
3], where

(X ′, u′1, u2, u
′
3) := (X/u2, u1/u2, u2, u3/u2).

131



If x′ is not in the first chart, then

H(x′) = u′1
a(1)

u
a(1)+a(2)+a(3)+ε(x)−p
2 u′3

a(3)
= u′1

a(1)
u

2a(1)+a(3)
2 u′2

a(1)
u′3

a(3)
.

We have u′1(x
′) = 0. As above, when a(1) = a(2) > 0, a(1) + a(2) + a(3) >

a(1) = a(2), so a(1) = a(1)′, N(x) = 2 < N(x′) = 1. When a(1) = a(2) = 0,
then a(3) ≥ 1, so a(1) + a(2) + a(3) + ε(x) − p > 0 = a(2), a(1) = a(1)′,
N(x) = 2 < N(x′) = 1. The reader makes the point at infinity and the cases
of blowing ups centered at V (X, u1, ui) i = 1 or 2 if one is permissible.

Blowing up of the second kind. Then ε(x) = 1 + ω(x) > p, so N(x) = 1,
there is a free variable transverse to the center, without loss of generality, we
suppose it is u3, so the center is V (X, u1, u2). The statement is a consequence
of lemma 5.12(i).

End of the proof of proposition 5.10. We start with a point x not combi-
natoric with N(x) = 1, then we make a sequence of blowing ups

There exists a composition of blowing ups centered at closed points

X ′′ =
π̃←− X̃

↓ ↓
S ′′ σ̃←− S̃

such that at the center x of our valuation, we have (5.10), there is locally
at most one component C of dimension 1 in Singp(X̃ ) which is not in two
different components of E, C is permissible at x of first kind. Then we blow
up along C: we reach the case where conditions C(i)(ii)(iv) are true at x,
then we define (ω0, a) := (ω(x), a(1)). The proof ends with theorem 6.11
below.

Theorem 5.15. Assume that (S, h, E) satisfies assumption (G). For every
valuation µ of L = Tot(S[X]/(h)) centered at x, there exists a finite and
independent composition of local Hironaka-permissible blowing ups (4.2) such
that m(xr) < p.

Proof. By proposition 5.10 it can be assumed that (S, h, E) satisfy both con-
ditions (G) and (E)’. Therefore the theorem follows from theorems 2.23 and
4.4 by descending induction on ι(x), {x} := η−1(mS).
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6 Maximal contact

We assume in the whole section that (S, h,E) satisfies conditions (G) and
(E). We complete the proof of proposition 5.10 in this section by proving
theorem 6.11. This theorem is given a much more general form than required
since it will be used repeatedly in [24] in order to prove special cases of
theorem 4.4.

Definition 6.1. We say that div(u1) ⊂ E ⊂ Xn has “weak maximal contact”
for some condition C if the sequence of blowing ups along the centers xn+i ∈
Xn+i of µ,

Xn+m −→ Xn+m−1 −→ ....Xn+1 −→ Xn, (1)

is such that all the xn+i ω-near xn are on the strict transform of div(u1) ⊂
E ⊂ Xn and verify C or if for some m ≥ 0, xn+m is good.

We say that div(u1) ⊂ E ⊂ Xn has “maximal contact” for some condition
C if for any sequence of ω-permissible blowing ups

Xn+m −→ Xn+m−1 −→ ....Xn+1 −→ Xn, (2)

all the xn+i ω-near xn are on the strict transform of div(u1) ⊂ E ⊂ Xn and
verify C or if for some m ≥ 0, xn+m is good.

The aim of this section is to prove theorem 6.11 below. The arguments
are quite similar to [21] chapter 4 pages 1957 and following.

First we look at what can be achieved by blowing up closed points. We
make the infinite sequence of blowing ups centered at xi ∈ Xi

(X =: X0, x0) ← (X1, x1) ← · · · ← (Xr, xr) ← · · · , (6.1)

where xi ∈ Xi is the center of µ.

Proposition 6.1. We suppose that div(u1) has weak maximal contact for
some condition C, div(u1) ⊂ E ⊂div(u1u2), ω(x) = ε(x) and U3 ∈ Idir(x) mod(U1, U2),
where Idir(x) is the ideal of the adapted directrix 2.17 then
(1) if µ is archimedean, in the sequence 6.1, for some i0, one of the following
is true:
(i) ω(xi0) < ω(x),
(ii) ω(xi0) = ω(x) and C is not true at xi0.
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(2) if div(u1) has maximal contact, there exists a sequence of ω-permissible
blowing ups

(X =: X0, x0) ← (X1, x1) ← · · · ← (Xr, xr) ← · · · , (6.2)

such that, for some i0, (i) or (ii) above is true;
(3) by a finite sequence of blowing ups centered at closed points, we reach the
case where (X, u1, u3) is permissible of the first kind with the assumptions
above.

Proof.
We may suppose U3 ∈ Idir(x).
We blow up along x, by the assumptions, the only possible ω-near point

is the point x′ of parameters (X/u2, u1/u2, u2, u3/u2) and the assumptions
are true at x′. Then, if we repeat, we make a quadratic sequence along a
formal arc ϕ of ideal (X, u1, u3)mod (u2), by 3.8, we get (3).

Then, (1) is an easy consequence of (3).
In case (3), we blow up along V(X, u1, u3), an ω-near point is on the

strict transform of u3 and X and by hypothesis of u1 also: there is none.

Notation 6.1. We set m(x) the number of components of E going through
x. div(u1). If m(x) = 1, i.e. E = div(u1), we set γ := ∞. In the case
m(x) = 2, we suppose div(u1u2) = E. By definition of maximal contact or
weak maximal contact, after an eventual blowing up centered at the origin,
we may suppose m(x) ≥ 2.
(i) Cases 1 and 2.

ε(x) = ω(x).

Case 1 is E = div(u1u2), case 2 is E = div(u1u2u3).
We suppose that (X, u1, u2, u3) are well adapted variables. We look at

the characteristic polyhedron ∆(h; u1, u2, u3; X) = ∆(h; u1, u2, u3; X).
We translate ∆(h; u1, u2, u3; X) ⊂ R3 of −(d1, d2, d3) (dj is defined in 2.9),

then we make a stereographic projection of the translated polyhedron from
(ω(x)/p, 0, 0) on the plane x1 = 0 where the coordinates in R3 are denoted
(x1, x2, x3), followed by the homothety of center (0, 0) of ratio p

ω(x)
. Let pr(∆)

be the obtained polyhedron.
With notations as above, let us denote

A2 := inf {x2|(x2, x3) ∈ pr(∆), A3 := inf {x3|(x2, x3) ∈ pr(∆);
B := inf {x2 + x3 | (x2, x3) ∈ pr(∆);
C := B − A2 − A3 ≥ 0;
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β := inf {x3 | (A2, x3) ∈ pr(∆).
γ(X, u1, u2, u3) := 1 + bCc when div(u1u2u3) = E (case 2),
γ(X, u1, u2, u3) := sup{1, dβe} if E = div(u1u2) (case 1).

dβe means the smallest integer greater or equal to β.
As all the vertices of the translation ∆(h; u1, u2, u3; X) have module ≥

ε(x)
p

, we have
B ≥ 1.

B 6= ∞, else if we denote h := Xp +
∑p

i=1 Xp−iFi, ordu1(Fi) ≥ id1 + iω(x) >
id1, 1 ≤ i ≤ p, which contradicts the definition of d1. By the same argument,
Ai 6= ∞, i = 2, 3.
(ii) Case (ii)

ε(x) = 1 + ω(x).

Then E = div(u1u2), we translate ∆(h; u1, u2, u3; X) ⊂ R3 of−(d1, d2,−1/p):
this translated polyhedron of R3 may have vertices with negative third coordi-
nate. Then we make a stereographic projection of the translated polyhedron
from (ω(x)/p, 0, 0) on the plane x1 = 0, followed by the homothety of center
(0, 0) of ratio p

ω(x)
. Let pr(∆)3 be the obtained polyhedron.

With notations as above, let us denote
A2 := inf {x2|(x2, x3) ∈ pr(∆)3, A3 := inf {x3|(x2, x3) ∈ pr(∆)3;
β3 := inf {x3 | (A2, x3) ∈ pr(∆)3,
γ := sup{1, dβ3e}.

Obviously, these definitions may depend on (u1, u2, u3), but, except for
β3, not on X, since ∆(h; u1, u2, u3; X) is minimal and Aa, B and C, β, γ are
computed by evaluating the minimum of a linear function on some (linear)
projection of this polyhedron. When there is a risk of confusion, we will
make explicit this dependence on (u1, u2, u3) by writing Aa(u1, u2, u3), etc...
We also use the notation Aa(x), Aa(x

′), etc... when dealing with a blowing
up e : X ′ → X and x′ ∈ e−1(x). In this case, we always compute invariants
w.r.t. E ′ := (e−1E)red.

Remark 6.1. Theses numbers B, Aa can be computed directly from the equa-
tion h.

In cases 1-2, let (a, b) strictly positive real numbers such that

a(d1 +
ω(x)

p
) + b(d2 + d3) = 1

with the convention d3 = 0 when div(u3) 6⊂ E.
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Then
B(u1, u2, u3) = sup{a

b
|v(a,b,b)(h) = p},

the couple (a, b) giving the sup above is said “defining B”. See the analogy
with [21], theorem I.4 equation (3) page 1962. As B ≥ 1, we have a ≥ b.

In cases 1-2-3, let (a, b) strictly positive real numbers such that

a(d1 +
ω(x)

p
) + bd2 = 1,

then

A2(u1, u2, u3) = sup{a

b
|v(a,b,0)(h) = p},

this suitable couple (a, b) is said “defining A2”.
We denote by H2

H2 = inv(a,b,0)
(h) = Xp +

∑
1≤i≤p

Xp−iΦi, Φi ∈ S

(u1, u2)
[U1, U2],

where (a, b) “defines A2”. See the analogy with [21], theorem I.4 valuation
µ1 page 1962. We expend the φi, 1 ≤ i ≤ p:

Φi =
∑

U j
1U

b(i,j)
2 φi,j, b(i, j) =

i

b
− A2j,

where 1
b

= 1 + A2(d1 + ω(x)).
As we will see in 6.4, 6.7, after the blowing up of one closed point, we

will get Φi = 0 for i 6= p− 1, p. With this hypothesis, we denote:

Φp := U
a(1)
1 U

a(2)
2 U

a(3)
3 (

ω(x)∑
i=1

λiU
iA2
2 u

c(i)
3 ),

with λi ∈ S
(X,u1,u2)

, λi = 0 or invertible, λi = 0 when iA2 6∈ N,

Φp−1 = λU
(p−1)d1

1 U
(p−1)d2

2 u
(p−1)d3

3 , λ ∈ S

(X, u1, u2)
,

a(j) = pdj, div(uj) ⊂ E, by convention, d3 = 0 when div(u3) 6⊂ E. In case
1, we see that β = inf{c(i)/i} when Φp−1 = 0, β = 0 when Φp−1 6= 0.
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By analogy, in case 3, we define β = inf{c(i)/i|λi 6= 0} when Φp−1 =
0, β = 0 when Φp−1 6= 0. We have β3 = − 1

p−1
when Φp−1 6= 0, β3 =

inf{ c(i)−1
i
|λi 6= 0} when Φp−1 = 0. In the case Φp−1 = 0, let i2 such that

β3 = c(i2)−1
i2

and i3 such that β = c(i3)
i3

. By definitions, β = c(i3)
i3

≤ c(i2)
i2

and

β3 = c(i2)−1
i2

≤ c(i3)−1
i3

then, in case 3

β3 < β, β3 < N ∈ N ⇒ β ≤ N. (6.3)

In case 2, β = inf{c(i)/i|λi 6= 0} when Φp−1 = 0, β = 0 when Φp−1 6= 0.
In case 2, let (a, b) strictly positive real numbers such that

a(d1 +
ω(x)

p
) + bd3 = 1,

then

A3(u1, u2, u3) = sup{a

b
|v(a,0,b)(h) = p}.

Proposition 6.2. In cases 1,2, let (a, b) defining B, we define HB by

HB := inv(a,b,b)
(h).

Then
HB = Xp + Φp−1X + Φp ∈ k(x)[X,U1, U2, U3],

with Φp−1 = 0 or Φp−1 = −γp−1,Z

∏e
j=1 u

Ap−1,j

j , γp−1,Z ∈ k(x), with Ap−1,j ∈
(p− 1)N, 1 ≤ j ≤ e, and γp−1,Z ∈ S a unit.

This a consequence of 2.14.

Proposition 6.3. In case 3, let (a, b) strictly positive real numbers such that

a
ω(x)

p
+ bd2 = 1

we define B3(u1, u2, u3) = sup{a
b
|v(a,b,b)(hu−1

3 ) = p}.
We define HB3 by

HB3 := inv(a,b,b)
(h).

Then
HB3 = Xp + XΦp−1 + Φp ∈ k(x)[X, U1, U2, U3]. (6.4)

with Φp−1 = 0 or Φp−1 = −γp−1,Z

∏e
j=1 u

Ap−1,j

j , γp−1,Z ∈ k(x), with Ap−1,j ∈
(p− 1)N, 1 ≤ j ≤ e, and γp−1,Z ∈ S a unit.
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This is a consequence of 2.14.
Now we follow [21] chapter 4.

Proposition 6.4. cf. [21]I.4 Theorem page 1962 With hypotheses and
notations of I.2, assume x is in case 1-2. We blow-up x and x′ is a closed
point of the first chart ω-near to x and condition C is true at x′.

If u′3(x
′) = 0, then x′ is in case 1-2 and C(x′) ≤ C(x), β(x′) ≤ β(x),

A2(x
′) = B(x)− 1.

From now on, u′3(x
′) 6= 0, let d := [k(x′) : k(x)], we have

γ(x′) ≤ γ(x), β(x′) < bC(x)

d
c+ 1, (1)

and, if x is in case 1,

β(x′) ≤ β(x) or C(x) = 0. (2)

If in HB the term Φp−1 6= 0, then β(x′) = 0 if x′ is in case 1or 3,
β3(x

′) < 0 if x′ is in case 3.
In the case m(x) ≤ 2, when a(1)+ω(x) 6= 0 mod (p) or a(2) 6= 0 mod (p)

or x′ rational over x, then x′ is in case 1,
If x′ is not rational over x and γ(x) ≥ 2, then γ(x′) < γ(x), except in the

following case:
• m(x) ≤ 2, β(x) = 2 then we get β(x′) < 2 and, if x′ is in case 3,

β3(x′) = 1, β(x′) = 1 + 1
i1(x)

, a(1) + ω(x) = 0 mod (p) and i1(x) = 0 mod (p)

(i1 defined below). So β(x′) ≤ 1 + 1
p
.

Furthermore, at x′, for suitable parameters

H2(x
′) = X ′p +

∑
1≤i≤p

X ′p−i
Φ′

i,

Φ′
i = 0 for i 6= p, p− 1.

Proof.

HB = Xp + Φp−1X + Φp ∈ k(x)[X,U1, U2, U3],

Φp =: U
a(1)
1 U

a(2)
2 U

a(3)
3 (λU

ω(x)
1 +

ω(x)∑
i=1

U
ω(x)−i
1 Fi(U2, U3) ∈ k(x)[U1, U2, U3],

(6.5)
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with the convention a(3) = 0 when div(u3) 6⊂ E. Then, if Φp−1 = 0,

as B(x) 6= ∞, the Fi are not all 0, we define i1 := sup{i|Uω(x)−i
1 Fi 6∈

(k(x)[U1, U2, U3])
p}. As ∆(h; u1, u2, u3; X) is minimal and B(u1, u2, u3, X) <

∞, i1 does exist.
First we look at the extreme case λ = 0: B(x) = 1 and HB is the δ-initial

form. Then either U1 + Idir(x) =< U1, U2, U3 > or < U1, U2 > or < U1, U3 >
or, up to multiply the variables by an invertible, < U1, U2 + U3 >. In the
first case, there is no x′ verifying condition C and ω-near to x. In the second
and third case, x′ is at the origin of an usual chart, there is no preparation
on the variables to do: the reader verifies the assertion. In the last case,
when E = div(u1u2), up to a change of local parameters, we may suppose
(U1 +Idir(x)) = (U1, U2), we apply proposition 6.1. When = div(u1u2u3), we
get

HB = Xp + U
a(1)
1 U

a(2)
2 U

a(3)
3 (

ω(x)∑
i=1

U
ω(x)−i
1 Fi(U2, U3)),

with Fi = 0 or degUj
(Fi) = i, j = 2, 3: C(x) = 1, γ(x) = 2. x′ is the point of

parameters (X ′, u′1, u
′
2, v) := (X/U2, u1/u2, 1 + u2/u3), we get

H ′
2 = X ′p + U ′

1
a(1)

U ′
2
a(1)+a(2)+a(3)+ω(x)−p

ω(x)∑
i=1

λiU
ω(x)−i
1 V c(i),

λi ∈ S ′

(X ′, u′1, u
′
2)

, λi = 0 or invertible, λi1 6= 0, c(i) = i or i + 1.

If any c(i) = i, we apply 6.1 at x′. Else, x′ is in case 3, we get β3(x
′) = 1:

γ(x′) = 2. Or x′ is in case 1, then β(x′) = inf{1+ 1
i1(x)

|λi 6= 0} ≤ 2: γ(x′) = 2.

Definition 6.2. The general case λ 6= 0, is denoted by (1*) or (2*).

In case (1*) or (2*), the proof is based on the fact that HB of x gives
HA2 at x′. Indeed, x′ is in the chart of origin the point of parameters
(X ′, u′1, u

′
2, u

′
3) := (X/u2, u1/u2, u2, u3/u1). By hypotheses, X ′(x′) = u′1(x

′) =
u′2(x

′) = 0. Let (a, b) strictly positive real numbers such that a
b
≥ 1 and

a(d1 +
ω(x)

p
) + b(d2 + d3) = 1

for any four-uple (α, β, γ, δ) ∈ N4, we have Xαuβ
1u

γ
2u

δ
1 = X ′αu′1

βu′2
α+β+γ+δu′3

δ.
With the parameters (X ′, u′1, u

′
2, u

′
3), the valuation v(a, b, b) becomes (1 +
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b′)−1v(a′,b′,0), where v(a′,b′,0) is given by

v(a′,b′,0)(X
′αu′1

β
u′2

α+β+γ+δ
u′3

δ
) = α + a′β = b′(α + β + γ + δ),

with (1 + b′, a′ + b′, b′) proportional to (1, a, b), so a′
b′ = a

b
− 1, by taking the

sup, we get A2(X
′, u′1, u

′
2, u

′
3) = B(x) − 1. Let h′ be the strict transform of

h, we get

HA′2 = inv(a′,b′,0)(h
′) = X ′p + X ′Φp−1 + U

a(1)
1 U

p(δ(x)−1)
2 u′3

a(3)
Φ′

p

with

Φ′
p = U

a(1)
1 U

p(δ(x)−1)
2 u′3

a(3)
(λU

ω(x)
1 +

ω(x)∑
i=1

U
ω(x)−i
1 U ′

2
i(B(x)−1)

Fi(1, u
′
3). (6.6)

This ends the proof in the case where x′ is the origin of the chart. When
u′3(x

′) 6= 0, we have to make a translation on X ′ to minimize the characteristic

polyhedron, this may just add a p-power to U
ω(x)−i1
1 U ′

2
i1(B(x)−1)Fi1(1, u

′
3).

To end the proof, the reader looks at [21]I.4 Theorem.

Corollary 6.5. ([21] I.4.1 Corollary p. 1963) With hypotheses and nota-
tions of 6.4, we blow up x. If x is in case 1 or 2 and if x′ is a point in the
first chart very near to x on the strict transform of div(u1) with u′3(x) 6= 0,
either Φp−1 6= 0 then β(x′) = 0,

or Φp−1 = 0, then β(x′) ≤ (1 +
deg(Fi1

)

d
), where i1, Fi are defined just above.

Corollary 6.6. ([21] I.4.2 Corollary) With hypotheses and notations of
6.4, if x is in case 1 or 2, if C(x) = 0, A2(x) < 1 and A3(x) < 1, then if the
sequence of blowing ups along the centers xn+i ∈ Xn+i of µ,

X0 −→ Xn+m−1 −→ ....Xn+1 −→ Xn, (1)

We make the infinite sequence of blowing ups centered at xi ∈ Xi 6.1, for
some i0, one of the following is true:
(i) ω(xi0) < ω(x),
(ii) ω(xi0) = ω(x) and C is not true at xi0.

Definition 6.3. With hypotheses and notations of I.2, we suppose x is in
case 3. With the notations of 6.2, we expend
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Φp := U
ω(x)
1 (λU3 + λ′U2) +

ω(x)∑
i=1

U
ω(x)−i
1 Fi(U2, U3), λ, λ′ ∈ k(x), (6.7)

Fi ∈ k(x)[U2, U3] homogeneous of degree iB3.
When λ 6= 0, we say that x is in case 3*.

Proposition 6.7. [21] I.5 Theorem page 1964.
With hypotheses and notations of I.2, we suppose x is in case 3. In case

3*, we choose u3 such that λ′ = 0, the reader sees that it modifies neither
H2, nor β3, nor B3. We blow-up x.

Let x′ be a closed point very near to x verifying condition C in the chart
of origin (X ′ = X

u2
, u′1 = u1

u2
, u′2 = u2, u

′
3 = u3

u2
) (first chart).

(i) When x is in case 3* and u′3(x
′) 6= 0 and (a1 + ω(x) 6= 0 mod (p) or

a(2) + 1 6= 0 mod (p)), x′ is in case 1*.
(ii) If x′ is in case 3, then β3(x′) ≤ β3(x), the inequality is strict if 1 ≤ β3(x)
and x′ is not rational over x.
(iii) When β3(x) = 1,

(iii)-a if x′ is not rational over x, then γ(x′) = 1,
(iii)-b if x′ is rational over x, then β(x′) ≤ 2 and, if x′ is in case 3 and

γ(x′) = 2, then β3(x′) = 1
(iii)-c if x′ is rational over x and β(x) ≤ 1 + 1

p
, then β(x′) ≤ 1 + 1

p
.

(iv) In every case we have

γ(x′) ≤ γ(x), A2(x
′) = B3(x)− 1.

Furthermore, at x′, for suitable parameters

H2(x
′) = X ′p +

∑
1≤i≤p

X ′p−i
Φ′

i,

Φ′
i = 0 for i 6= p, p− 1.

Proof. At x′, we choose a R.S.P. (X ′, u′1, u
′
2, v) with (X ′ = X

u2
, u′1 = u1

u2
, u′2 =

u2, u
′
3 = u3

u2
), v = u′3 when x′ is the origin of the chart, v = u′3 + α, α

invertible when x′ is rational over x and not the origin, v = P (u′3)mod(u2)
with P ∈ k(x)[U3] irreducible of degree d ≥ 2 when x′ is not rational over x.
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The last assertion of (iv) is a consequence of 6.2. In HB3,

Φp := U
a(1)
1 U

a(2)
2 (λU

ω(x)
1 U3 +

i1∑
i=i0>0

U
ω(x)−i
1 U

c(i)
2 φi(U2, U3)),

φi = 0 or is not divisible by U2 and is homogeneous of degree i + 1 − c(i),
c(i) ≥ iA2, φi0 6= 0, it may happen i0 = i1: then there is only one term in

the sum. We have β(x) ≥ deg(φi1
)

i1
and β3(x) ≥ deg(φi1

)−1

i1
. As in cases 1,2,

HB3(x) gives H2(x
′), up to an eventual translation on X ′ := X/u2. Indeed

H2(x
′) = X ′p + γU ′

1
(p−1)d1U ′

2
(p−1)(δ(x)−1

+

U ′
1
a(1)

U ′
2
a(1)+a(2)+ω(x)+1−p

(λU ′
1
ω(x)

u′3 +

i1∑
i=i0>0

U ′
1
ω(x)−i

U ′
2
i(B3(x)−1)

φi(1, u
′
3)).

(i) (iv) are clear.
In the case i1(B3(x)− 1) 6= 0 mod (p) or ω(x) − i1 6= 0 mod (p), a

translation on X ′ cannot spoil U ′
1
ω(x)−i1U ′

2
i1(B3(x)−1)φi1(1, u

′
3) and we get

β(x′) ≤ deg(φi1)

di1
≤ β(x)

d
≤ 1 + bβ3(x)c

d
.

(ii) and (iii)-a-c are clear in this case. Note that c(i1)− 1 ≤ i1β3(x) and that
β3(x

′) ≤ 1
i1

ordx′(φi(1, u
′
3))− 1, this gives (iii)-b in this case.

In the case i1(B3(x)− 1) = 0 mod (p) and ω(x) − i1 = 0 mod (p), a

translation on X ′ may add a p-power to U ′
1
ω(x)−i1U ′

2
i1(B3(x)−1)φi1(1, u

′
3), then

we get

i1β(x′) ≤ deg(φi1)

d
+ 1, β(x′) ≤ deg(φi1)

di1
+

1

i1
, β3(x

′) ≤ deg(φi1)

di1
.

This gives (ii) in the case 1 < β3(x), the case 1 = β3(x) in (ii) is the conse-
quence of (iii)-a whose proof is following.

Proof of (iii). In the case β3(x) = 1, we have deg(φi1) ≤ 1+ i1β3 = 1+ i1,
so β(x′) ≤ 1+i1

di1
+ 1

i1
and β3(x

′) ≤ 1+i1
di1

. When d ≥ 2, we have β(x′) ≤ 1
except in the case i1 = 1, deg(φi1) = 2 and d = 2. This gives (iii)-a except
in this very last case.

Case i1 = 1, deg(φi1) = 2 and d = 2. Either p 6= 2, then

ordx((U
a(1)
1 U

a(2)
2 U

ω(x)−i
1 U

c(i)
2 )−1 ∂

∂U3

U
a(1)
1 U

a(2)
2 U

ω(x)−1
1 U

c(1)
2 φ1(U2, U3)) = 1,
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at x′ it has order 0, so there is a derivation D ∈ D({x′}) (notations of 2.3 )
such that

ordx′((U
′
1
a(1)

U ′
2
a(1)+a(2)+ω(x)+1−p

U ′
1
ω(x)−i

U ′
2
i(B3(x)−1)

)−1

D((U ′
1
a(1)

U ′
2
a(1)+a(2)+ω(x)+1−p

U ′
1
ω(x)−i

U ′
2
B3(x)−1

)φ1(1, u
′
3)) = 0

so ordx′(φi(1, u
′
3)) + ψp) ≤ 1, where Ψ ∈ S ′. It means β(x′) ≤ 1: this gives

(iii)-a.
When p = 2, there is a derivation D ∈ D({x}) such that

ordx((U
a(1)
1 U

a(2)
2 U

ω(x)−i
1 U

c(1)
2 )−1D(U

a(1)
1 U

a(2)
2 U

ω(x)−1
1 U

c(1)
2 φ1(U2, U3))) ≤ 2,

at x′ it has order ≤ 1, so there is a derivation D′ ∈ D({x′}) such that

ordx′((U
′
1
a(1)

U ′
2
a(1)+a(2)+ω(x)+1−p

U ′
1
ω(x)−i

U ′
2
i(B3(x)−1)

)−1

D((U ′
1
a(1)

U ′
2
a(1)+a(2)+ω(x)+1−p

U ′
1
ω(x)−i

U ′
2
i(B3(x)−1)

)φi(1, u
′
3)) ≤ 1,

as p = 2, φ1(1, u
′
3)) + ψp 6= αv2, α invertible. So ordx′(φ1(1, u

′
3)) + ψp) ≤ 1:

β(x′) ≤ 1, this ends the proof of (iii)-a.
End of the proof of (iii) b-c when i1(B3(x)− 1) = 0 mod (p) and ω(x)−

i1 = 0 mod (p). When β3 < 0, the proof is clear. When deg(φi1) ≤ i1,
the proof is clear. When deg(φi1) > i1, let i2 such that i2 defines β3(x), i.e.

Φi2 = u
i2A2(x)
2 λ′ui2β3(x)+1

3 mod(u
i2A2(x)+1
2 , u1), λ′ invertible. We get A2(x) +

deg(φi1
)−1

i1
≤ c(i1)

i1
+

deg(φi1
)−1

i1
= B3(x) ≤ A2(x) + β3(x) = A2(x) + 1, then

deg(φi1)− 1 ≤ i1, deg(φi1) = 1 + i1. Either 1 + i1 6= 0mod(p), then

ordx((U
a(1)
1 U

a(2)
2 U

ω(x)−i1
1 U

c(i1)
2 )−1 ∂

∂U3

U
a(1)
1 U

a(2)
2 U

ω(x)−i1
1 U

c(i1)
2 φ1(U2, U3)) = i1,

v = u3 or u3 + invertible, by a similar argument as above, we get

ordx′(
∂

∂V
φi(1, u

′
3)) = i1,

ordx′(φi1(1, u
′
3)) + ψp) ≤ 1 + i1: β3(x

′) ≤ i1.

Or, U
a(1)
1 U

a(2)
2 U

ω(x)−i1
1 U

c(i1)
2 is a p-power there is a derivation D ∈ D({x}),

derivation “w.r.t. to constant” such that

ordx((U
a(1)
1 U

a(2)
2 U

ω(x)−i1
1 U

c(i1)
2 )−1D(U

a(1)
1 U

a(2)
2 U

ω(x)−i1
1 U

c(i1)
2 φi1(U2, U3))) = 1+i1,

we get
ordx′(Dφi1(1, u

′
3)) = i1,

ordx′(φi1(1, u
′
3)) + ψp) ≤ 1 + i1: β3(x

′) ≤ i1.
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Proposition 6.8. (cf. [21]I.5.3 Lemma page 1966) With hypotheses and
notations of I.2, we suppose that x is in case 3, β(x) ≥ 1 and we blow up x.
Assume x′ = (X ′, u′1, u

′
2, u

′
3) = ( X

u3
, u1

u3
, u2

u3
, u3) if x′ is ω-near x and verifies

condition C, then x′ is in case 2, ∆(h′; u′1, u
′
2, u

′
3; X

′) is minimal. We have
(A2(x

′), β(x′)) = (A2(x), A2(x) + β3(x)− 1),

A3(x
′) = B3(x)− 1, C(x′) ≤ 1 + β3(x

′)), γ(x′) ≤ γ(x),

with strict inequality when 3 ≤ γ(x). Furthermore
(i) if B3(x)− A2(x) ≥ 1, then γ(x′) < γ(x),
(ii) if β3(x) = 1, then γ(x′) < γ(x) = 2 or γ(x′′) = 1, where x′′ is the center
of the valuation µ in the blowing up of x′,
(iii) if B3(x) − A2(x) < 1 and β3(x) 6= 1 and γ(x) = 2, then the following
holds: either (x′ is in case 2 and γ(x′) < γ(x)) or (x′′ is in case 1 and
β(x′′) < 2) or (x′′ is in case 2 and γ(x′) < γ(x)) or (x′′ is in case 3 and
β3(x

′′) ≤ 1), where x′′ is the center of µ in the blowing up X ′′ of X ′ along x′

and x” is ω-near x and verifies condition C.

Proof.
As β(x) ≥ 1, in 6.4, we have Φp−1 = 0.
We are at the origin of the second chart, there is no translation to do on

X ′, etc. In the case (3*), the proof runs along the same lines of [21]. When
we have not (3*), then

Φp =

ω(x)∑
i=1

U
ω(x)−i
1 Fi(U2, U3),

Fi = 0 or homogeneous of degree i + 1 and, for at least one i, Fi 6∈ k(x)[U2].
At x′ we are in case 2 with C(x′) ≤ 1. We have A2(x) = A2(x

′). C(x′) = 1
iff A2(x) = 0, in this case, β(x′) = β3(x)− 1.

As in [21], we denote by (α32, β32) the point of smallest abscissa of the
side of slope -1 of pr(∆)3 (end of Notations ). And, the vertex of smallest
abscissa of pr(∆(x′)) is (A2(x), β3(x) + A1(x) − 1), The vertex of smallest
abscissa is (A2(x), β3(x) + A1(x)− 1). We have A3(x

′) = B3(x)− 1. We get

C(x′) ≤ β3(x) + A2(x)−B3(x) = β3(x)− (B3(x)− A2(x)) (6.8)

≤ α32 − A2(x). (6.9)
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This gives the first assertions of the lemma, (i) and also (ii) when B3(x)−
A2(x) > 0. Furthermore, C(x′) < 1 + bβ3(x′)c (⇒ γ(x′) ≤ γ(x)) if B3(x)−
A2(x) ≥ 0.

Note that B3(x) = α32 + β32, and β32 ≥ −1: we have α32 ≤ 1 + B3(x),

C(x′) ≤ α32 − A2(x) ≤ B3(x)− A2(x),

if B3(x) − A2(x) < 0 or (B3(x) − A2(x) = 0 and α32 < 1 + B3(x)), we
get C(x′) < 1. So we get C(x′) < 1 + bβ3(x′)c and we get also (ii) when
B3(x)− A2(x) < 0 or (B3(x)− A2(x) = 0 and α32 < 1 + B3(x)).

The reader reads the last lines of the proof of [21]I.5.3 Lemma page
1966.

Proposition 6.9. We suppose that div(u1) has weak contact maximal for a
condition C. We make the infinite sequence of blowing ups centered at xi ∈ Xi

6.1
Then for some i0, one of the following is true:

(i) ω(xi0) < ω(x),
(ii) ω(xi0) = ω(x) and C is not true at xi0,
(iii) ω(xi0) = ω(x), C is true at xi0 and γ(xi) = 1 for i ≥ i0,
(iv) ω(xi0) = ω(x), C is true at xi0 and γ(xi0) = γ(xi) ≥ 2, i ≥ i0, then all
the xi are on the strict transform of a curve C included in the locus ω > 0
of X and C ⊂ div(u1), C is contained in no other exceptional component.

Proof. As a consequence of the preceding lemmas and propositions, if we
reach neither (i) nor (ii) nor (iii), for i >> 0, xi+n is rational over xi, and in
the first chart for all n ∈ N, this means (iv).

Proposition 6.10. With the hypotheses given above, suppose γ(x) = 1 and
that there is no curve C included in the locus ω > 0 of X and C ⊂ div(u1), C
is contained in no other exceptional component. There exists a composition
of local ω-permissible blowing ups:

(X =: X0, x0) ← (X1, x1) ← · · · ← (Xr, xr) ← · · · , (6.10)

where xi ∈ Xi is the center of µ, such that for some i0, one of the following
is true:
(i) ω(xi0) < ω(x),
(ii) ω(xi0) = ω(x) and C is not true at xi0.
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Proof.
Suppose

β ≤ 1 in case 1-2 (resp. β3 < 1 in case 3), A2 < 1. (6.11)

Then we apply 6.1, at each step, A2 does not increase and strictly drops
when β(x) < 1 (resp. β3(x) < 1). If the point x′ is at infinity, β(x′) =
β(x) + A2(x)− 1 < 1 (resp. β(x′) = β3(x) + A2(x)− 1 < 1). If the point x′

is not rational, then β(x′) < 1 or β3(x
′) < 1.

So, in the sequence 6.1, A2(xi+1) ≤ A2(xi), β(xi+1) ≤ 1 (resp. β(xi+1) <
1) or one of the following is true
(i) ω(xi+1) < ω(x),
(ii) ω(xi+1) = ω(x) and C is not true at xi0 .

As β + A2 ≥ 1 (resp. β3 + A2 ≥ 1), if the sequence 6.1 is infinite and
if we never get (i)(ii) above, then, for some i0, β(xi) = 1, ω(xi) = ε(xi) for
i ≥ i0, this means that the xi are all on the strict transform of a curve going
through xi0 , by hypothesis, this curve is contained in two components of E,
in fact, this curve is V(X, u1, u2), for i large enough, this curve is permissible
of first kind, we blow it up and the reader sees that there is no point ω-near
xi on the strict transform of div(u1).

Suppose
β ≤ 1 in case 1-2 (resp. β3 < 1 in case 3).. (6.12)

We skip the hypothesis A2 < 1. In case 1 (resp. 3), When A2 ≥ 1, Y :=

V(X, u1, u2) is permissible of first kind (resp. second kind): indeed δ(x) =
a(1)+a(2)+ε(x) ≥ p+1, so a(1)+a(2)+ω(x) ≥ p, V(X, u1, u2) is permissible
in Hironaka’s sense, the inequality A2 ≥ 1 implies that ε(Y ) = ω(x). We blow
up along (X, u1, u2), a small computation shows that the couple (β, A2) (resp.
(β3, A2)) becomes (β, A2 − 1) (resp. (β3, A2 − 1)),

When x is in case 2. Then we make the sequence (6.1), either there is
some i0 such that Ei0 has only two components, then we get (6.11) at i0, or
for all i, Ei has three components, then by classical computations, we get
C(xi0 = 0 for some i0, i.e. pr(∆) has only one vertex. When A2 ≥ 1 and
a(2) + ω(x) ≥ p, V(X, u1, u2) is ω-permissible of first kind. We blow it up,
then A2(xi0+1)+A3(xi0+1) = A2(xi0)+A3(xi0)−1 and pr(∆(xi0+1)) has only
one vertex. Mutatis mutandis, if A3 ≥ 1 and a(3) + ω(x) ≥ p. Either by
such blowing ups, we reach 6.11, or we reach one of the following:
(a) a(1)+a(i)+ω(x) < p, i = 2, 3: then we apply 6.1, at each step a(2)+a(3)
strictly drops or we get 6.12 in cases 1-3. The reader sees [21] page 1967 1.7.1.
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(b) there exists i = 2, 3 with a(1) + a(i) + ω(x) < p and Ai ≥ 1 and j = 2, 3
with a(1) + a(j) + ω(x) < p and Aj ≥ 1. We make a descending induction
on (sup{Aa, a = 2, 3}, sup{a(b), b = 2, 3}) for ≤lex, see [21] page 1968 1.7.4.

We always reach (6.11).

Theorem 6.11. We suppose that div(u1) has contact maximal for a condition
C. There exists a composition of local ω-permissible blowing ups:

(X =: X0, x0) ← (X1, x1) ← · · · ← (Xr, xr) ← · · · , (6.13)

where xi ∈ Xi is the center of µ, such that for some i0, one of the following
is true:
(i) ω(xi0) < ω(x),
(ii) ω(xi0) = ω(x) and C is not true at xi0.

Proof.
After a sequence of blowing ups centered at closed points, we may suppose

that
{ω > 0} ∩ div(u1) ⊂ ∪i6=1,div(ui)⊂Ediv(ui) (6.14)

{ω > 0} ∩ div(u1) \ ∪i6=1,div(ui)⊂Ediv(ui) is of dimension 0 or is a permissible
curve of first kind. In the second case, we blow up along this curve and we
reach the first case 6.14.

Then we make the sequence (6.1), and by the condition (6.14), for some
i0, we get proposition 6.9 (i),(ii) or (iii). In the case (iii), we apply proposition
6.10.
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Soc. math. France 103 (1975), 13-19.

[10] Cossart, V., Desingularization of embedded excellent surfaces, Tohoku
Math. J., II. Ser. 33 (1981), 25-33.

[11] Cossart, V., Resolution of surface singularities, Lect. Notes in Math.
1101, Springer-Verlag (1984), 79-98.

[12] Cossart, V., Forme normale d’une fonction sur un k-schéma de dimen-
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excellents. Seminaire a l’École Polytechnique 2006-2008, preprint
arXiv:1207.3648 (2007), 1-416.

[41] de Jong, A.J., Smoothness, semistability and Alterations, Publ. Math.
I.H.E.S. 83, 1996, 51-93.

150



[42] Krull, W., Galoissiche Theorie bewerteter körper, Sitzungsberichte
der Bayerischen Akaemie der Wissenschaften, München (1930), 225-238.

[43] Lipman, J., Rational singularities, with applications to algebraic sur-
faces and unique factorization, Publ. Math. IHES 36 (1969), 195-279.

[44] Lipman J., Introduction to resolution of singularities, in Algebraic Ge-
ometry, Arcata, 1974, Amer. math. Soc. proc. Symp,. Pure Math. 29
(1975), 187-230.

[45] Lipman J., Desingularization of two-dimensional schemes, Ann. Math.
107 (1978), 151-207.

[46] Matsumura H., Commutative ring theory, 3rd edition, Cambridge
studies in advanced mathematics 8, Cambridge Univ. Press (1986).

[47] Nagata M., Imbedding of an abstract variety in a complete variety, J.
Math. Kyoto Univ. 2 (1962), 1-10.

[48] Novacoski J., Spivakovsky M., Reduction of Local Uniformization
to the rank one case, preprint arXiv:1204.4751 (2012), 1-22.

[49] Piltant O., An axiomatic version of Zariski’s patching theorem, Rev.
R. Acad. Cienc. Exactas Fs. Nat. Ser. A Math. RACSAM 107 (2013),
no. 1, 91121.
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