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A TWO-DIMENSIONAL VERSION OF THE GODUNOV SCHEME FOR SCALAR BALANCE LAWS

LAURENT GOSSE∗

Abstract. A Godunov scheme is derived for two-dimensional scalar conservation laws without or with source terms following ideas originally proposed by Boukadida and LeRoux [9] in the context of a staggered Lax-Friedrichs scheme. In both situations, the numerical fluxes are obtained at each interface of a uniform Cartesian computational grid just by means of the “external waves” involved in the entropy solution of the elementary 2d Riemann problems; in particular, all the wave-interaction phenomena is overlooked. This restriction of the wave pattern suffices for deriving the exact numerical fluxes of the staggered LxF scheme, but it furnishes only an approximation for the Godunov scheme: we show that under convenient assumptions, these flux functions are smooth and the resulting discretization process is stable under nearly-optimal CFL restriction. A well-balanced extension is presented, relying on the Curl-free component of the Helmholtz decomposition of the source term. Several numerical tests against exact 2D solutions are performed for convex, non-convex and inhomogeneous equations and the time evolution of the $L^1$ truncation error is displayed.
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1. Introduction. We are interested in deriving and proving rigorous estimates on a genuinely multi-dimensional Godunov scheme for a convex scalar balance law,

$$\frac{\partial u}{\partial t} + \frac{\partial f(u)}{\partial x} + \frac{\partial g(u)}{\partial y} = k(x,y)s(u), \quad x,y \in \mathbb{R}^2, \quad t > 0,$$

(1.1)

under the structural hypotheses (in particular, $s'(u)$ has no definite sign):

$$u(t=0,x,y) = u^0(x,y) \in L^1 \cap L^\infty \cap BV(\mathbb{R}^2), \quad f'' > 0, \quad g'' > 0.$$

(1.2)

In spite of their simplicity, scalar models can be relevant in recent applications [15].

1.1. Overview of two-dimensional problems. Part of the success in the field of numerical approximation of one-dimensional (systems of) balance laws stems from the possibility of setting up a building block, the Riemann problem, which realizes the time-asymptotic behavior of the Cauchy problem. Thanks to strict hyperbolicity and entropy dissipation in shocks, the decay of Glimm’s interaction potential implies that weak solutions evolve in time toward a non-interacting scattering state (e.g. in the sense of Liu-Yang [53]). However, in 2D, Riemann solutions don’t systematically produce a non-interacting scattering state because corresponding wave patterns can still involve non-linear interactions: see for instance our Figures 4.7 and 4.8. The occurrence of such interactions complicate substantially the computation of these solutions [51, 70] which can hardly be set up as elementary building blocks in devising a 2D numerical scheme. Therefore, alternative derivations were proposed: see e.g. [1, 5, 6, 8, 7, 10, 14, 13, 18, 24, 26, 29, 30, 34, 36, 38, 40, 43, 47, 49, 55, 56, 58, 60, 62, 63, 64, 67].

The famous Kružkov uniqueness theorem ensures that there is a complete equivalence between the notion of entropy solutions and viscosity limits (see [21] for more details on this point) for multi-D scalar equations. This notwithstanding, the structure of the entropy solution of a scalar 2D Riemann problem displays an impressive complexity [12, 31, 33, 50, 66, 68, 69] (see also [19, 65] for specific theoretical properties of multi-D scalar laws). However, within the framework of a 2D staggered Lax-Friedrichs scheme, Boukadida and LeRoux [9] observed that one doesn’t need all the complexity of the wave pattern in order to derive the expression of the exact numerical fluxes. Indeed, since a staggered LxF scheme proceeds by taking locally space averages of the totality of
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each Riemann fan, it suffices to know the so-called external waves (in the terminology of [51, 70]), and forget about the nonlinear interactions occurring close to the origin: see Fig. 2.1 for an illustration. Advantages in such a construction were: stability under a CFL restriction, and genuine 2D numerical fluxes, meaning that the horizontal flux function perceives the vertical gradients too. This last property allows to accurately render delicate 2D phenomena which can be deleted by less sophisticated schemes which involve one-dimensional solvers only. However, such a staggered setup is not well-suited for computations in a bounded domain, thus it seems appealing to develop similar ideas in a more flexible Godunov framework. The main issue which must be circumvented in this program lies in the fact that Godunov fluxes are not taken outside the Riemann fan’s interaction area, but along the axes passing through the origin: hence it is necessary to rely on an approximate Riemann solver, which should involve only computations of external waves.

Another motivation comes from the need to extend the methodology of well-balanced (WB) schemes [28] from the 1D scene toward the multi-dimensional one. On this side, the obstacle is that despite it is always possible to rewrite a source term \( k(x) s(u) \) as a non-conservative product \( s(u) \partial_x K(x) \), with \( K \) defined up to a constant, this simple trick is ineffective in 2D. A way out can be found by noticing that the 1D case proceeds by applying the fundamental theorem of calculus, so it sounds reasonable to try to apply the same fundamental theorem, in its vectorial version though, in 2D: this is the Helmholtz decomposition of a smooth decaying vector field. This way, the source term showing up in (1.1) rewrites as \( s(u) \left[ \partial_x K_x + \partial_y K_y \right] \), with \( K := (K_x, K_y) \) a gradient field which can be computed in a stable way numerically and then distributed inside both (horizontal or vertical) flux functions.

1.2. Organization of the paper. A basic object in the calculations presented hereafter is the two-dimensional version of the classical Lax-Friedrichs scheme published by Boukadida and LeRoux [9] (despite several inaccuracies in its presentation).

- In §2, a general construction of 2D Godunov numerical fluxes is presented, under the simplifying assumptions (2.5) and for the homogeneous case \( k(x, y) \equiv 0 \) first. In particular, all the derivations bypass the computation of nonlinear wave interactions occurring in the elementary Riemann problems. Only “external waves”, that is to say, the one-dimensional Riemann waves appearing for \(|x|, |y| \to \infty\) are used in the expression of our numerical fluxes (cf. (2.7) and (2.8)). These flux functions are shown to be smooth in §2.2. The subsection §2.3 presents the extension to the inhomogeneous case \( k(x, y) \neq 0 \) within the well-balanced framework, that is to say, by including the effects of the source term directly inside the expression of the numerical fluxes: see (2.17) and (2.18). These derivations make use of a Helmholtz decomposition of \((k, 0)\) in order to distribute the source along each direction \( O\vec{x} \) and \( O\vec{y} \).

- In §3, some results about monotonicity properties of the resulting homogeneous 2D scheme are given under the hypotheses (2.5). By standard Crandall–Majda theory [16], this yields convergence toward the entropy solution as the grid parameters \( \Delta x, \Delta y \to 0 \) under a nearly optimal CFL restriction (2.1) for the time-step \( \Delta t \). The more complex case involving wave interactions (3.3) is studied in §3.3 and the corresponding flux function is given in (3.6).

- In §4, various numerical results are provided, among which many involve an exact solution thanks to whom the actual \( L^1 \) errors can be measured, which allows to achieve accurate comparison with the more usual dimensional Strang-splitting scheme. Various simple 2D Riemann problems are simulated with both schemes and the time-evolution of resulting \( L^1 \) errors are displayed in §4.1. A “fingering test” taken from [32] is presented in §4.2. More involved 2D Riemann problems taken from both [68] and [36] are studied in §4.3; in particular, the exact solution given in [29] is used in order to scrutinize the
onset of pointwise errors in both schemes, see Fig. 4.8. The §4.4 deals with (1.1) for which \( f(u) = g(u) = u^2 \), \( k(x, y) \equiv 1 \) and \( s(u) = u \); the WB scheme of §2.3 is presented and a test involving a rarefaction wave is investigated following the ideas of [3]. Numerical convergence as \( \Delta x = \Delta y \to 0 \) is studied with respect to exact solutions in §4.5: it is found that the net gain retrieved from applying our 2D strategy increases with the complexity of the benchmark. At last, §4.6 contains 3 non-convex benchmarks: the so-called “Guckenheimer structure” [8, 31, 69], the challenging “rotating KPP wave” [29, 40] and a Buckley-Leverett equation. Finally, some concluding remarks are given in §5.

2. Derivation of the two-dimensional numerical process. We start by defining a Cartesian uniform computational grid, determined by spatial parameters \( \Delta x, \Delta y > 0 \) together with the time-step \( \Delta t \) which is assumed to be small enough so as to satisfy the CFL condition:

\[
\max \left( \frac{\max |f'(u^0)|}{\Delta x}, \frac{\max |g'(u^0)|}{\Delta y} \right) \Delta t \leq 1, \tag{2.1}
\]

where the “max” is taken on the convex hull of all the values taken by the initial data \( u^0 \in L^\infty(\mathbb{R}^2) \). Elementary computational cells centered on \( x_i = i\Delta x \) and \( y_j = j\Delta y \), where the indexes \( i, j \in \mathbb{Z}^2 \), are denoted by \( C_{i,j} \); these are rectangles,

\[
C_{i,j} = \left( x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}} \right) \times \left( y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}} \right). \tag{2.2}
\]

The numerical approximation \( u^{\Delta t} \) is the piecewise constant function such that

\[
\forall i, j \in \mathbb{Z}^2, \quad u^{\Delta t}(t^n, x_i, y_j) = u^n_{i,j} \]

on each elementary cell \( C_{i,j} \) with \( t^n = n\Delta t, n \in \mathbb{N} \).

2.1. A “nearly-exact” 2D Riemann solver in the convex case. Let us consider first the integral form of the homogeneous scalar conservation law (1.1): by integrating the equation on \( (t^n, t^{n+1}) \times C_{i,j} \) one gets:

\[
\int_{C_{i,j}} u(t^{n+1}, x, y) - u(t^n, x, y) \, dx \, dy = \]

\[
\int_{t^n}^{t^{n+1}} \left( \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \left[ f(u(\tau, x_{i-\frac{1}{2}}, y)) - f(u(\tau, x_{i+\frac{1}{2}}, y)) \right] \, dy \right. \]

\[
+ \left. \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \left[ g(u(\tau, x, y_{j-\frac{1}{2}})) - g(u(\tau, x, y_{j+\frac{1}{2}})) \right] \, dx \right) \, d\tau.
\]

Hence, by denoting \( u^{\Delta t}(0, x_i, y_j) = u^n_{i,j} = \int_{C_{i,j}} u^0(x, y) \, dx \, dy = u^0(x_i, y_j) \) the value in the cell \( C_{i,j} \), the time-marching process rewrite as a recursion formula involving numerical fluxes \( F, G \) and emphasizing global mass conservation:

\[
u^{n+1}_{i,j} = u^n_{i,j} - \frac{\Delta t}{\Delta x} \left( F^n_{i+\frac{1}{2},j} - F^n_{i-\frac{1}{2},j} \right) - \frac{\Delta t}{\Delta y} \left( G^n_{i,j+\frac{1}{2}} - G^n_{i,j-\frac{1}{2}} \right). \tag{2.3}
\]

Thanks to the piecewise-constant structure of \( u^{\Delta t}(t^n, \cdot, \cdot) \), a convenient manner of computing the numerical fluxes along the interfaces of each cell proceeds by solving the Riemann problems occurring at each corner of the square (2.2). Accordingly, let \( \omega \) be the self-similar entropy solution of these four-quadrant Riemann problems:

\[
\forall i, j \in \mathbb{Z}^2, \quad \omega^n_{i-\frac{1}{2},j-\frac{1}{2}} \left( \frac{x - x_{i-\frac{1}{2}}}{\tau - t^n}, \frac{y - y_{j-\frac{1}{2}}}{\tau - t^n} \right), \quad \tau > 0.
\]
Indeed, assuming enough knowledge about $\omega$, it happens that:

$$F^{n}_{i-\frac{1}{2},j} = \int_{0}^{\Delta t} \left( \int_{y_{j-\frac{1}{2}}}^{y_{j}} f(\omega^{n}_{i-\frac{1}{2},j-\frac{1}{2}}(0, \frac{y-y_{j-\frac{1}{2}}}{\tau})) dy + \int_{y_{j}}^{y_{j+\frac{1}{2}}} f(\omega^{n}_{i-\frac{1}{2},j+\frac{1}{2}}((0, \frac{y-y_{j+\frac{1}{2}}}{\tau})) dy \right) \Delta t \Delta y,$$

(2.4)

together with a similar expression for $G^{n}_{i,j-\frac{1}{2}}$. The basic observation which lies at the very heart of the Boukadida-LeRoux construction is that, within a staggered Lax-Friedrichs scheme, only the restriction of $\omega$ on the boundary of staggered cells, the so-called external waves [51, 70], plays a role in the computation of the exact numerical fluxes. Here, within a Godunov framework, only the restriction of all the Riemann solutions $\omega$ on the interfaces $x = x_{i+\frac{1}{2}}, y = y_{j+\frac{1}{2}}$ of the original cells $C_{i,j}$ must be taken into account. The original Boukadida-LeRoux idea stems on the fact that, in virtue of the finite speed of propagation, restricting the CFL condition like (2.1) guarantees that the trace of the 2D Riemann solutions are given by transverse, or external, one-dimensional Riemann problems (this fact is repeatedly used in [31, 66, 69]). Such an observation allows to considerably reduce the complexity in calculating numerical fluxes, because they essentially boil down to a time-average of a 1D Riemann fan.

**Remark 1.** Most of the difficulties met in computing numerical approximations of 2D balance laws are already noticeable at this (seemingly) early level:

1. the 2D Riemann solution contains much more information and fine structures than in 1D, in particular, it can display wave interactions, like in Fig. 4.7;
2. the $L^{2}$-projection operator (averaging step on each $C_{i,j}$) is likely to eliminate a bigger amount of these fine structures, because the arithmetical mean is now taken on a square domain rather than on a segment.

In this perspective, higher-order methods [13], which set up a “reconstruction operator” in between the averaging step and the evolution stage, can be seen as trying to apply an ad-hoc pseudo-inverse of the $L^{2}$ projection in order to recover part of the detail previously discarded. Hence a more direct strategy might be to devise sophisticate 2D projection operators, in the spirit of Gilquin (see [22] for results on 1D systems).

Now, the Godunov framework cannot allow for such a drastic simplification, but in many cases, the computation of integrals involved in e.g. (2.4) can still be achieved only by means of one-dimensional Riemann solutions, just containing the “external waves” and disregarding wave interactions. It is at this level that the convexity assumption on $f,g$ enters the picture: more precisely, it ensures that one-dimensional Riemann problems resulting from considering only either $\partial_{x} f(u)$ or $\partial_{y} g(u)$ in (1.1) contain just

![Fig. 2.1. Elementary 2D Riemann problems: “external waves” and interactions.](image-url)
and proceed by distinguishing between 2 cases for $x$-fluxes $F^n_{i-\frac{1}{2},j}$:

- $u^n_{i-1,j-1} > u^n_{i-1,j}$: the "vertical" Riemann problem for the 1D scalar law:
  \[ \partial v + \partial_y g(v) = 0, \quad v(t = t^n, x, y) = \begin{cases} u^n_{i-1,j-1}, & y < y_j - \frac{1}{2}, \\ u^n_{i-1,j}, & y > y_j - \frac{1}{2}, \end{cases} \]  
  yields an entropy shock endowed with Rankine-Hugoniot velocity,
  \[ \sigma = \sigma^n_{i-1,j-\frac{1}{2}} = \frac{g(u^n_{i-1,j-1}) - g(u^n_{i-1,j-1})}{u^n_{i-1,j} - u^n_{i-1,j-1}} > 0. \]

By means of an elementary computation, the numerical flux (2.4) rewrites:

\[
F^n_{i-\frac{1}{2},j} = \int_0^{\Delta t} \left( \int_{y_j - \frac{1}{2}}^{y_j + \frac{1}{2}} f(u^n_{i-1,j-1}) dy + \int_{y_j - \frac{1}{2}}^{y_j + \frac{1}{2}} f(u^n_{i-1,j}) dy \right) d\tau \frac{\Delta t}{\Delta y} 
\]

\[
= \int_0^{\Delta t} \left( \sigma^n f(u^n_{i-1,j-1}) + (\Delta y - \sigma^n) f(u^n_{i-1,j}) \right) d\tau \frac{\Delta t}{\Delta y} 
\]

\[
= \frac{\Delta t}{\Delta y} \left[ f(u^n_{i-1,j}) - \frac{\Delta t}{\Delta y} \right] \left( f(u^n_{i-1,j}) - f(u^n_{i-1,j-1}) \right) 
\]

In most of upwind schemes\(^1\), only the "normal component" is considered.

- $u^n_{i-1,j-1} \leq u^n_{i-1,j}$: the Riemann problem (2.6) yields a rarefaction wave:
  \[ v(t, y) = \begin{cases} u^n_{i-1,j-1}, & y - \frac{y_j - \frac{1}{2}}{t - t^n} < g'(u^n_{i-1,j-1}), \\ (g')^{-1} \left( \frac{y - y_j - \frac{1}{2}}{t - t^n} \right), & g'(u^n_{i-1,j-1}) \leq y - \frac{y_j - \frac{1}{2}}{t - t^n} \leq g'(u^n_{i-1,j}), \\ u^n_{i-1,j}, & y - \frac{y_j - \frac{1}{2}}{t - t^n} > g'(u^n_{i-1,j}). \end{cases} \]

The computation of the numerical flux (2.4) proceeds as follows:

\[
F^n_{i-\frac{1}{2},j} = \int_{t^n}^{t^{n+1}} \left( \int_{y_j - \frac{1}{2}}^{y_j + \frac{1}{2} + g'(u^n_{i-1,j-1})(t - t^n)} f(u^n_{i-1,j-1}) dy 
\]

\[ + \int_{y_j - \frac{1}{2}}^{y_j + \frac{1}{2} + g'(u^n_{i-1,j-1})} f \circ (g')^{-1} \left( \frac{y - y_j - \frac{1}{2}}{t - t^n} \right) dy 
\]

\[ + \int_{y_j + \frac{1}{2} - g'(u^n_{i-1,j-1})(t - t^n)}^{y_j + \frac{1}{2}} f(u^n_{i-1,j-1}) dy \right) d\tau \frac{\Delta t}{\Delta y} 
\]

The middle term involves a change of variable,

\[
\int_{t^n}^{t^{n+1}} dt \int_{g'(u^n_{i-1,j-1})} f \circ (g')^{-1} \left( \frac{y}{t - t^n} \right) dy = \int_0^{\Delta t} \tau d\tau \int_{u^n_{i-1,j-1}}^{u^n_{i-1,j}} f(v) g''(v) dv, 
\]

and this expression is handled by means of an integration by parts:

\[
= \frac{\Delta t^2}{2} \left( f'\left( u^n_{i-1,j} \right) - f'\left( u^n_{i-1,j-1} \right) \right) + \int_{u^n_{i-1,j-1}}^{u^n_{i-1,j}} f'(v) g'(v) dv. 
\]

\(^1\)For instance, the "donor cell" algorithm.
Summing the 3 integral terms, the numerical fluxes reduce to:

\[
F_{i-\frac{1}{2},j}^n = \underbrace{f(u_{i-1,j}^n)}_{\text{normal (usual) component}} - \frac{\Delta t}{2\Delta y} \int_{u_{i-1,j-1}^n}^{u_{i-1,j}^n} f'(v)g'(v)dv 
\]

\[
G_{i,j-\frac{1}{2}}^n = \underbrace{g(u_{i,j}^n)}_{\text{tangential (anti-diffusive) component}} - \frac{\Delta t}{2\Delta x} \int_{u_{i,j-1}^n}^{u_{i,j}^n} f'(v)g'(v)dv 
\]

All in all, the numerical flux in the \( x \)-direction reads:

\[
F_{i-\frac{1}{2},j}^n = f(u_{i-1,j}^n) - \frac{\Delta t}{2\Delta y} \left( \chi(u_{i-1,j-1}^n < u_{i-1,j}^n) \int_{u_{i-1,j-1}^n}^{u_{i-1,j}^n} f'(v)g'(v)dv + \chi(u_{i-1,j-1}^n > u_{i-1,j}^n) (f(u_{i-1,j}^n) - f(u_{i-1,j-1}^n))(g(u_{i-1,j}^n) - g(u_{i-1,j-1}^n)) \right) 
\]

(2.7)

together with the one in the \( y \)-direction (obtained through similar derivations),

\[
G_{i,j-\frac{1}{2}}^n = g(u_{i,j}^n) - \frac{\Delta t}{2\Delta x} \left( \chi(u_{i,j-1}^n < u_{i,j}^n) \int_{u_{i,j-1}^n}^{u_{i,j}^n} f'(v)g'(v)dv + \chi(u_{i,j-1}^n > u_{i,j}^n) (f(u_{i,j}^n) - f(u_{i,j-1}^n))(g(u_{i,j}^n) - g(u_{i,j-1}^n)) \right) 
\]

(2.8)

where \( \chi(A) \) stands for the characteristic function of the set \( A \). One sees that, in the case under study, \( F_{i-\frac{1}{2},j}^n \) is indeed a function \( \mathbb{R}^2 \to \mathbb{R} \) which rewrites \( F(u_{i-1,j-1}^n, u_{i-1,j}^n) \) too. The same statements obviously holds for \( G_{i,j-\frac{1}{2}}^n = G(u_{i,j-1}^n, u_{i,j}^n) \).

**Remark 2.** We stress that the aforementioned numerical process is not a version of the \( N \)-scheme [63] partly because all the integrals in time are exactly calculated, instead, one may recast it as a nonlinear version of both the CTU of Colella [14] and LeVeque’s wave propagation algorithm [46], essentially derived in the context of advection equations. In this linear case where \( f(u) = au, g(u) = bu, \) and \( a, b > 0, \)

\[
F_{i-\frac{1}{2},j}^n = a \left( u_{i-1,j}^n(1 - \frac{b\Delta t}{2\Delta y}) + \frac{b\Delta t}{2\Delta y} u_{i-1,j-1}^n \right) 
\]

\[
G_{i,j-\frac{1}{2}}^n = b \left( u_{i,j}^n(1 - \frac{a\Delta t}{2\Delta x}) + \frac{a\Delta t}{2\Delta x} u_{i-1,j}^n \right) 
\]

(2.9)

Its stencil is wider too, because it contains 4 points instead of 3 for the \( N \)-scheme. The (linear) numerical fluxes (2.9) already appeared in [46, 47] and §5.1 of [55]. Following Colella, one can reinterpret (2.9) as a second-order explicit time Runge-Kutta method,

\[
\begin{align*}
& u_{i,j}^{n+1} = u_{i,j}^n - a \frac{\Delta t}{2\Delta x} \left( u_{i+\frac{1}{2},j}^{n+\frac{1}{2},j} - u_{i-\frac{1}{2},j}^{n+\frac{1}{2},j} \right) - b \frac{\Delta t}{2\Delta y} \left( u_{i,j+\frac{1}{2}}^{n+\frac{1}{2}} - u_{i,j-\frac{1}{2}}^{n+\frac{1}{2}} \right), \\
& u_{i+\frac{1}{2},j}^{n+\frac{1}{2}} = u_{i+1,j}^{n-1} - b \frac{\Delta t}{2\Delta x} \left( u_{i+1,j}^{n-1} - u_{i,j}^{n-1} \right), \\
& u_{i,j+\frac{1}{2}}^{n+\frac{1}{2}} = u_{i,j+1}^{n-1} - a \frac{\Delta t}{2\Delta y} \left( u_{i,j+1}^{n-1} - u_{i,j}^{n-1} \right), \\
& u_{i,j}^{n-1} = u_{i,j}^{n} - \frac{\Delta t}{2\Delta x} \left( u_{i,j}^{n} - u_{i,j-1}^{n} \right) 
\end{align*}
\]

(2.10)

corresponding to the elementary Butcher’s array:

\[
\begin{array}{c|ccc}
0 & 0 & 0 & 0 \\
\frac{1}{2} & \frac{1}{2} & 0 & 0 \\
\frac{1}{2} & 0 & 0 & 0 \\
\end{array}
\]

Both the intermediate steps \( u_{i-\frac{1}{2},j}^{n+\frac{1}{2}}, u_{i,j-\frac{1}{2}}^{n+\frac{1}{2}} \), located on staggered grids, are obtained through 1D upwind schemes (only) thanks to the CFL condition stating that both \( \frac{b\Delta t}{2\Delta y}, \frac{a\Delta t}{2\Delta x} \)
are smaller than $\frac{1}{2}$; hence no discontinuity in the orthogonal direction can be perceived. Interestingly, the N-scheme [62] can be interpreted as a “min/max” approximation of the predictor-corrector algorithm (2.10) with the following modification for $u_{i-j}^{n+\frac{1}{2}}, u_{i,j}^{n+\frac{1}{2}}$:

$$
\begin{cases}
  u_{i-1,j}^{n+\frac{1}{2}} = u_{i-1,j}^{n} - \chi\left(\frac{a}{\Delta x}\right)\left(u_{i-1,j}^{n} - u_{i-1,j-1}^{n}\right), \\
  u_{i,j-1}^{n+\frac{1}{2}} = u_{i,j-1}^{n} - \chi\left(\frac{b}{\Delta y}\right)\left(u_{i,j-1}^{n} - u_{i-1,j-1}^{n}\right).
\end{cases}
$$

The “wave propagation” algorithm of [14, 46] consists in mimicking this Runge-Kutta formalism in the more involved context of multi-dimensional nonlinear hyperbolic systems; however, one cannot exactly recover scalar formulas (2.7), (2.8) in this way. Even for linear 2D systems, it isn’t clear that this formalism applies because complex, Kirchhoff-type interacting wave patterns can appear inside each elementary 2D Riemann problem [23, 52], and they are clearly discarded here (because it is a scalar algorithm).

### 2.2. Smoothness of the resulting numerical flux functions.

As a first step toward a rigorous convergence proof of the scheme (2.3)-(2.7)-(2.8), we show that each numerical flux function $F,G$ is $C^1$ with respect to its 2 arguments. More precisely:

- let’s consider the limit $u \rightarrow v$, $u < v$ (the “vertical rarefaction” in (2.6)),

$$
F(u, v) = f(v) - \frac{\Delta t}{2\Delta y} \int_{u}^{v} f'(\xi)g'(\xi) d\xi \rightarrow f(v).
$$

Considering the opposite direction, $u > v$ (the “vertical shock” in (2.6)),

$$
F(u, v) = f(v) - \frac{\Delta t}{2\Delta y} \left( \frac{f(v) - f(u)}{v - u} \frac{(v - u)}{\text{bounded}} \right) \left( \frac{g(v) - g(u)}{v - u} \frac{(v - u)}{\text{bounded}} \right) \rightarrow f(v).
$$

Hence continuity holds on the diagonal $u = v$ and consequently, $F(u, u) = f(u)$, $G(v, v) = g(v)$; this meets with the consistency criterion which is used in [16].

- the same procedure applied to the partial derivatives $\frac{\partial F}{\partial u/v}$ for $u < v$,

$$
\nabla F(u, v) = \left( \frac{\Delta t}{2\Delta y} f'(u)g'(u), \quad f'(v)\left(1 - \frac{\Delta t}{2\Delta y}g'(v)\right) \right)^T,
$$

(2.11)

whereas, for $u > v$, a more intricate expression holds:

$$
\nabla F(u, v) = \left( \frac{\Delta t}{2\Delta y} f'(u)g'(u) - \frac{\Delta t}{2\Delta y} \left( \frac{g(v) - g(u)}{v - u} \frac{(v - u)}{\text{bounded}} \right), \quad f'(v)\left(1 - \frac{\Delta t}{2\Delta y}g'(v)\right) + \frac{\Delta t}{2\Delta y} \left( \frac{g(v) - g(u)}{v - u} \frac{(v - u)}{\text{bounded}} \right) \right)^T
$$

Consequently, $\nabla F(u, v)$ is continuous on the diagonal $u = v$, too. We have:

**Lemma 2.1.** Consider the scalar law (1.1) with convex fluxes $f, g$ which satisfy moreover (2.5), then the numerical fluxes $F,G$ defined by (2.7)-(2.8) are smooth and belong to $C^1(\mathbb{R}^2 \rightarrow \mathbb{R})$. Moreover, these numerical fluxes are consistent in the sense of Crandall-Majda with the continuous equation: $F(v, v) = f(v)$, $G(v, v) = g(v)$.

---

2The terminology seems to be introduced in §6 of [14], page 198, but without Roe’s linearization.
For monotonicity properties, the following expression of \( \nabla F \) with \( v < u \) is useful:

\[
\nabla F(u,v) = \left( \frac{\Delta t}{2\Delta y} \left\{ f'(u) \frac{g(v) - g(u)}{v - u} + \frac{f(v) - f(u)}{v - u} \right\} \right)_T \geq 0 \text{ for } v < u
\]

\[
\frac{f(v) - f(u)}{v - u} \left( 1 - \frac{\Delta t}{2\Delta y} g'(v) \right) + \left[ f'(v) - \frac{f(v) - f(u)}{v - u} \right] \left[ 1 - \frac{\Delta t}{2\Delta y} \frac{g(v) - g(u)}{v - u} \right] \leq 0 \text{ for } v < u
\]

But one can write \( \nabla F \) in a compact form too, i.e. like (2.11) plus corrective terms:

\[
\nabla F(u,v) = \left( \frac{\Delta t}{2\Delta y} \chi(u > v) \left( f'(u) \left( 1 - \frac{\Delta t}{2\Delta y} g'(v) \right) \right)_T + \frac{\Delta t}{2\Delta y} \chi(u > v) \left[ f'(u) - \frac{f(v) - f(u)}{v - u} \right] \left[ \frac{g(v) - g(u)}{v - u} \right] \right)_T
\]

(2.12)

with similar formulas holding obviously for \( \nabla G \).

2.3. **Well-balanced extension to inhomogeneous equations.** The assumptions (2.5) imply that (1.1) is in non-resonant regime and one can proceed by following standard considerations in 2D [28]. In the opposite (resonant) case, one can consult for instance [48, 35]. One advantage of the preceding construction is that it doesn’t ask for substantial modifications when source terms are added:

- Let’s assume that we have at hand a smooth vector field \( \mathbf{K}(x,y) \) satisfying:

\[
\forall x, y \in \mathbb{R}^2, \quad \nabla \cdot \mathbf{K}(x,y) = k(x,y), \quad \mathbf{K} = (K_x, K_y),
\]

(2.14)

with \( \nabla \cdot \) standing for the divergence operator. Then (1.1) rewrites as follows:

\[
\partial_t u + \left[ \partial_x f(u) - s(u) \partial_x K_x \right] + [\partial_y g(u) - s(u) \partial_y K_y] = 0, \quad \partial_t \mathbf{K} = 0.
\]

The “steady vector” \( \mathbf{K} \) can be discretized by means of a piecewise-constant approximation, denoted \( \mathbf{K}^\Delta \), in a way similar as \( u^0(x, y) \). The aforementioned equation, which appears to be a 2D version of the \( 2 \times 2 \) system written in [35], becomes homogeneous, non-conservative in the sense of [44].

- To derive the conservative and irrotational field \( \mathbf{K} \), we notice that there is no boundary condition imposed on (2.14), hence a solution exists: denote \( \Delta \) the Laplace operator in \( \mathbb{R}^2 \), \( \Delta^{-1} \) a right-inverse satisfying \( \Delta \circ \Delta^{-1} = \text{Id} \), [4, 57]

\[
\Delta \zeta = k, \quad \Rightarrow \quad \mathbf{K} = \nabla \zeta = \nabla (\Delta^{-1}[k]).
\]

(2.15)

The solution \( \nabla \zeta(x, y) \) just corresponds to the Curl-free component in the Helmholtz decomposition of \( (k, 0) \) since the null field is trivially solenoidal.

\[
\| \nabla \times \mathbf{K} \| = |\partial_x K_y - \partial_y K_x| = |\partial_{xy} \zeta - \partial_{yx} \zeta| = 0.
\]

As we are only interested in the jumps of \( K^\Delta_x \) and \( K^\Delta_y \) across the interfaces of the grid, we have a good candidate to mimic the classical one-dimensional well-balanced approach [28]. Moreover, \( \mathbf{K} \) is independent of the entropy solution \( u(t, x, y) \) thus it bypasses the issue raised in [27] (see pp.146/147).
• In order to practically compute reliable values of the conservative field $K$ in a bounded computational domain, one must set up the Laplace equation of (2.15) with boundary conditions in such a manner that the corresponding finite-differences matrix is invertible with a low condition number. Moreover, one needs to know both $K^\Delta_x(x, y)$ in all the central nodes $x_i$'s, and $K^\Delta_y(x, y)$ in all the $y_j$'s of the computational domain. One way to achieve these goals is to impose Dirichlet boundary conditions on $\zeta$ and to solve for $k(x, y_j)$, that is, at the vertices of the computational cells. This way, the components $K^\Delta_x, K^\Delta_y$ which are divided differences are known at the right locations, i.e. at the edges:

$$K^\Delta_x(x_i, y_j) = \frac{\zeta(x_{i+\frac{1}{2}}, y_j) - \zeta(x_{i-\frac{1}{2}}, y_j)}{\Delta x},$$

and similarly,

$$K^\Delta_y(x_i, y_j) = \frac{\zeta(x_i, y_{j+\frac{1}{2}}) - \zeta(x_i, y_{j-\frac{1}{2}})}{\Delta y}.$$

The WB version of the Godunov scheme (2.3) under the assumptions (2.5) reads:

$$u_{i,j}^{n+1} = u_{i,j}^n - \frac{\Delta t}{\Delta x} (F_{i+\frac{1}{2},j}^n - \tilde{F}_{i,\frac{1}{2},j}^n) - \frac{\Delta t}{\Delta y} (G_{i,j+\frac{1}{2}}^n - \tilde{G}_{i,j,\frac{1}{2}}^n), \quad (2.16)$$

Formal consistency with the original equation (1.1) is ensured as soon as there holds:

$$\frac{1}{\Delta x} \left( \tilde{F}_{i,\frac{1}{2},j}^n - F_{i,\frac{1}{2},j}^n \right) + \frac{1}{\Delta y} \left( \tilde{G}_{i,j,\frac{1}{2}}^n - G_{i,j,\frac{1}{2}}^n \right) = k(x_i, y_j) s(u) + R_{i,j}^n,$$

with the remainder $|R_{i,j}^n| \to 0$ when $\Delta x, \Delta y \to 0$. In conjunction with the approximation of 2D Riemann problems with “external waves” only, there exist at least 2 ways (of increasing difficulty) to compute the modified WB fluxes:

1. (1D treatment of source term), from (2.7), one derives

$$\begin{cases}
\tilde{F}_{i,\frac{1}{2},j}^n := f(u^n_{i,\frac{1}{2},j}) - \frac{\Delta t}{\Delta x} (\text{... tangential terms ...}), \\
\tilde{G}_{i,j,\frac{1}{2}}^n := g(u^n_{i,j,\frac{1}{2}}) - \frac{\Delta t}{\Delta y} (\text{... tangential terms ...}),
\end{cases} \quad (2.17)$$

where the “interface values” are defined according to,

$$\begin{cases}
\tilde{u}_{i,\frac{1}{2},j}^n = \phi^{-1} \left( \psi(u^n_{i,\frac{1}{2},j}) - [K_x(x_i, y_j) - K_x(x_{i-1}, y_j)] \right), \\
\phi'(u) := \frac{f(u)}{s(u)},
\end{cases}$$

and, similarly,

$$\begin{cases}
\tilde{u}_{i,j,\frac{1}{2}}^n = \psi^{-1} \left( \phi(u^n_{i,j,\frac{1}{2}}) - [K_y(x_i, y_j) - K_y(x_{i-\frac{1}{2}}, y_{j-1})] \right), \\
\psi'(u) := \frac{g(u)}{s(u)}.
\end{cases}$$

For such a choice (only the “usual terms” are modified), formal consistency can be established by means of one-dimensional considerations because, if $v$ stands for the integral curve of $\partial_x f(v) = \partial_y K_x(x, y_j) s(v)$, then,

$$f(\tilde{u}^n_{i,j-\frac{1}{2}}) = f(u^n_{i,j-\frac{1}{2}}) + \int_{x_{i-\frac{1}{2}}}^{x_i} s(v) \partial_x K_x(\xi, y_j) d\xi,$$

and a similar jump relation holds for $g(\tilde{u}^n_{y,j-\frac{1}{2}})$. By construction, it holds that $\partial_x K_x + \partial_y K_y = \Delta \zeta = k$, hence one recovers the correct coefficient on $s$. 
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2. (full 2D treatment of source term), Based on the smooth functions \( F, G \), one defines modified fluxes in which jump relations are imposed in both directions

\[
\begin{align*}
\tilde{F}^n_{i-\frac{1}{2},j} &:= F(\tilde{u}^n_{y,i-1,j-1}, \tilde{u}^n_{y,i-1,j}), \\
\tilde{G}^n_{i,j-\frac{1}{2}} &:= G(\tilde{u}^n_{x,i-1,j-1}, \tilde{u}^n_{y,i,j-1}),
\end{align*}
\tag{2.18}
\]

where, according to the same functions \( \phi'(u) := \frac{f'(u)}{a(u)}, \psi'(u) := \frac{g'(u)}{b(u)} \),

\[
\begin{align*}
\tilde{u}^n_{y,i-1,j-1} &= \psi^{-1}\left( \psi(u^n_{y,i-1,j-1}) - \left[ K_y(x_i-\frac{1}{2}, y_j) - K_y(x_i-\frac{1}{2}, y_j-1) \right] \right), \\
\tilde{u}^n_{x,i-1,j} &= \phi^{-1}\left( \phi(u^n_{x,i-1,j}) - \left[ K_x(x_i, y_j-\frac{1}{2}) - K_x(x_i-1, y_j-\frac{1}{2}) \right] \right).
\end{align*}
\]

Both these “tangential interface values” were missing in the former simplified derivation. With these more involved fluxes, formal consistency of modified WB scheme (2.16) is far less clear. However, the corresponding numerical results are more accurate: see §4.4. A meaningful question is whether or not the gain in terms of accuracy seen in 1D [3, 28] still holds in 2D (see also [2]).

**Remark 3.** Consider a problem with smooth space-dependent fluxes, too,

\[
\partial_t u + \partial_x f(x,u) + \partial_y g(y,u) = 0, \quad x \mapsto f(x,\cdot), \quad y \mapsto g(y,\cdot) \text{ smooth.} \tag{2.19}
\]

Non-resonance assumptions (2.5) allow to reformulate this scalar equation as [37],

\[
\begin{align*}
\partial_t u + \partial_x f(a,u) + \partial_y g(b,u) &= 0, \\
\partial_t a &= \partial_t b = 0; \quad a(x) = x, \quad b(y) = y.
\end{align*}
\]

If, initially, all the three variables \( u^0, a, b \) are discretized on the Cartesian grid, the resulting \( a_{\Delta x}, b_{\Delta y} \) display (small) jumps at each interface \((i-\frac{1}{2})\Delta x, (j-\frac{1}{2})\Delta y\), respectively. The dependence of \( f, g \) in \( a, b \) imply that those jumps create (similar) static contact discontinuities, across which \( f(a,u), g(b,u) \) must remain constant (Riemann invariants) and a strategy similar to (2.16)–(2.18) can be set up for (2.19).

3. Monotonicity, BV bounds and strong compactness results.

3.1. Monotonicity under the restriction (2.5). In the homogeneous case (no source terms), one has the following important property:

**Lemma 3.1.** Assume that (2.5) and one of the CFL conditions holds true,

- (2.1) in the case only rarefaction waves occur in the “tangential terms”,
- in the general case,

\[
\left( \frac{\max |f'(u)|}{\Delta x} + \frac{\max |g'(u)|}{\Delta y} \right) \Delta t \leq 1, \tag{3.1}
\]

then the 2D scheme (2.3)-(2.7)-(2.8) is monotone in the sense of Crandall-Majda. In particular, it satisfies the maximum principle and both its \( L^1(\mathbb{R}^2) \) norm and total variation decay when \( n \in \mathbb{N} \) grows:

\[
TV(u^n(t^n,\cdot,\cdot)) = \sum_{i,j} \Delta y|u^n_{i,j} - u^n_{i-1,j}| + \Delta x|u^n_{i,j} - u^n_{i,j-1}| \leq TV(u^0).
\]

**Proof.** The 2D Godunov scheme reads for all \( i, j, n \in \mathbb{Z} \times \mathbb{Z} \times \mathbb{N}:

\[
u_{i,j}^{n+1} = u_{i,j}^n - \Delta t \left[ \left( \frac{F(u_{i,j-1}^n, u_{i,j}^n)}{\Delta x} + \frac{G(u_{i-1,j}^n, u_{i,j}^n)}{\Delta y} \right) \right]. \tag{3.2}
\]
One thus defines the following smooth function $G : \mathbb{R}^d \to \mathbb{R}$, such that:

$$u_{i,j}^{n+1} = G(u_{i-1,j-1}^n, u_{i-1,j}^n, u_{i,j-1}^n, u_{i,j}^n)$$

$$= u_{i,j}^n - \Delta t \left[ F(u_{i,j-1}^n, u_{i,j}^n, u_{i-1,j}^n) - F(u_{i-1,j-1}^n, u_{i-1,j}^n, u_{i-1,j-1}^n) \right].$$

The monotonicity in the sense of Crandall–Majda [16] means that $G$ is a non-decreasing function of all its arguments. We can proceed by examining all its partial derivatives, for both the cases where a rarefaction or a shock appears somewhere inside the numerical fluxes. The idea is to alternate between both the expressions (2.13) and (2.12) in order to let positive quantities appear where they are needed.

- Let’s look first at the dependence in $u_{i,j}^n$ in (3.2), we aim at showing:

$$\frac{\partial G}{\partial u_{i,j}^n} = 1 - \Delta t \left( \frac{1}{\Delta x} \frac{\partial F}{\partial u} + \frac{1}{\Delta y} \frac{\partial G}{\partial v} \right) \bigg|_{v = u_{i,j}^n} \geq 0.$$

Suppose first that both $\frac{\partial F}{\partial v}$ and $\frac{\partial G}{\partial v}$ involve a rarefaction wave inside the “tangential terms”: under the less demanding CFL restriction (2.1), one gets by means of (2.11) that,

$$1 - \frac{\Delta t}{\Delta x} f'(u_{i,j}^n) \frac{\Delta t}{\Delta y} g'(u_{i,j}^n) + \frac{\Delta t^2}{\Delta x \Delta y} f'(u_{i,j}^n) g'(u_{i,j}^n) = \left(1 - \frac{\Delta t}{\Delta x} f'(u_{i,j}^n) \right) \left(1 - \frac{\Delta t}{\Delta y} g'(u_{i,j}^n) \right) \geq 0.$$

Oppositely, if $\frac{\partial F}{\partial v}$ involves an entropy shock inside its “tangential terms”, it is necessary that $u_{i,j}^n < u_{i,j-1}^n$, and by convexity of $f$, one gets:

$$f'(u_{i,j}^n) \leq \frac{f(u_{i,j}^n) - f(u_{i,j-1}^n)}{u_{i,j}^n - u_{i,j-1}^n} \leq f'(u_{i,j-1}^n).$$

Hence we take advantage of (2.12) to obtain, with the stringent CFL (3.1):

$$1 - \frac{\Delta t}{\Delta x} \frac{f(u_{i,j}^n) - f(u_{i,j-1}^n)}{u_{i,j}^n - u_{i,j-1}^n} \left(1 - \frac{\Delta t}{\Delta y} g'(u_{i,j}^n) \right) - \frac{\Delta t}{\Delta x} g'(u_{i,j}^n) \left(1 - \frac{\Delta t}{\Delta y} f'(u_{i,j}^n) \right) + \frac{\Delta t}{\Delta x} \frac{f(u_{i,j}^n) - f(u_{i,j-1}^n)}{u_{i,j}^n - u_{i,j-1}^n} \left(1 - \frac{\Delta t}{\Delta y} g'(u_{i,j}^n) - g(u_{i,j-1}^n) \right) \geq 0,$$

The case where $\frac{\partial G}{\partial u}$ too contains a shock is similar, thus $\frac{\partial G}{\partial u_{i,j}^n} \geq 0$.

- From (3.2), the dependence on $u_{i,j-1}^n$ is still quite easy:

$$\frac{\partial G}{\partial u_{i,j-1}^n} = \Delta t \left( \frac{1}{\Delta x} \frac{\partial F}{\partial u} + \frac{1}{\Delta y} \frac{\partial G}{\partial v} \right) \bigg|_{u = u_{i,j-1}^n}.$$ 

The case of rarefaction waves inside both the “tangential terms” is obvious. Then, we focus on $\frac{\partial F}{\partial v}$ and suppose there is a shock in those terms: again, the expression (2.12) leads to:

$$0 \leq f'(u_{i,j-1}^n) \frac{g(u_{i,j-1}^n) - g(u_{i,j-1}^n)}{u_{i,j-1}^n - u_{i,j-1-1}^n} + \frac{f(u_{i,j-1}^n) - f(u_{i,j-1-1}^n)}{u_{i,j-1-1}^n - u_{i,j-1-1}^n} \frac{g'(u_{i,j-1}^n) - g'(u_{i,j-1-1}^n)}{u_{i,j-1}^n - u_{i,j-1-1}^n} \geq 0 \text{ for } u_{i,j}^n < u_{i,j-1}^n.$$ 

Since all the terms are endowed with the right sign, the situation will be identical for $\frac{\partial G}{\partial u_{i,j-1}^n}$ thus we are done with showing that $\frac{\partial G}{\partial u_{i,j-1}^n} \geq 0$. 

• in order to handle the next partial derivative,

\[
\frac{\partial G}{\partial u_{i,j-1}^n} = -\Delta t \left( \frac{1}{\Delta x} \frac{\partial F}{\partial u} \bigg|_{u=u_{i,j-1}^n} - \frac{1}{\Delta y} \frac{\partial G}{\partial v} \bigg|_{v=u_{i,j-1}^n} \right),
\]

it is now necessary to use (2.13), that is to say, the expression of \( \nabla F \) corresponding to a “tangential rarefaction wave” plus some corrective terms. Indeed, for \( \frac{\partial F}{\partial u} \), the convexity of \( f \) ensures that either this correction term vanishes (if \( u_{i,j-1}^n \leq u_{i,j}^n \)), either it is negative (if \( u_{i,j-1}^n > u_{i,j}^n \)). In exactly the same manner, the corrective term for \( \frac{\partial G}{\partial v} \) vanish or is positive. Hence the corrective terms appearing in \( \frac{\partial G}{\partial u_{i,j-1}^n} \) if a “tangential shock” occurs in either \( F \) or \( G \) have all the good sign, i.e. they are nonnegative. Now, it is easy to see that the terms corresponding to (2.11) balance each other:

\[
\frac{1}{\Delta t} \frac{\partial G}{\partial u_{i,j-1}^n} = -f'(u_{i,j-1}^n) \left( \frac{1}{\Delta x} \frac{\Delta t}{\Delta y} g'(u_{i,j-1}^n) - \frac{1}{\Delta y} \left[ 1 - \frac{\Delta t}{\Delta x} g'(u_{i,j-1}^n) \right] \right)
= f'(u_{i,j-1}^n) \left( 1 - \frac{\Delta t}{\Delta x} g'(u_{i,j-1}^n) \right) \geq 0.
\]

• at last, the last partial derivative reads:

\[
\frac{\partial G}{\partial u_{i-1,j}^n} = -\Delta t \left( \frac{1}{\Delta y} \frac{\partial G}{\partial v} \bigg|_{v=u_{i-1,j}^n} - \frac{1}{\Delta x} \frac{\partial F}{\partial v} \bigg|_{v=u_{i-1,j}^n} \right).
\]

Positivity is shown proceeding exactly as before, so computations are skipped.

Numerical results in §4, see for instance the “fingering benchmark” displayed on Fig. 4.4 and the Yoon-Hwang 4-shocks test on Fig. 4.4, both realized with a Courant number of 0.95 strongly suggest that monotonicity holds in the presence of shocks even under the weak CFL restriction (2.1) if (2.5) is satisfied.

3.2. Monotonicity, entropy consistency and convergence. We are now in position to invoke a classical convergence criterion (see [16], Theorem 1):

Theorem 1. The sequence of numerical approximations \( u^M \) generated by the scheme (2.3)-(2.7)-(2.8) converges strongly in \( L^\infty_{loc}(\mathbb{R}_x^+ \times \mathbb{R}^2) \), as \( \Delta t, \Delta x, \Delta y \rightarrow 0 \) under one of the CFL conditions shown in Lemma 3.1, toward the unique entropy solution of (1.1)-(1.2) with fluxes satisfying (2.5).

Proof. Requirements of Crandall-Majda’s result are a monotone scheme in conservation form, with smooth and consistent numerical fluxes. Based on the expression (2.3), the Lemmas 2.1 and 3.1, the only condition still to be checked is the sufficiency of the CFL restrictions given at \( t = 0 \): this is indeed a consequence of the maximum principle in \( L^\infty \) and the smoothness of the exact (and convex) fluxes \( f, g \).

3.3. Nonlinear wave interactions for the general case. For smooth solutions, it is well-known that truncation errors in linear one-dimensional problems are of the order of \( \Delta x(1-\nu)t \) when \( \nu \) stands for the Courant number (see §2 in [3]). Hence, it can be appealing, in terms of numerical accuracy, to study 2D numerical fluxes with more compressive cases for which the assumptions (2.5) are relaxed. Here we shall consider a slight extension, namely (1.1)-(1.2) where \( g' \) has no definite sign:

\[
f'(0) = g'(0) = 0, \quad f', f'' > 0, \quad g'' > 0 \text{ in the domain of interest.} \tag{3.3}
\]

The only way to allow the Courant number to go beyond \( \frac{1}{2} \) is to stipulate how the tangential part of \( F_{i,j-\frac{1}{2}} \) is modified inside the computational cells for which strong compression occurs, that is to say, data enters from both the bottom and the top. As we still assume that \( f' > 0 \) has a definite sign, only the normal component of \( G_{i,j-\frac{1}{2}} \)
should be modified in order to cope with the local upwinding process (because no strong compression can occur in the horizontal direction). For easiness in writing, we show how to compute \( F_{i+\frac{1}{2},j}^n \) and define the “vertical shock” velocities for (2.6):

\[
\sigma_\pm = \frac{g(u_{i,j+1}^n) - g(u_{i,j}^n)}{u_{i,j+1}^n - u_{i,j}^n}, \quad \mp \sigma_\pm > 0.
\]

When the Courant number is smaller than \( \frac{1}{2} \), these two vertical shocks cannot interact before \( F_{i+1,j}^{n+1} \), but such a restriction amplifies numerical dissipation. The advantage is that \( x \)-fluxes still have a simple expression involving elementary integrals in time:

\[
F_{i+\frac{1}{2},j}^n = \int_0^{\Delta t} \left( \int_{y_j-\frac{1}{2}}^{y_j+\frac{1}{2}+\mp\sigma_+} f(u_{i,j}^n)dy + \int_{y_j-\frac{1}{2}+\mp\sigma_-}^{y_j+\frac{1}{2}+\mp\sigma_+} f(u_{i,j+1}^n)dy \right) d\tau.
\]

However, for a Courant number greater than \( \frac{1}{4} \), there always exists an interaction time \( \tau^* < \Delta t \) at which incident shocks meet and merge (here the convexity of \( g \) plays a role). We use some cell-dependent notation:

\[
\tau^* = \frac{\Delta y}{\sigma_- - \sigma_+}, \quad \tilde{\sigma} = \frac{g(u_{i,j+1}^n) - g(u_{i,j-1}^n)}{u_{i,j+1}^n - u_{i,j-1}^n}.
\]

Clearly, \( \tilde{\sigma} \) is the velocity of the entropy shock emerging from the interaction in:

\[
y^* = y_j + \frac{1}{2} + \tau^* \sigma_+ = y_j - \frac{1}{2} + \tau^* \sigma_- \quad \text{at time } \tau^*.
\]

The former expression for \( F_{i+\frac{1}{2},j}^n \) still holds but the bounds of the time-integral become 0 and \( \tau^* < \Delta t \), thus we don’t rewrite it. New terms, corresponding to \( \tau > \tau^* \) read:

\[
\int_0^{\Delta t - \tau^*} \left( \int_{y_j-\frac{1}{2}}^{y_j+\frac{1}{2}+\tilde{\sigma}} f(u_{i,j}^n)dy + \int_{y_j+\frac{1}{2}+\tilde{\sigma}}^{y_j+\frac{1}{2}} f(u_{i,j+1}^n)dy \right) d\tau.
\]

The “usual” normal component of the \( x \)-fluxes completely disappear from this expression, showing that our 2D approach strongly differ from more conventional discretizations especially for benchmarks involving delicate multi-dimensional wave interactions.

The detailed computation of the integral terms is not reproduced here, but it is rather straightforward. Finally, the expression of the 2D \( x \)-fluxes handling vertical shock interactions is as follows:

\[
F_{i+\frac{1}{2},j}^n = \frac{1}{2\Delta t} \left\{ \tau^* f(u_{i,j}^n) + \frac{f(u_{i,j-1}^n)}{\Delta y} \left[ \sigma_- \tau^*(2\Delta t - \tau^*) + \tilde{\sigma}(\Delta t - \tau^*)^2 \right] - \frac{f(u_{i,j+1}^n)}{\Delta y} \left[ \sigma_+ \tau^*(2\Delta t - \tau^*) + \tilde{\sigma}(\Delta t - \tau^*)^2 \right] \right\},
\]

with all the necessary parameters given by (3.4) and (3.5). These seemingly intricate numerical fluxes were tested in several 2D benchmarks with strictly convex fluxes \( f, g \); see Figs. 4.4 and 4.7. One may be tempted to use them on non-convex problems, like the ones in Buckley-Leverett equations, but they can produce entropy-violating solutions for a CFL number greater than \( \frac{1}{2} \); see e.g. the bottom of Fig. 4.14.

4. Numerical results. In all the forthcoming benchmarks, the numerical scheme (2.3)-(2.7)-(2.8) is compared to a second-order dimensional Strang-splitting (as advocated in [16]) because the classical first-order 5-point upwind scheme is much too crude and its discrepancies with respect to the present 2D discretization are too important. This shouldn’t be a surprise as both Remark 3 and [14] suggest that the present 2D
approach is (formally) second-order in time. However, as soon as the entropy solution to (1.1)–(1.2) contains discontinuities, such a “formal accuracy criterion” becomes meaningless as it is explained in [17] (page 289) by means of an illuminating counter-example.

By “dimensional Strang-splitting”, given \( S_f(\Delta t), S_g(\Delta t) \) as the one-dimensional Godunov schemes ([25] or Dafermos’ method [34]) for the \( x- \) and \( y- \) restrictions of (1.1) with \( k \equiv 0 \), respectively, we mean one of the two possible algorithms:

\[
v^{\Delta t}(n\Delta t, \cdot) = \left[ S_f(\frac{\Delta t}{2}) \circ S_g(\Delta t) \circ S_f(\frac{\Delta t}{2}) \right]^n u^0, \text{ or } \left[ S_g(\frac{\Delta t}{2}) \circ S_f(\Delta t) \circ S_g(\frac{\Delta t}{2}) \right]^n u^0.
\]

4.1. Diagonal benchmarks for homogeneous equations. For all “diagonal” benchmarks, both the exact flux functions are equal: \( f(u) = g(u) = \frac{85}{2} \), which allows to derive exact solutions and scrutinize accurately the time-evolution of truncation errors. The first (and rather elementary) test is displayed on Fig. 4.1: it consists in choosing initial data which lead to an entropy solution taking the form of a diagonal rarefaction wave. More precisely, one picks up \( u^0(x, y) = \chi(x + 0.8 > 0) \chi(y + 0.8 > 0) \) on the square \( x, y \in (-1, 1) \). Both schemes are run until \( t = 1.5 \) with a Courant number of 0.95. As time grows, a slightly stronger \( L^1 \) error develops in the Strang-split scheme with respect to our 2D Godunov scheme (the exact solution is given in §3.1 of [8]): see the graphic on the right of Fig. 4.1. Let us explain the reason for this discrepancy: by inspecting the graphic middle of Fig. 4.1, one sees that the pointwise error of the dimensional Strang-split scheme is not symmetric with respect to the diagonal \( x = y \). In sharp contrast, the pointwise error generated by the 2D Godunov scheme is perfectly symmetric (graphic on the left). Such a drawback is inherent to any splitting method. The opposite test-case is the one of the entropy shock emerging from initial data of the type \( u^0(x, y) = \chi(x + x_0 < 0) \chi(y + y_0 < 0) \): the graphics in Fig. 4.2 display the time-evolution of the \( L^1 \) error (with respect to the exact solution) of our 2D Godunov scheme compared to the one of the Strang dimensional splitting. Left/right graphics correspond to \( x_0 = y_0 = 0.8 \) and 0.85, respectively. There are \( 2^n \) points in each \( x, y \)-direction, which gives \( \Delta x = \Delta y = 2^{-5} \) for a CFL number of 0.95.
4.2. Two cases involving circular initial data. For the next two test-cases, no exact solution seems to be available, but a good empirical knowledge of the entropy solution exists. The first case consists in considering simply \( f(u) = g(u) = \frac{u^2}{2} \) with the Gaussian initial data \( u^0(x, y) = \exp(-10((x + 0.25)^2 + (y + 0.25)^2)) \), \( x, y \in (-1, 1) \). Both numerical schemes are iterated until \( t = 1.3 \) with the same computational grid \( \Delta x = \Delta y = 2^{-5} \) for a CFL number of 0.95. The graphic in the middle of Fig. 4.3 shows that differences between these approaches appear mainly in the vicinity of the spike: in particular, the approximation delivered by the 2D Godunov scheme is “more symmetric” with respect to the diagonal \( x = y \). This second test-case is taken from the book [32], pages 109/110. It involves slightly different flux functions, \[ f(u) = \frac{u^2}{2}, \quad g(u) = \frac{2u^2}{5}, \] and initial data which consist in the difference of indicator functions of 2 disks:

\[ u^0(x, y) = \chi(\sqrt{(x + 0.5)^2 + (y + 0.5)^2} < 0.4) - \chi(\sqrt{(x - 0.5)^2 + (y - 0.5)^2} < 0.4). \]

Obviously, in order to work with a Courant number greater than \( \frac{1}{2} \) (and therefore to maximize accuracy by minimizing numerical dissipation), this test-case asks for the complete numerical flux functions involving nonlinear wave interactions, as explained in our §3.3. Numerical results in \( t = 2 \) with \( \Delta x = \Delta y = 2^{-6} \) for a CFL number of 0.95 are displayed on Fig. 4.4: on the right graphic, one sees that the schemes differ from each other in the area where the solution develops “fingers”, precisely on their boundaries, where delicate 2D effects play a role.

4.3. 2D Riemann problems for homogeneous equations.
• This “4-shocks” benchmark is taken from [68], §4.1. Its entropy solution is:

\[
\begin{aligned}
u(t, x, y) &= \begin{cases} 
2 & \text{for } y \geq 3t, x \geq \frac{3t}{2}, \\
3 & \text{for } y \geq 2t, x \geq \frac{3t}{2}, \\
4 & \text{for } \begin{cases} y \leq 3t, x \leq \frac{3t}{2}, \\
y \leq 3t - \frac{1}{2}, \frac{3t}{2} \leq x \leq \frac{7t}{2}, \\
y \geq 2t, x \geq \frac{3t}{2}, \\
y \geq 3t - \frac{1}{2}, \frac{3t}{2} \leq x \leq \frac{7t}{2},
\end{cases} \\
1 & \text{for } \begin{cases} y \geq 2t, x \geq \frac{3t}{2}, \\
y \geq 3t - \frac{1}{2}, \frac{3t}{2} \leq x \leq \frac{7t}{2},
\end{cases}
\end{cases}
\end{aligned}
\]

(4.1)

The Fig. 4.5 displays, on the left, the outcome of the 2D Godunov scheme for which the initial data was translated according to \(x \rightarrow x + 0.8, y \rightarrow y + 0.8\), in order to track the scheme’s behavior for longer time on the same computational domain \((-1, 1) \times (-1, 1)\). On the right, the pointwise difference with respect to the exact solution is shown at time \(t = 0.45\) and in the middle, the time-evolution of the \(L^1\) error for both schemes, which are very similar with a small advantage going to the present 2D approach. The time-evolution in \(L^\infty\) displays a similar behavior. As one may have expected, the pointwise errors on the discontinuities which are aligned with the computational grid are much smaller than the ones on the shock which is transversal.

• We now switch to another test-case proposed in [68], §4.5, namely the interaction of 4 rarefaction waves. Accordingly, its exact entropy solution is given
The presentation of numerical results in Fig. 4.6 exactly follows the one of Fig. 4.5, with the same $x,y$-translations: the main difference is that the time-evolution of the $L^1$ norm of both schemes’ errors is smooth. Observe that it appears clearly as being of the order of $\sqrt{t}$ as stated in [54]. The outcome of the 2D Godunov scheme at time $t = 0.4$ and its pointwise difference with respect to (4.2) appears on the left and right sides of Fig. 4.5, respectively.

![Visualization of Jiang-Tadmor benchmark: exact (left), 2D-Godunov (right) at t = 0.9.](image)

- We close this subsection with a more difficult benchmark, proposed in in [36] (page 1906) for very compressive situations. To treat it by means of the 2D Godunov scheme with a CFL number greater than $\frac{1}{2}$, it is necessary to include wave interactions (3.6) in the numerical flux functions. Its exact (and rather intricate) solution is given in the paper [29], on page 4258. A comparison between the exact entropy solution and the outcome of the 2D Godunov scheme with a Courant number of $0.8 \gg \frac{1}{2}$ at time $t = 0.9$ is displayed on Fig. 4.7. In order to study the evolution in time of the pointwise discrepancies of both our 2D Godunov scheme and the more classical dimensional Strang-splitting scheme on this Riemann problem involving strong shock/rarefaction interactions, a time-evolution of the absolute differences between each scheme’s numerical approximation and the available exact solution is shown in Fig. 4.8. On the left column of Fig. 4.8, the isolines of our 2D Godunov approximation are displayed. The middle and right columns reveal the location of the pointwise errors (with respect to the exact solution) of our 2D Godunov scheme and the Strang-split scheme, respectively. It is very apparent that the main places where the 2D scheme over-performs correspond to the ones where interactions between different nonlinear waves occur, like for instance the strong diagonal shock propagating toward the $(-1,-1)$-corner and interacting with the small (vertical) rarefaction wave with positive velocity.
4.4. A simple case of inhomogeneous equation. Here the simple 2D test-case suggested in [27] (see pages 146/147) is reconsidered with the following equation,

$$\partial_t u + \frac{\partial_x u^2}{2} + \frac{\partial_y u^2}{2} = u, \quad u(t = 0, x, y) = \chi(x + x_0 < 0)\chi(y + x_0 < 0), \quad (4.3)$$

in the computational domain \((x, y) \in (-1, 1)^2\). Its exact entropy solution is simple:

$$u(t, x, y) = \exp(t)\chi\left(x + x_0 < \frac{1}{2}(\exp(t) - 1)\right)\chi\left(y + x_0 < \frac{1}{2}(\exp(t) - 1)\right).$$

The time-step \(\Delta t\) is chosen adaptively at each iteration with a fixed CFL number of 0.95.

Numerical results at time \(t = 1.45\) are given in Fig. 4.9 for \(x_0 = 0.8\) (left) and \(x_0 = 0.85\).
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(right), where the present 2D WB scheme (2.16)–(2.18) is tested against the dimensional/source Strang-splitting scheme. This time-evolution reveal that the propagation of the 2 shocks is slightly more accurate in the 2D Godunov scheme, because despite its oscillating nature, its $L^1$ error is always below the one of the splitting algorithm. However, even in the presence of a well-balanced treatment of the (very elementary) source term involving no explicit spatial dependence, the time-evolution of the measured $L^1$ error appears to be exponential in time: hence, the “one-dimensional miracle”, that is, the linear in time growth of $L^1$ errors shown for well-balanced schemes in [3] doesn’t seem to occur in 2D.

Following again [3] (see Fig.1 page 471), it may be interesting to simulate the same benchmark for equation (4.3), that is to say a rarefaction wave exponentially amplified. The corresponding initial data is now: $u(t = 0, x, y) = \chi(x + 0.8 > 0)\chi(y + 0.8 > 0)$. Its exact entropy solution reads for any $t > 0$:

$$u(t, x, y) = \begin{cases} 
\exp(t) & \text{for } x > \exp(t) - 1, y > \exp(t) - 1, \\
\frac{1-\exp(-t)}{y} & \text{for } 0 < x \leq \exp(t) - 1, x < y, \\
\frac{1-\exp(-t)}{y} & \text{for } 0 < y < \exp(t) - 1, x > y, \\
0 & \text{for } x < 0, y < 0.
\end{cases}$$

On Fig. 4.10, one can notice the same phenomenon than on Fig. 4.1, namely the asymmetrical character of the pointwise error generated by the Strang-split scheme (see the graphic in the middle). Oppositely, the pointwise error of the 2D WB scheme remains perfectly symmetrical with respect to the diagonal $x = y$. The time-evolution of the $L^1$ error for both scheme reveals the overall better quality of the numerical approximation obtained by means of (2.16)–(2.18). Lastly, since for (4.3), $k(x, y) \equiv 1$, one may think that the decomposition into an irrotational vector field $(K_x, K_y) = \nabla \omega$ shouldn’t have noticeable effects on the 2D WB scheme’s behavior. By setting up the trivial decomposition $K_x = K_y \equiv \frac{1}{2}$, one obtains an $L^1$ error roughly 10% bigger.

4.5. Numerical convergence as $\Delta x = \Delta y \rightarrow 0$ toward exact solutions. Since both our 2D Godunov algorithm and the dimensional Strang-splitting scheme are endowed with roughly the same type of formal accuracy (first order in space, second order in time), one may wonder whether the handling of 2D elementary Riemann problems can materialize into a faster decay of $L^1$ errors as the computational grid is refined while the CFL number is kept constant. This is the purpose of Fig. 4.5 to display the evolution of the $L^1$ error for both schemes at fixed times corresponding to the numerical solutions shown on Figs. 4.1, 4.6, 4.8 and 4.10 for decaying values of the mesh parameters $\Delta x = \Delta y$. Clearly, we aim at taking advantage of the fact that, for all these test-cases, the exact entropy solutions are available, and this allows to carry out accurate measures of the errors. Our main conclusions read:

- rarefaction waves (Figs. 4.1 and 4.6) generate bigger errors than shock waves (Fig. 4.8). On such problems, the dimensional Strang-splitting slightly suffers from its asymmetrical nature, but the net gain in implementing the 2D algorithm remains tiny. Convergence orders appear to be the same.
- complex wave interactions (see Fig. 4.8) are better handled by our 2D Godunov algorithm: this advantage persists when \( \Delta x = \Delta y \) decays with constant CFL.

- the introduction of an accretive source term (see Fig. 4.10) within the realm of (2.16)-(2.18) reveals a neat advantage of the 2D algorithm on an amplified rarefaction wave, which persists again as the mesh is refined.

Overall, the 2D algorithm overtakes the dimensional Strang-splitting in complex situations involving delicate wave interactions or/and the presence of a source term.

### 4.6. Three non-convex benchmarks.

The convergence result stated in Theorem 1 doesn’t obviously cover equations of the type (1.1)-(1.2) involving smooth, but non-convex fluxes. The whole process of constructing the 2D numerical fluxes may be tackled in its complexity, but one may also be tempted to extend “naively” the present 2D fluxes in the following manner (see [45], page 145):

\[
F^n_{i - \frac{1}{2}, j} = \chi(u^n_{i - 1, j} \leq u^n_{i, j}) \min_{u^n_{i - 1, j} \leq u \leq u^n_{i, j}} f(u) \\
+ \chi(u^n_{i - 1, j} > u^n_{i, j}) \max_{u^n_{i, j} \leq u \leq u^n_{i - 1, j}} f(u) \\
+ \text{tangential terms.}
\]

The first non-convex benchmark we display hereafter deals with the so-called “Guckenheimer structure” [31, 69]: it involves a 3-state Riemann problem with initial data specified in §3.2 of [8] and fluxes \( f(u) = u^2, \ g(u) = u^3 \). Results coming from our 2D Godunov scheme are displayed on Fig. 4.12; the ones coming out of the dimensional Strang-splitting scheme are very similar. A more challenging non-convex benchmark was proposed by the authors of [40] and is referred to as the KPP rotating wave. One considers the equation (1.1)-(1.2) with periodic boundary conditions on the square \((-1, 1)^2\) and the oscillating fluxes:

\[
f(u) = \sin u, \quad g(u) = \cos u, \quad u^0(x, y) = \frac{13\pi}{4}\chi(x^2 + y^2 < 1) + \frac{\pi}{4}.
\]
The outcome of our 2D Godunov scheme at time $t = 1$ with a Courant number of $\frac{1}{2}$ appears to be a “Babel tower” which is displayed on Fig. 4.13. Since all the derivations were made under the convexity assumption, such a result can be considered as being very satisfying. However, unphysical oscillations can develop in $u^{\Delta t}$ if CFL numbers close to 1 are prescribed. At last, following [32], one can consider a Gaussian initial data for a Buckley-Leverett equation with fluxes:

$$f(u) = g(u) = \frac{1}{1 + \alpha(\frac{1}{u} - 1)^2}, \quad \alpha = 2.$$  

The results displayed on Fig. 4.14 at time $t = 0.3$ were obtained with the same initial data as Fig. 4.3 and different CFL numbers. On the top line, one sees that the 2D Godunov scheme is very similar to the dimensional Strang-split scheme for a Courant number of 0.45. However, the bottom line shows that, unfortunately, a loss of entropy consistency occurs for this equation when the Courant number becomes greater than $\frac{1}{2}$: this means that the treatment of nonlinear wave interactions which is presented in §3.3 is not sufficient to keep monotonicity in this non-convex case.

**5. Conclusion and outlook.** Based on early ideas proposed by Boukadida and LeRoux [9], a 2D Godunov scheme can be derived for scalar, mostly convex, balance laws. Extensive numerical tests suggest that such derivations deliver approximations where fine geometric features are better rendered. In particular, this monotone algorithm can be related to Colella’s CTU method, LeVeque’s WPA or Roe’s N-scheme and competes advantageously with dimensional Strang-splitting in complex benchmarks.

An important question is the ability of such a scheme to be extended, at a reasonable CPU cost, toward the case of more intricate hyperbolic systems of 2D balance laws. A word of caution appears necessary here because recent results now rigorously show the ill-posedness of entropy solutions for rather elementary multi-D systems: see [20, 21, 59]. Accordingly, it thus appears reasonable to derive genuinely bi-dimensional approaches for linearizations of such complex systems: this matches the ideas developed in

---

**Fig. 4.12.** Guckenheimer data (left) and emerging structure at time $t = 0.95$ (CFL=0.7).

**Fig. 4.13.** KPP rotating pattern at time $t = 1$ (CFL=0.5).
which take advantage of the exact solution of the 2D Riemann problem for the considered system. The method of construction heavily relies on the Kirchhoff formalism for deriving exact solutions of the multi-D wave equation. Alternatives, mainly built on a reformulation of HLL numerical fluxes appeared in [67, 5, 6] too, but the inclusion of source terms looks like being nontrivial, left apart the time-splitting strategy. So-called bicharacteristic schemes were developed in [58, 62]. Hopefully progress in terms of 2D numerical fluxes still can be achieved because, as stressed in Remark 1, better projection operators may be able to propagate accurately fine structures, [22].

We close this text with the possibility of extending toward the 3D case. This very involved extension was discussed in the conclusion of Colella’s paper [14] and its CPU cost was estimated. We believe that extending the present algorithm would be carried out in a similar manner. Moreover, the 3D extension of LeVeque’s WPA method is presented in [42]; it may constitute a guideline since, after linearization, our Godunov scheme displays similarities with it (see Remark 2).
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