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Computing $p$-adic $L$-functions of totally real number fields

Xavier-François Roblot

Abstract. We prove new explicit formulas for the $p$-adic $L$-functions of totally real number fields and show how these formulas can be used to compute values and representations of $p$-adic $L$-functions.

1. Introduction

The aim of this article is to present a general method for computing values and representations of $p$-adic $L$-functions of totally real number fields. These functions are the $p$-adic analogues of the “classical” complex $L$-functions and are related to those by the fact that they agree, once the Euler factors at $p$ have been removed from the complex $L$-functions, at negative integers in some suitable congruence classes. The existence of $p$-adic $L$-functions was first established in 1964 by Kubota-Leopoldt [22] over $\mathbb{Q}$ and consequently over abelian extensions of $\mathbb{Q}$. It was proved in full generality, 15 years later, by Deligne-Ribet [12] and, independently, by Barsky [3] and Cassou-Noguès [7]. The interested reader can find a summary of the history of their discovery in [7].

There have already appeared many works on the computation of $p$-adic $L$-functions, starting with Iwasawa-Sims [20] in 1965 (although they are not explicitly mentioned in the paper) to the more recent computational study of their zeroes by Ernvall-Metsänkylä [16, 17] in the mid-1990’s and the current work of Ellenberg-Jain-Venkatesh [15] that provides a conjectural model for the behavior of the $\lambda$-invariant of $p$-adic $L$-functions in terms of properties of $p$-adic random matrices. However, most of these articles deal only with $L$-functions over $\mathbb{Q}$ or that can be written as a product of such $L$-functions. One remarkable exception is the work of Cartier-Roy [6] in 1972 where computations were carried on to support the existence (at the time not yet proven) of $p$-adic $L$-functions over some non-abelian fields of degree 3, 4 and 5.

The method for computing $p$-adic $L$-functions given in the present paper is derived from the construction found in [7, 21, 23]. It generalizes a previous work with Solomon [28]. The idea is the following. First, using Shintani cone decomposition (see Subsection 3.3), we express $L$-functions in terms of cone zeta functions (see Subsection 3.4, Proposition 3.2 and Equation 3.6). Then, for a given cone zeta function, its values at negative integers are encoded into a power series (see Subsections 3.4 and 3.5). Using the method of Section 2, this power series is then interpreted as a $p$-adic measure. The $p$-adic cone zeta function is obtained by integrating suitable $p$-adic continuous functions against this measure (see Theorem 2.9) once it is proved that it satisfies the required properties (see Subsection 4.1). The main tool for the computation is a new explicit formula for the power series associated with the cone zeta function, up to a given precision; see Theorem 4.1. From this formula we give explicit expressions for the values of the cone zeta function at some $p$-adic integer (Theorem 5.24) and for the corresponding Iwasawa power series (Theorem 5.24). Note that these also are valid only up to a given precision. As mentioned above, our construction relies on being able to compute explicit Shintani cone decompositions, therefore it is at the moment only practical over the field of rationals, over real quadratic fields and to some extent over totally real cubic fields.
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2. $p$-adic interpolation

Let $p$ be a prime number. Denote by $\mathbb{Q}_p$ the field of rational $p$-adic numbers. The subring of $p$-adic integers is denoted by $\mathbb{Z}_p$, and $\mathbb{C}_p$ is the completion of the algebraic closure of $\mathbb{Q}_p$. Let $| \cdot |_p$ denote the $p$-adic absolute value of $\mathbb{C}_p$ normalized so that $|p|_p = p^{-1}$ and $v_p(.)$ the corresponding valuation; thus $v_p(p) = 1$. For $f \geq 1$, an integer, let $W_f$ denote the subgroup of $f$-th roots of unity in $\mathbb{C}_p$. The torsion part $T_p$ of the group $\mathbb{Z}_p^\times$ of units in $\mathbb{Z}_p$ is equal to $W_{\varphi(q)}$ where $q := 4$ if $p = 2$, $q := p$ if $p$ is odd, and $\varphi$ is Euler totient function. We have $\mathbb{Z}_p^\times = T_p \times (1 + q\mathbb{Z}_p)$, and the projections $\omega: \mathbb{Z}_p^\times \to T_p$ and $\langle \cdot \rangle: \mathbb{Z}_p^\times \to 1 + q\mathbb{Z}_p^\times$ are such that $x = \omega(x)(\langle x \rangle)$ for all $x \in \mathbb{Z}_p^\times$. In particular, we have $x \equiv \omega(x) \pmod{q}$ for all $x \in \mathbb{Z}_p^\times$.

2.1. Continuous $p$-adic functions. For $n \in \mathbb{N} := \{0, 1, 2, \ldots \}$, the binomial polynomial is defined by

$$\binom{x}{n} := \begin{cases} 1 & \text{if } n = 0, \\ \frac{x(x-1) \cdots (x-(n-1))}{n!} & \text{otherwise}. \end{cases}$$

(2.1)

The binomial polynomial takes integral values on $\mathbb{Z}$, hence, by continuity, it takes $p$-adic integral values on $\mathbb{Z}_p$. Let $f$ be a function on $\mathbb{Z}_p$ with values in $\mathbb{C}_p$. One can easily construct by induction a sequence $(f_n)_{n \geq 0}$ of elements of $\mathbb{C}_p$ (see Subsection [5.1]) such that

$$f(x) = \sum_{n \geq 0} f_n \binom{x}{n} \quad \text{for all } x \in \mathbb{N}.$$  

(2.2)

(Note that all but finitely many terms in the sum are zero.) The coefficients $f_n$’s are uniquely defined and are called the Mahler coefficients of $f$. We have the following fundamental result (see [26] §4.2.4).

**Theorem 2.1** (Mahler expansion). Let $f$ be a function on $\mathbb{Z}_p$ with values in $\mathbb{C}_p$. Then $f$ is continuous on $\mathbb{Z}_p$ if and only if

$$\lim_{n \to \infty} |f_n|_p = 0.$$
If $f$ is continuous, then the sequence of continuous functions
\[ x \mapsto \sum_{n=0}^{N} f_n \left( \frac{x}{n} \right) \tag{2.3} \]
converges uniformly to $f$. Reciprocally, let $(f_n)_{n \geq 0}$ be a sequence of elements in $\mathbb{C}_p$ converging to zero. Then the sequence of functions in (2.3) above converges to a continuous function.

Denote by $C(\mathbb{Z}_p, \mathbb{C}_p)$ the set of continuous functions on $\mathbb{Z}_p$ with values in $\mathbb{C}_p$. For $f \in C(\mathbb{Z}_p, \mathbb{C}_p)$, we define the norm of $f$ by
\[ \|f\|_p := \max_{x \in \mathbb{Z}_p} |f(x)|_p. \tag{2.4} \]

The norm of $f$ is a finite quantity since $\mathbb{Z}_p$ is compact and in fact, if $(f_n)_{n \geq 0}$ are the Mahler coefficients of $f$, we have
\[ \|f\|_p = \max_{n \geq 0} |f_n|_p. \]

2.2. A family of continuous functions. We define a family of continuous functions that will be useful later on. For $s \in \mathbb{Z}_p$, we would like to define $x \mapsto x^s$, where $x$ is an $p$-adic number, in such a way to extend the definition of $x \mapsto x^k$ when $s = k \in \mathbb{Z}$. In general, it is not possible. However, when $x \in 1 + q\mathbb{Z}_p$, one can set
\[ x^s := \sum_{n \geq 0} (x - 1)^n \binom{s}{n}. \]
The series converges since $|x - 1|_p < 1$, and by Theorem 2.1, the function $s \mapsto x^s$ is continuous.

Furthermore, when $s = k \in \mathbb{N}$ we recover the usual definition of $x^k$ by the binomial theorem, and it is easy to see that this function has the expected properties. With that in mind, for $s \in \mathbb{Z}_p$ we define the function $\phi_s$ in $C(\mathbb{Z}_p, \mathbb{C}_p)$ by
\[ \phi_s(x) := \begin{cases} 0 & \text{if } x \in p\mathbb{Z}_p, \\ \langle x \rangle^s & \text{if } x \in \mathbb{Z}_p^\times. \end{cases} \]

It is easy to see that $\phi_s$ is a continuous function and that its restriction to $\mathbb{Z}_p^\times$ is a group homomorphism. We state two results concerning the properties of $\phi_s$. The first one follows directly from construction.

**Lemma 2.2.** Let $k$ be an integer. Then, for all $x \in 1 + q\mathbb{Z}_p$, we have
\[ \phi_k(x) = x^k. \]

**Lemma 2.3.** The map $s \mapsto \phi_s$ from $\mathbb{Z}_p$ to $C(\mathbb{Z}_p, \mathbb{C}_p)$ is continuous.

**Proof.** Let $s, s'$ in $\mathbb{Z}_p$. If $x \in p\mathbb{Z}_p$, then $\phi_s(x) = \phi_{s'}(x) = 0$. If $x \in \mathbb{Z}_p^\times$, then
\[
|\phi_s(x) - \phi_{s'}(x)|_p = |\langle x \rangle^s (1 - \langle x \rangle^{s'-s})|_p = \left| 1 - \sum_{n \geq 0} \binom{s' - s}{n} (x - 1)^n \right|_p
\leq |s' - s|_p \left| (x - 1)^n \right|_p \leq |s' - s|_p.
\]

\[ \square \]

---

\[ 1 \text{Actually, for } p = 2 \text{ we only need } x \in 1 + 2\mathbb{Z}_2. \] But in order to have an analytic function it is necessary to assume $x \in 1 + 4\mathbb{Z}_2$; see Subsection 5.2.\]
2.3. Integration of $p$-adic continuous functions. A measure $\mu$ on $\mathbb{Z}_p$ is a bounded linear functional on the $\mathbb{C}_p$-vector space $\mathcal{C}(\mathbb{Z}_p, \mathbb{C}_p)$. That is, there exists a constant $B > 0$ satisfying
\[ |\mu(f)|_p \leq B \|f\|_p \quad \text{for all } f \in \mathcal{C}(\mathbb{Z}_p, \mathbb{C}_p). \] (2.5)
The smallest possible $B$ is called the norm of the measure $\mu$ and is denoted $\|\mu\|_p$. With this norm, the set $\mathcal{M}(\mathbb{Z}_p, \mathbb{C}_p)$ of measures on $\mathbb{Z}_p$ becomes a $\mathbb{C}_p$-Banach space. From now on, we will write
\[ \int f(x) \, d\mu(x) := \mu(f). \]
Usually we will drop the $x$ to simplify the notation when the context is clear.

Lemma 2.4. The function $\mu$ is a continuous map from $\mathcal{C}(\mathbb{Z}_p, \mathbb{C}_p)$ to $\mathbb{Z}_p$.

Proof. This is clear by (2.5). \hfill \Box

Lemma 2.5. Let $f \in \mathcal{C}(\mathbb{Z}_p, \mathbb{C}_p)$ with Mahler coefficients $(f_n)_{n \geq 0}$. Then we have
\[ \int f \, d\mu = \sum_{n \geq 0} f_n \int \left( \frac{x}{n} \right) \, d\mu. \] (2.6)

Proof. This is clear since $f = \lim_{N \to \infty} \sum_{n=0}^{N} f_n \left( \frac{x}{n} \right)$ and $\mu$ is continuous by the previous lemma. \hfill \Box

For $\mu \in \mathcal{M}(\mathbb{Z}_p, \mathbb{C}_p)$ and $g \in \mathcal{C}(\mathbb{Z}_p, \mathbb{C}_p)$, the measure $g\mu$ is defined, for any $f \in \mathcal{C}(\mathbb{Z}_p, \mathbb{C}_p)$, by
\[ \int f(x) \, dg\mu(x) := \int f(x) g(x) \, d\mu(x). \]
When $g = \chi_A$, the characteristic function of an open and closed subset $A$ of $\mathbb{Z}_p$, we will use the notation
\[ \int_A f \, d\mu := \int f \, d\chi_A \mu. \]
A measure $\mu$ is said to have support in $A$ if $\mu = \chi_A \mu$. In other words, for all $f \in \mathcal{C}(\mathbb{Z}_p, \mathbb{C}_p)$ we have
\[ \int_A f \, d\mu := \int f \, d\mu. \]

2.4. Measures and power series. Let $\mathbb{C}_p[[T]]^{bd}$ be the $\mathbb{C}_p$-algebra of power series whose coefficients are in $\mathbb{C}_p$ and are bounded in absolute value. Let $\mu$ be a measure in $\mathcal{M}(\mathbb{Z}_p, \mathbb{C}_p)$. One associates with $\mu$ a power series $F_{\mu} \in \mathbb{C}_p[[T]]^{bd}$ defined by
\[ F_{\mu}(T) := \sum_{n \geq 0} \int \left( \frac{x}{n} \right) \, d\mu(x) \, T^n. \]
Reciprocally, given a power series $F \in \mathbb{C}_p[[T]]^{bd}$ with coefficients $F_n$ $(n \geq 0)$, one associates with $F$ a measure $\mu_F$ defined by
\[ \int \left( \frac{x}{n} \right) \, d\mu_F(x) := F_n. \] (2.7)
Indeed, by Lemma 2.5, these equations uniquely determine the measure $\mu_F$. These maps define isometric isomorphisms of $\mathbb{C}_p$-Banach space between $\mathcal{M}(\mathbb{Z}_p, \mathbb{C}_p)$ and $\mathbb{C}_p[[T]]^{bd}$ where the norm on $\mathbb{C}_p[[T]]^{bd}$ is defined to be the maximum of the absolute values of the coefficients; see [23, Chap. 4].
**Remark 2.6.** Another characterization of the correspondence between measures and bounded power series is that the power series $F_\mu$ is the unique power series in $\mathbb{C}_p[[T]]^{bd}$ such that

$$\int (1 + t)^x \, d\mu(x) = F_\mu(t) \quad \text{for all } t \in \mathbb{C}_p \text{ such that } |t|_p < 1.$$ 

The measures corresponding to powers of $1 + T$ form an important class. The result below follows directly from (2.3), Lemma 2.5 and (2.7) (or simply the remark above).

**Lemma 2.7.** Let $a \in \mathbb{Z}_p$. Then the measure associated with the power series

$$(1 + T)^a := \sum_{n \geq 0} \binom{a}{n} T^n \quad (2.8)$$

is the Dirac measure at $a$, that is, the measure $\mu_a$ such that

$$\int f \, d\mu_a = f(a)$$

for all $f \in C(\mathbb{Z}_p, \mathbb{C}_p)$.

**2.5. The interpolation principle.** Let $\Delta$ be the linear operator $(1 + T)^{d/dT}$ acting on $\mathbb{C}_p[[T]]^{bd}$. Let $\mu \in \mathcal{M}(\mathbb{Z}_p, \mathbb{C}_p)$ be a measure. We have

$$\Delta F_\mu(T) = (1 + T) \sum_{n \geq 1} n \int \left( \binom{x}{n} \right) d\mu \cdot T^{n-1} = \sum_{n \geq 0} \int \left( (n + 1) \binom{x}{n+1} + n \binom{x}{n} \right) d\mu \cdot T^n$$

$$= \sum_{n \geq 0} \int x \binom{x}{n} d\mu \cdot T^n = F_{x\mu}(T).$$

Thus we have proved the first part of the result below; the second follows from Remark 2.6.

**Lemma 2.8.** Let $\mu$ be a measure with associated power series $F_\mu$. Then the measure associated with the power series $\Delta F_\mu$ is $x\mu$. In particular,

$$\Delta^k F_\mu(T)|_{T=0} = \int x^k \, d\mu$$

for any integer $k \geq 0$. 

We can now state the main result of this section.

**Theorem 2.9.** Let $(a_n)_{n \geq 0}$ be a sequence of elements of $\mathbb{C}_p$. Assume there exists a power series $F \in \mathbb{C}_p[[T]]^{bd}$ such that for all $k \geq 0$ we have

$$\Delta^k F(T)|_{T=0} = a_k$$

and that the associated measure $\mu_F$ has support in $1 + q\mathbb{Z}_p$. Let $f : \mathbb{Z}_p \to \mathbb{C}_p$ be defined by

$$f(s) := \int \phi_s(x) \, d\mu_F(x).$$

Then $f$ is a continuous function such that

$$f(k) = a_k \quad (2.9)$$

for all $k \in \mathbb{N}$.

**Proof.** It is clear from Lemmas 2.3 and 2.4 that $f$ is continuous. For $k \in \mathbb{N}$ we compute

$$f(k) = \int_{1+q\mathbb{Z}_p} \phi_k(x) \, d\mu_F(x)$$

since $\mu$ has support in $1 + q\mathbb{Z}_p$. 

3. Values of zeta functions at negative integers

Let $E$ be a totally real number field of degree $d$ with ring of integers $\mathbb{Z}_E$. We consider $E$, and all other number fields, as subfields of the algebraic closure $\bar{\mathbb{Q}}$ of $\mathbb{Q}$ contained in $\mathbb{C}$. We also fix once and for all an embedding of $\bar{\mathbb{Q}}$ into $\mathbb{C}_p$. For $\alpha$ in $E$, we denote by $\alpha^{(i)} \in \mathbb{R}$, $i = 1, \ldots, d$, its conjugates. An element $\alpha \in E$ is totally positive if $\alpha^{(i)} > 0$ for $i = 1, \ldots, d$. We write $\alpha \gg 0$. The subgroup of totally positive numbers in $E^\times$ is denoted $E^+$ and we let $\mathbb{Z}_E^+ := E^+ \cap \mathbb{Z}_E$ be the set of totally positive algebraic integers in $E$. Let $N = N_{E/Q}$ denote the absolute norm of the group $I(E)$ of ideals of $E$. By abuse, for $\alpha$ a non-zero element in $E$ we write $N(\alpha) := N(\alpha \mathbb{Z}_E)$. When $\alpha$ is totally positive $N(\alpha)$ equals the absolute norm of $\alpha$.

Let $m := \mathfrak{f}$ be a modulus of $E$, that is, the formal product of an integral ideal $\mathfrak{f}$ of $E$ (the finite part) and a subset $\mathfrak{z}$ of the set of infinite places of $E$ (the infinite part). We use the notations

$$E_m := \{ \alpha \in E^\times \mid \alpha \equiv 1 \pmod{m} \},$$

$I_m(E)$ for the subgroup of fractional ideals of $E$ that are relatively prime to $\mathfrak{f}$,

$\text{Cl}_m(E)$ for the ray class group of $E$ modulo $m$, that is, the quotient of $I_m(E)$ by the subgroup of principal ideals generated by elements of $E_m$, and

$h_m(E)$ for the cardinality of $\text{Cl}_m(E)$.

Finally, we set $U_m(E) := U(E) \cap E_m$ where $U(E)$ is the unit group of $E$.

3.1. Twisted partial zeta functions. Let $a$ be a fractional ideal of $E$, relatively prime to $\mathfrak{f}$. The partial zeta function is defined, for $s \in \mathbb{C}$ with $\Re(s) > 1$, by

$$Z_m(a^{-1}; s) := \sum_{b \sim a a^{-1}} N(b)^{-s}$$

where the sum is over all the integral ideals $b$ that are in the same class of $\text{Cl}_m(E)$ as the inverse of $a$. For $c$, an ideal of $E$, relatively prime with $\mathfrak{f}$, the twisted partial zeta function is defined, for $\Re(s) > 1$, by

$$Z_m(a^{-1}, c; s) := N(c)^{1-s} Z_m((ac)^{-1}; s) - Z_m(a^{-1}; s). \quad (3.1)$$

Remark 3.1. Following Cassou-Noguès, we take the first argument of partial zeta functions to be $a^{-1}$ instead of $a$ to simplify formulas later on.

The partial zeta functions have meromorphic continuation to the complex plane with a simple pole at $s = 1$. Since the partial zeta functions all have the same residue at $s = 1$, they cancel out in $\mathbf{3.1}$ and the twisted partial zeta functions have analytic continuation to the whole complex plane.

Let $\chi$ be a character on the ray class group $\text{Cl}_m(E)$, and let $L_m(\chi; s)$ be the corresponding Hecke $L$-function defined, for $\Re(s) > 1$, by

$$L_m(\chi; s) := \prod_{q \mid m} \left( 1 - \chi(q) N(q)^{-s} \right)^{-1} \quad (3.2)$$
where the product is over all the prime ideals of $E$ not dividing the finite part $\mathfrak{f}$ of the modulus $m$. The link between Hecke $L$-functions and partial zeta function provides a way to express the former in terms of twisted partial zeta functions.

**Proposition 3.2.** For all $s \in \mathbb{C}$ we have

\[
(\chi(c)\mathcal{N}(c)^{1-s} - 1) L_m(\chi; s) = \sum_{i=1}^{h_m(E)} \bar{\chi}(a_i) Z_m(a_i^{-1}, c; s)
\]

where the sum is over ideals $a_i$ representing all the classes of $\text{Cl}_m(E)$.

**Proof.** We have

\[
\sum_{i=1}^{h_m(E)} \bar{\chi}(a_i) Z_m(a_i^{-1}, c; s) = \mathcal{N}(c)^{1-s} \sum_{i=1}^{h_m(E)} \bar{\chi}(a_i) Z_m((a_i c)^{-1}; s) - \sum_{i=1}^{h_m(E)} \bar{\chi}(a_i) Z_m(a_i^{-1}; s)
\]

\[
= (\chi(c)\mathcal{N}(c)^{1-s} - 1) \sum_{i=1}^{h_m(E)} \bar{\chi}(a_i) Z_m(a_i^{-1}; s)
\]

\[
= (\chi(c)\mathcal{N}(c)^{1-s} - 1) L_m(\chi; s).
\]

We now make some important additional hypotheses.

**Hypotheses.**

(H1) the finite part $\mathfrak{f}$ of the modulus $m$ is divisible by $q$;

(H2) the infinite part $\mathfrak{z}$ of the modulus $m$ contains all the infinite (real) places of $E$;

(H3) $c$ is a prime ideal of residual degree 1.

We will denote by $c$ the prime number below $c$; therefore $c = \mathcal{N}(c)$ by (H3).

**Remark 3.3.** If $m$ does not satisfy both (H1) and (H2) we can enlarge the modulus so that it does satisfy these conditions and we can lift $\chi$ to a character of the new modulus. Adding all the infinite places to $\mathfrak{z}$ to satisfy (H2) does not actually change the $L$-function. Replacing $\mathfrak{f}$ by the lcm of $\mathfrak{f}$ and $q$ to satisfy (H1) has the effect of removing the Euler factors of prime ideals above $p$ in $[3.2]$. This is necessary to be able to do the $p$-adic interpolation. Another way to achieve this would be to drop (H1) and to require instead that only the elements coprime to $q$ are kept in the cone decompositions (see Subsection 3.3). From a computational point of view these two possibilities are basically the same.

**Remark 3.4.** The construction of Cassou-Noguès [7] additionally requires $c$ to be relatively prime to the co-different of $E$. However, as we will see in the next subsection, this is not actually necessary.

3.2. **Additive characters modulo $c$.** An additive character modulo $c$ is a group homomorphism $\xi$ from the additive group $\mathbb{Z}_E$ to the multiplicative group $\mathbb{C}^\times$ whose kernel contains $c$. We denote by $X(c)$ the set of all these characters.

**Lemma 3.5.** $X(c)$ is a finite group of order $c$ and all elements in $X(c)$ but the trivial character have kernel $c$. Furthermore, for $x \in \mathbb{Z}_E$ we have

\[
\sum_{\xi \in X(c)} \xi(x) = \begin{cases} 
    c & \text{if } x \in c, \\
    0 & \text{otherwise}.
\end{cases}
\]
Proof. Let $\chi$ be a non-trivial character in $X(c)$. Then $Z_E/\text{Ker}(\chi)$ is a quotient group of $Z_E/c \cong \mathbb{Z}/c\mathbb{Z}$ and thus $\xi$ is completely determined by its value on 1, which can be an arbitrary non-trivial $c$-th root of unity. Therefore there are $c-1$ non-trivial characters and each has non-trivial $c$-th roots of unity all have order $c$. The last statement is the classical orthogonality relation for characters. \hfill \Box

**Proposition 3.6.** Let $a$ be an integral ideal coprime to $\mathfrak{c}$. Let $A$ be a set of representatives of the elements of $a \cap E_m$ under the (multiplicative) action of $U_m(E)$. Then for $\Re(s) > 1$

$$Z_m(a^{-1}, c; s) = N(a)^s \sum_{\xi \in X(c)} \sum_{\alpha \in A} \xi(\alpha)N(\alpha)^{-s}. \quad (3.3)$$

Proof. An ideal $b$ is equivalent to $a^{-1}$ modulo $m$ if and only if there exists $\alpha \in E_m$ such that $b = \alpha a^{-1}$. Furthermore, $b$ is integral if and only if $\alpha$ belongs to $a \cap E_m$, and two elements $\alpha$ and $\alpha'$ of $a \cap E_m$ yield the same ideal $\alpha a^{-1} = \alpha' a^{-1}$ if and only if there exists a unit $\epsilon \in U_m$ such that $\alpha = \epsilon \alpha'$. Therefore there is a one-to-one correspondence between the integral ideals equivalent to $a^{-1}$ modulo $m$ and the elements of $A$. Thus we have

$$Z_m(a^{-1}; s) = \sum_{\alpha \in A} N(\alpha a^{-1})^{-s} = N(a)^s \sum_{\alpha \in A} N(\alpha)^{-s}. \quad (3.4)$$

We now compute

$$Z_m(a^{-1}, c; s) = N(c)^{-s}Z_m((\alpha c)^{-1}; s) - Z_m(a^{-1}; s)$$

$$= N(a)^s \left( N(c) \sum_{\alpha \in A \cap \mathfrak{c}} N(\alpha)^{-s} - \sum_{\alpha \in A} N(\alpha)^{-s} \right)$$

using (3.4) and the fact that $A \cap \mathfrak{c}$ is a set of representatives of $\alpha \cap E_m$ modulo $U_m(E)$, since $a$ and $c$ are coprime. Finally, we obtain the conclusion using Lemma 3.5. \hfill \Box

3.3. **Cone decomposition.** Let $\beta, \lambda_1, \ldots, \lambda_g$ be elements in $a \cap \mathbb{Z}_E^+$, with $1 \leq g \leq d$, such that the $\lambda_i$’s are linearly independent. We define the *discrete cone* with base point $\beta$ and generators $\lambda_1, \ldots, \lambda_g$ as the following subset of $a \cap \mathbb{Z}_E^+$:

$$C(\beta; \lambda_1, \ldots, \lambda_g) := \left\{ \beta + \sum_{i=1}^g n_i \lambda_i \mid n_i \in \mathbb{N} \text{ for } 1 \leq i \leq g \right\}. \quad (3.5)$$

Following the work of Shintani [30], we have the following result of Pi. Cassou-Noguès.

**Theorem 3.7** (Cassou-Noguès). There exists a finite family $\{C_1, \ldots, C_m\}$ of disjoint discrete cones of $E$ with base points belonging to $a \cap E_m$ and generators belonging to $(a \cap \mathbb{Z}_E^+)\setminus a \cap E_m$ such that a set of representatives of $a \cap E_m$ under the action of $U_m(E)$ is given by the union $C_1 \cup \cdots \cup C_m$.

Proof. This is essentially [7] Lemma 1. \hfill \Box

A finite set $\{C_1, \ldots, C_m\}$ of cones satisfying Theorem 3.7 is called a *cone decomposition of $a$ modulo $m$*. A cone $C$ is $c$-admissible if none of its generators belong to $\mathfrak{c}$. A cone decomposition $\{C_1, \ldots, C_m\}$ is $c$-admissible if all the cones $C_i$ are $c$-admissible (see Remark 5.29 on the existence of such a decomposition). From Proposition 3.6, we have, for $\Re(s) > 1$,

$$Z_m(a^{-1}, c; s) = N(a)^s \sum_{\xi \in X(c)} \sum_{j=1}^m \sum_{\alpha \in C_j} \xi(\alpha)N(\alpha)^{-s}. \quad (3.6)$$

2We will say simply *cone.*
3.4. Cone zeta functions. Let $C := C(\beta; \lambda_1, \ldots, \lambda_g)$ be a $c$-admissible cone and $\xi$ be a non-trivial element of $X(c)$. We define the zeta function of the pair $(C, \xi)$, for $\Re(s) > 1$, by

$$Z(C, \xi; s) := \sum_{\alpha \in C} \xi(\alpha) N(\alpha)^{-s}. \quad (3.7)$$

We associate with the same data a power series $G(C, \xi; T_1, \ldots, T_d)$ in $\bar{\mathbb{Q}}[[T]] := \bar{\mathbb{Q}}[[T_1, \ldots, T_d]]$ in the following way. First, for $r \in \mathbb{C}$, we define a power series in $\mathbb{C}[\llbracket T \rrbracket]$ by

$$(1 + T)^r := \sum_{n \geq 0} \binom{r}{n} T^n. \quad (3.8)$$

Then, for $\alpha \in E$, we define the following power series in $\bar{\mathbb{Q}}[\llbracket T \rrbracket]$

$$(1 + T)^{\alpha} := \prod_{i=1}^{d} (1 + T_i)^{\alpha(i)}. \quad (3.9)$$

And finally, we set

$$G(C, \xi; T) := \frac{\xi(\beta)(1 + T)^{\beta}}{\prod_{i=1}^{g} (1 - \xi(\lambda_i)(1 + T^{\lambda_i})). \quad (3.10)$$

Remark 3.8. From Lemma 3.5 and the fact that $C$ is $c$-admissible it follows that $\xi(\lambda_i)$ is a non-trivial $c$-th root of unity for all $i$’s and thus the constant term of the denominator is non-zero. Therefore $G(C, \xi; T)$ is indeed a power series. In fact, its constant term is an algebraic integer divisible only by primes above $c$.

The cone zeta function of $C$ (twisted by $c$) is defined by

$$Z(C, c; s) := \sum_{\xi \in X(c)} Z(C, \xi; s), \quad (3.11)$$

and in a similar way

$$G(C, c; T) := \sum_{\xi \neq 1} G(C, \xi; T). \quad (3.12)$$

Finally, we define the $\Delta$-operator acting on $\bar{\mathbb{Q}}[[T]]$ by

$$\Delta := \prod_{i=1}^{d} (1 + T_i) \frac{\partial}{\partial T_i}. \quad (3.13)$$

Theorem 3.9 (Shintani). The function $Z(C, c; s)$ admits an analytic continuation to $\mathbb{C}$, and, for any integer $k \geq 0$, we have

$$Z(C, c; -k) = \Delta^k G(C, c; T)|_{T=0}. \quad (3.14)$$

Proof. We use the following lemma from Colmez [10, Lemma 3.2].

Lemma 3.10. For $z_1, \ldots, z_d \in \mathbb{R}^+$ let $f(z_1, \ldots, z_d)$ be a $C^\infty$-function such that it and all its derivatives tend to 0 rapidly at infinity. For all $(s_1, \ldots, s_d) \in \mathbb{C}^d$ such that $\Re(s_i) > 0$ for $i = 1, \ldots, d$ define the function

$$M(f; s_1, \ldots, s_d) := \int_{(\mathbb{R}^+)^d} f(z_1, \ldots, z_d) \frac{z_1^{s_1} \cdots z_d^{s_d}}{\Gamma(s_1) \cdots \Gamma(s_d)} \frac{dz_1 \cdots dz_d}{z_1 \cdots z_d}. \quad (3.15)$$

3This, of course, gives the usual definition when $r \in \mathbb{N}$. 


Then $M(f; \cdot)$ admits an analytic continuation to $\mathbb{C}^d$ and satisfies

$$M(f; -k_1, \ldots, -k_d) = \prod_{i=1}^{d} \left( -\frac{\partial}{\partial z_i} \right)^{k_i} f(z_1, \ldots, z_d) |_{z_1 = \cdots = z_d = 0}$$

for all $(k_1, \ldots, k_d) \in \mathbb{N}^d$. \qed

Let $\xi \in X(c)$ with $\xi \neq 1$. We define a function $f_\xi$ by

$$f_\xi(z_1, \ldots, z_d) := G(C, \xi; e^{-z_1} - 1, \ldots, e^{-z_d} - 1) = \frac{\xi(\beta)e^{-T_2(\beta)}}{\prod_{i=1}^{d} (1 - \xi(\lambda_i)e^{-T_2(\lambda_i)})} \quad (3.15)$$

where, for $\alpha \in \mathbb{Z}_E$ and $\xi := (z_1, \ldots, z_d) \in \mathbb{C}^d$, we set $T_2(\alpha) := z_1\alpha^{(1)} + \cdots + z_d\alpha^{(d)}$. It is clear that this function satisfies the hypothesis of the lemma. Furthermore, for $\xi \in (\mathbb{R}^+)^n$ and $\alpha \gg 0$ we have $0 < e^{-T_2(\alpha)} < 1$, and therefore, by expanding the numerator and by (3.5),

$$f_\xi(z_1, \ldots, z_d) = \sum_{\alpha \in \mathbb{Z}_E^n} \xi(\beta + n_1\lambda_1 + \cdots + n_d\lambda_d) e^{-T_2(\beta + n_1\lambda_1 + \cdots + n_d\lambda_d)} = \sum_{\alpha \in C} \xi(\alpha)e^{-T_2(\alpha)}.$$

Thus we find that

$$M(f_\xi; s_1, \ldots, s_d) = \sum_{\alpha \in C} \xi(\alpha) \int_{\mathbb{R}^+} e^{-z_1\alpha^{(1)}} \frac{z_1^{s_1}}{\Gamma(s_1)} \frac{dz_1}{z_1} \cdots \int_{\mathbb{R}^+} e^{-z_d\alpha^{(d)}} \frac{z_d^{s_d}}{\Gamma(s_d)} \frac{dz_d}{z_d}.$$

Since

$$\int_{\mathbb{R}^+} e^{-za} z^{s} \frac{dz}{z} = \Gamma(s) a^{-s}$$

for $a \in \mathbb{R}^+$, it follows that

$$M(f_\xi; s, \ldots, s) = \sum_{\alpha \in C} \xi(\alpha)(\alpha^{(1)})^s \cdots (\alpha^{(d)})^s = Z(C; \xi; s)$$

for $\Re(s) > 1$. Lastly, we find that

$$-\frac{\partial}{\partial z_i} f_\xi(z_1, \ldots, z_d) = \left( (1 + T_i) \frac{\partial}{\partial \xi} \right) G(C, \xi; e^{-z_1} - 1, \ldots, e^{-z_d} - 1)$$

for all $i$'s. The conclusion now follows from the lemma, (3.10), and (3.11). \qed

Recall that we have embedded $\mathbb{Q}$ into $\mathbb{C}_p$. Thus we can see $G(C, c; T)$ as having coefficients in $\mathbb{C}_p$ and, generalizing what we did in the first part to higher dimensions, we can try to interpret $G(C, c; T)$ as a measure over $\mathbb{Z}_p^d$. There are two problems. First, the power series $G(C, c; T)$ having several variables complicates things, at least from a computational point of view; it would be much easier to deal with a one-variable power series.\footnote{This is not a big problem though; in fact the computations done in [28] use two-variable power series.} Second, this power series might not have bounded coefficients, since $\beta$ has arbitrarily large $p$-adic absolute value when $\beta$ is not a rational $p$-adic integer. This problem can be solved by making a change of variable in $G(C, c; T)$, as in [31], to transform it into a power series with bounded coefficients. However, we will proceed differently in this paper. Indeed, in the next subsection we will see how to transform the power series $G(C, c; T)$ into a one-variable power series satisfying the direct analog of Theorem 3.9. It will turn out that this power series has $p$-adic integral coefficients, thus solving both problems at the same time.
3.5. The Ω operator. We now explain how to construct an operator that sends \( G(C, c; T) \) to an one-variable power series satisfying properties analogous to that of Theorem 3.9 From the definition of \( \Delta \), we see that \( \Omega \) should satisfy
\[
\Omega((1 + T_1)^{a_1} \cdots (1 + T_d)^{a_d}) = (1 + T)^{a_1 \cdots a_d}.
\]
Writing \( T_i^{n_i} = ((1 + T_1) - 1)^{n_i} \) and developing, we get the following formal definition. Let \( \Omega \) be the linear function from \( \mathbb{C}[T] \) to \( \mathbb{C}[T] \) defined for \((a_1, \ldots, a_d) \in \mathbb{N}^d \) by
\[
\Omega(T_1^{a_1} \cdots T_d^{a_d}) := (-1)^{a_1 + \cdots + a_d} \sum_{n_1=0}^{a_1} \cdots \sum_{n_d=0}^{a_d} \left( \prod_{i=1}^d (-1)^{n_i} \binom{a_i}{n_i} \right) (1 + T)^{a_1 \cdots a_d - n_d}.
\]
In the definition of \( \Omega \), we leave to the reader the verification that \( \Delta \) and \( \Delta_a \) are continuous.

The lemma below establishes that this application can be continuously extended to an application from \( \mathbb{C}[[T]] \) to \( \mathbb{C}[[T]] \).

**Lemma 3.11.** Let \((a_1, \ldots, a_d) \in \mathbb{N}^d\). Then, \(\Omega(T_1^{a_1} \cdots T_d^{a_d})\) is divisible by \(T^{\max(a_1, \ldots, a_d)}\).

**Proof.** Assume without loss of generality that \(a_d\) is the largest of the \(a_i\)'s. We have
\[
\Omega(T_1^{a_1} \cdots T_d^{a_d}) = (-1)^{a_1 + \cdots + a_d - 1} \sum_{n_1=0}^{a_1} \cdots \sum_{n_d-1=0}^{a_d-1} (-1)^{n_1 + \cdots + n_{d-1}} \binom{a_1}{n_1} \cdots \binom{a_{d-1}}{n_{d-1}} \times \sum_{n_d=0}^{a_d} (-1)^{a_d - n_d} \binom{a_d}{n_d} ((1 + T)^{n_1 \cdots n_{d-1}} - 1)^{a_d}
\]
and every term in this sum is divisible by \(T^{a_d}\).

We now prove the main property of the \( \Omega \) operator, that is, that it “commutes” with the operator \( \Delta \).

**Proposition 3.12.** For \( A \in \mathbb{C}[[T]] \) we have
\[
\Omega(\Delta(A)) = \Delta(\Omega(A)).
\]

**Proof.** By linearity and the fact that the operators \( \Delta \), \( \Delta_a \), and \( \Omega \) are linear and continuous\(^5\) it is enough to prove the result for monomials \( T_1^{a_1} \cdots T_d^{a_d} \) with \((a_1, \ldots, a_d) \in \mathbb{N}^d\). But any such monomial can be written as a finite linear combination of \((1 + T_1)^{b_1} \cdots (1 + T_d)^{b_d}\) with \((b_1, \ldots, b_d) \in \mathbb{N}^d\), for which the result is direct by construction.

Let \( C \) be a \( c \)-admissible cone. We set
\[
F(C, c; T) := \Omega(G(C, c; T)).
\]
Using Proposition 3.12, the next result is a direct consequence of Theorem 3.9.

**Theorem 3.13.** For any integer \( k \geq 0 \) we have
\[
Z(C, c; -k) = \Delta^k F(C, c; T)|_{T=0}.
\]

Let \( D := \{C_1, \ldots, C_m\} \) be a \( c \)-admissible cone decomposition of \( a \) modulo \( m \). We define
\[
F_m(a, c; T) := \sum_{j=1}^m F(C_j, c; T). \tag{3.16}
\]

\(^5\)We leave to the reader the verification that \( \Delta \) and \( \Delta_a \) are continuous.
Corollary 3.14. For any integer $k \geq 0$ we have
\[ Z_m(a^{-1}, c; -k) = N(a)^{-k} \Delta^k F_m(a, c; T)|_{T=0}. \] (3.17)

Proof. Clear from (3.6). □

To conclude this subsection, we prove that the power series $F_m(a, c; T)$ does not depend on the choice of the cone decomposition $D$. Indeed, the previous corollary prescribes the values of $\Delta^k F_m(a, c; T)|_{T=0}$ for all $k \geq 0$ which, using the following result, ensures the unicity of $F_m(a, c; T)$.

Lemma 3.15. Let $F(T) \in \mathbb{C}[[T]]$ and let $k \geq 0$ be an integer such that $T^k | \Delta F(T)$. Then $T^{k+1} | F(T) - F(0)$. Furthermore, if $\Delta^k F(T)|_{T=0} = 0$ for all $k \geq 0$ then $F(T) = 0$.

Proof. Write $F(T) := \sum_{n \geq 0} f_n T^n$. We compute
\[ \Delta F(T) = f_1 + \sum_{n \geq 1} ((n + 1)f_{n+1} + nf_n) T^n. \]
From this it is easy to see that $T^k | \Delta F(T)$ implies $f_1 = \cdots = f_{k+1} = 0$, which proves the first assertion. For the second, let $k \geq 0$. Since $\Delta^k F(T)|_{T=0} = 0$, that is, $T | \Delta(\Delta^{k-1} F(T))$, we have $T^2 | \Delta^{k-1} F(T)$ by the first part, as $\Delta^{k-1} F(T)|_{T=0}$ by hypothesis. Repeating this process (and using the fact that $F(0) = \Delta^0 F(T)|_{T=0} = 0$), we eventually get $T^{k+1} | F(T)$. Since $k$ is arbitrary, it follows that $F(T) = 0$. □

4. $p$-adic L-functions

We put together the results of the last two sections to construct the $p$-adic $L$-functions.

4.1. Some properties of $F_m(a, c; T)$. Let $a$ be an integral ideal coprime to $c$ and $m$. We prove that the power series $F_m(a, c; T)$ possesses the properties required to apply Theorem 2.9. We start by proving a useful expression for $F(C, \xi; T)$ modulo powers of $T$.

Theorem 4.1. For integers $k$ and $K$ with $0 \leq k \leq K$ define the rational function
\[ B_{k,K}(x) := (-1)^k \sum_{n=k}^{K} \binom{n}{k} \left( \frac{x}{x-1} \right)^n \in \mathbb{Q}(x). \] (4.1)

Let $C := C(\beta; \lambda_1, \ldots, \lambda_g)$ be a $c$-admissible cone and let $\xi$ be a non-trivial element of $X(c)$. For $N \geq 0$ define the polynomial $F_N(C, \xi; T) \in \mathbb{Q}(\xi)[T]$ by
\[ F_N(C, \xi; T) := A(C, \xi) \sum_{k_1, \ldots, k_g=0}^{(N-1)d} (1 + T)^{N(\beta + k \Delta)} \prod_{i=1}^g B_{k_i,(N-1)d}(\xi(\lambda_i)) \]
where $k \cdot \Delta := k_1 \lambda_1 + \cdots + k_g \lambda_g \in \mathbb{Z}_E$ and
\[ A(C, \xi) := \frac{\xi(\beta)}{\prod_{i=1}^g (1 - \xi(\lambda_i))}. \]

Then
\[ F(C, \xi; T) \equiv F_N(C, \xi; T) \pmod{T^N}. \]

Proof. To simplify the notation we write $a_i := \xi(\lambda_i)/(1 - \xi(\lambda_i))$ and $A := A(C, \xi)$. We compute
\[ G(C, \xi; T) = \frac{\xi(\beta)(1 + T)^{\beta}}{\prod_{i=1}^g (1 - \xi(\lambda_i)(1 + T)^{\lambda_i})} = A \frac{(1 + T)^{\beta}}{\prod_{i=1}^g (1 - a_i ((1 + T)^{\lambda_i} - 1))} \]
We will actually prove a stronger statement that will be useful later. Let \( Z \) be able to apply Theorem 2.9 to this measure we need to prove that decomposition of \( E \) has coefficients in \( F \). It follows that Subsection 5.3) that \( F \) the polynomials we know 1

Let \( \varpi \) be a non-trivial element of \( X(c) \) and write \( C = C(\beta, \lambda_1, \ldots, \lambda_g) \). For \( i = 1, \ldots, g \) we know \( 1 - \xi(\lambda_i) \) is divisible only by primes above \( c \) and hence is invertible in \( Z_p[\xi] \). Therefore the polynomials \( F_N(C, \xi; T) \) have coefficients in \( Z_p[\xi] \), and it follows from Galois theory (see also Subsection 5.3) that

\[
F_N(C, \xi; T) := \sum_{\xi \in X(c), \xi \neq 1} F_N(C, \xi; T)
\]

has coefficients in \( Z_p \). By the theorem we have \( F(C, c; T) \equiv F_N(C, c; T) \) (mod \( T^N \)) for all \( N \geq 0 \), and therefore \( F(C, c; T) \) has coefficients in \( Z_p \). □

Since \( F_m(a^{-1}, c; T) \) is the sum of the \( F(C_i, c; T) \)’s where \( \{C_1, \ldots, C_m\} \) is a \( c \)-admissible cone decomposition of a modulo \( m \), it follows from the corollary that \( F_m(a^{-1}, c; T) \) has coefficients in \( Z_p \). In particular, \( F_m(a^{-1}, c; T) \) defines a \( Z_p \)-valued measure, which we will denote \( \mu_{p,m} \). To be able to apply Theorem 2.9 to this measure we need to prove that \( \mu_{p,m} \) has support in \( 1 + qZ_p \).

We will actually prove a stronger statement that will be useful later. Let \( \mathbb{Q}_\infty \) be the cyclotomic \( Z_p \)-extension of \( \mathbb{Q} \). Denote by \( \mathbb{Q}_0 := \mathbb{Q}, \mathbb{Q}_1, \mathbb{Q}_2, \ldots \) the subfields of \( \mathbb{Q}_\infty/\mathbb{Q} \) with \( \text{Gal}(\mathbb{Q}_n/\mathbb{Q}) \cong \mathbb{Z}/p^n\mathbb{Z} \). Let \( E_\infty \) be the cyclotomic \( Z_p \)-extension of \( E \) and let \( E_0 := E, E_1, E_2, \ldots \) be the subfields of \( E_\infty/E \) with \( \text{Gal}(E_n/E) \cong \mathbb{Z}/p^n\mathbb{Z} \). Define integers \( m_0, m_1, \ldots \) by \( \mathbb{Q}_{m_0} = E \cap \mathbb{Q}_\infty \) and \( \mathbb{Q}_{m_0+m_1} = E(\mathfrak{m}) \cap \mathbb{Q}_\infty \). By construction \( E_{m_1} = E \mathbb{Q}_{m_0+m_1} \) is the intersection of \( E(\mathfrak{m}) \), the ray-class field of \( E \) of modulo \( m \), and \( E_\infty \). The commutative diagram

\[
\begin{array}{ccc}
\text{Cl}_m(E) & \overset{\varpi}{\longrightarrow} & \mathbb{Q}Z/(1 + qp^{m_0})/\mathbb{Z} \\
\downarrow & & \downarrow \\
\text{Gal}(E_{m_1}/E) & \overset{\text{res}}{\longrightarrow} & \text{Gal}(\mathbb{Q}_{m_0+m_1}/\mathbb{Q}_{m_0})
\end{array}
\]
comes from Class Field Theory, where the bottom map is the restriction map, the top map is induced by the map \( \mathfrak{a} \mapsto \langle \mathcal{N}(\mathfrak{a}) \rangle \), and the vertical maps are the respective Artin maps. Define \( e \geq 1 \) to be the largest integer such that \( W_{\mathfrak{p}^e} \subseteq E(W_q) \). It is clear that we have \( e = m_0 + v_p(q) \). We note in passing the lemma below, which will be useful later and which is a direct consequence of the diagram.

**Lemma 4.3.** For any fractional ideal \( \mathfrak{a} \) of \( E \) coprime to \( p \) we have \( \langle \mathcal{N}(\mathfrak{a}) \rangle \in 1 + p^e \mathbb{Z}_p \). \( \square \)

We now prove our result on the support of the measure \( \mu^{a,e}_{p,m} \).

**Proposition 4.4.** The measure \( \mu^{a,e}_{p,m} \) has support in \( 1 + p^{e+m_1} \mathbb{Z}_p \).

**Proof.** Let \( C \) be a cone in a \( c \)-admissible cone decomposition of \( \mathfrak{a} \) modulo \( m \) and let \( \xi \) be a non-trivial element of \( X(c) \). Denote by \( \mu_C, \xi^N \) with \( N \geq 1 \), the measure associated with the power series \( F(C, \xi; T) \), respectively \( F_N(C, \xi; T) \), and write \( C = C(\beta; \lambda_1, \ldots, \lambda_9) \). For \( k \in \mathbb{N}^9 \) the algebraic integers \( \beta + k \cdot \Lambda \), are all congruent to 1 modulo \( q \), and thus we have \( \langle \mathcal{N}(\beta + k \cdot \Lambda) \rangle \equiv 1 \pmod{q} \). It follows that \( \langle \mathcal{N}(\beta + k \cdot \Lambda) \rangle = \langle \mathcal{N}(\beta + k \cdot \Lambda) \rangle \in 1 + p^{e+m_1} \mathbb{Z}_p \) by the diagram above, since \( \beta + k \cdot \Lambda \in E_m \). Thus, by Lemma 2.7 the measures \( \mu^N_{\xi C} \) have support in \( 1 + p^{e+m_1} \mathbb{Z}_p \). The same is true for \( \mu_C, \xi \) since the measures \( \mu^N_{\xi C} \) converge (weakly) to \( \mu_C, \xi \). The conclusion follows as well for \( \mu^{a,e}_{p,m} \), it being the sum of finitely many such measures. \( \square \)

**Remark 4.5.** Replacing \( \bar{f} \) by \( \bar{f}p^a \) for some \( a \geq 1 \) does not change the \( p \)-adic \( L \)-function, as we will see from the interpolation property \( (4.5) \) it satisfies (and the unicity statement that follows from it; see Remark 4.11). In particular, by taking \( a \) large enough we can force the measures \( \mu^{a,e}_{p,m} \) to have support in \( 1 + p^b \mathbb{Z}_p \) for \( b \geq 1 \) arbitrarily large. The proposition shows that (H1) is enough to imply that \( b \) is already quite large.

4.2. Construction of \( p \)-adic \( L \)-functions. We are now ready to define \( p \)-adic \( L \)-functions. The first step is to define the \( p \)-adic equivalent of twisted partial zeta functions.

**Proposition 4.6.** For \( m \) an integer and \( s \in \mathbb{Z}_p \) define \( Z^{(m)}_{p,m}(a^{-1}, c; s) \) to be the \( p \)-adic twisted partial zeta function given by

\[
Z^{(m)}_{p,m}(a^{-1}, c; s) := \omega(\mathcal{N}(\mathfrak{a}))^m \langle \mathcal{N}(\mathfrak{a}) \rangle^s \int_0^{\phi_{-s}(x)} d\mu^{a,e}_{p,m}.
\]

(4.3)

Then \( Z^{(m)}_{p,m}(a^{-1}, c; s) \) is a continuous function on \( \mathbb{Z}_p \), and

\[
Z^{(m)}_{p,m}(a^{-1}, c; -k) = Z_m(a^{-1}, c; -k)
\]

for all \( k \in \mathbb{N} \) such that \( k + m \equiv 0 \pmod{\varphi(q)} \).

**Remark 4.7.** Using Proposition 4.4 we could restrict the domain of integration in (4.3) to \( 1 + p^{e+m_1} \mathbb{Z}_p \) and then replace \( \phi_{-s}(x) \) by \( x^{-s} \). This would give a somewhat neater formula, and we will actually use this expression several times in the next subsection. However, from a computational point of view it is better to express things as in (4.3), since that is how the computation will actually be done.

**Proof.** This is a direct application of Theorem 2.9 (changing \( s \) to \( -s \)) with \( a_n = Z_m(a^{-1}, c; -n) \) and \( F = F_m(a^{-1}, c; T) \), using Corollary 3.14 and Proposition 4.4 and the fact that for \( k \in \mathbb{N} \) with \( k + m \equiv 0 \pmod{\varphi(q)} \) we have

\[
\omega(\mathcal{N}(\mathfrak{a}))^m \langle \mathcal{N}(\mathfrak{a}) \rangle^{-k} = \mathcal{N}(\mathfrak{a})^{-k}.
\]

Let \( \chi \) be a complex character on \( \text{Cl}_m(E) \). Recall that we have embedded \( \mathbb{Q} \) into \( \mathbb{C}_p \) and thus we can view \( \chi \) also as a \( p \)-adic character. Define the character \( \kappa \) of \( \text{Cl}_m(E) \) by the composition

\[
\kappa : \text{Cl}_m(E) \longrightarrow \text{Cl}_q(E) \overset{\sim}{\longrightarrow} \text{Gal}(E(q)/E) \longrightarrow (\mathbb{Z}/q\mathbb{Z})^\times \overset{\sim}{\longrightarrow} T_p.
\]
The first map is the natural surjection coming from the fact that \( q \) divides \( m \) by (H1). The second sends a class \( C \) to its Artin symbol \( \sigma_C \), where \( E(q) \) is the ray-class field of \( E \) of modulus \( q \). The next comes from the fact that \( E(q) \) contains the \( q \)-th root of unity, and thus we can associate with any \( \sigma \in \text{Gal}(E(q)/E) \) a class \( \bar{a} \) in \( (\mathbb{Z}/q\mathbb{Z})^\times \) such that \( \sigma(\zeta) = \zeta^a \) for all \( \zeta \in W_q \). The last map sends \( \bar{a} \) to \( \omega(a) \in T_p \). For a fractional ideal \( a \) of \( E \), relatively prime to \( m \), it follows from the definition of the Artin map that \( \kappa(a) = \omega(N(a)) \). As a consequence of the previous result and of Proposition 3.2 we recover the construction of \( p \)-adic \( L \)-functions.

**Theorem 4.8** (Deligne-Ribet, Barsky, Cassou-Noguès). Let \( m \) be an integer, and if \( \chi \neq \kappa^{1-m}(c) \) assume further that \( c \) is such that \( \chi(c) \neq \kappa^{1-m}(c) \). Define a \( p \)-adic \( L \)-function by

\[
L_{p,m}^{(m)}(\chi; s) := \left( \frac{\chi(c)}{\omega(c)m^{-1}(c)^{s-1}} - 1 \right)^{-1} \sum_{i=1}^{h_m(E)} \chi(a_i^{-1})Z_{p,m}^{(m)}(a_i^{-1}, \chi; s)
\]

where the sum is over integral ideals \( a_i \), relatively prime to \( m \) and \( c \), representing all the classes of \( \mathcal{C}_m(E) \). Then \( L_{p,m}^{(m)}(\chi; s) \) is a continuous function on \( Z_p \) (respectively \( Z_p \setminus \{1\} \) if \( \chi = \kappa^{1-m} \)) and

\[
L_{p,m}^{(m)}(\chi; -k) = L_m(\chi; -k)
\]

for all \( k \in \mathbb{N} \) such that \( k + m \equiv 0 \pmod{\phi(q)} \).

**Remark 4.9.** Assume \( \chi^{m-1} \) is not the trivial character and let \( M \) be the Galois closure of \( E(m)/\mathbb{Q} \). Let \( \sigma \in \text{Gal}(E(m)/E) \) be such that \( \chi^{m-1}(\sigma) \neq 1 \). Lift \( \sigma \) to an arbitrary element \( \sigma \) of \( \text{Gal}(M/\mathbb{Q}) \). By the theorem of Čebotarev [24, Chap. VIII, Th. 13.4] there exists a positive proportion of prime ideals of \( M \) whose Frobenius in \( M/\mathbb{Q} \) is \( \sigma \). Let \( \mathfrak{c} \) be one of these prime ideals with \( \mathfrak{c} \) coprime to \( \mathfrak{f} \), representative of \( \mathcal{C}_m(E) \) and \( c := \mathfrak{c} \cap E \) is a prime ideal of \( E \), coprime to \( \mathfrak{f} \), of residual degree 1, such that \( \chi^{m-1}(c) \neq 1 \).

**Proof.** By the previous result the sum in the RHS of (4.4) is a continuous function on \( Z_p \). We now look at the factor before the sum. It is continuous at \( s \in Z_p \) unless \( \chi(c) = \omega(c)^{m-1}(c)^{s-1} \).

Since \( (c) \) has infinite order, this cannot happen only for \( s = 1 \). Thus, \( L_{p,m}^{(m)}(\chi; s) \) is continuous on \( Z_p \setminus \{1\} \), and also at \( s = 1 \) if \( \chi(c) \neq \omega(c)^{1-m} \). We get the first result by noting that \( \omega(c) = \kappa(c) \). For the second, let \( k \in \mathbb{N} \) be such that \( k + m \equiv 0 \pmod{\phi(q)} \). The interpolation property follows from Proposition 4.6, Proposition 3.2 and the fact that

\[
\frac{\chi(c)}{\omega(c)^{m-1}(c)^{k-1}} = \chi(c)c^{1-k}.
\]

**Remark 4.10.** Assume \( \chi^{m-1} \) is non-trivial but \( \chi^{m-1}(c) = 1 \). Then (4.4) still defines a continuous function on \( Z_p \setminus \{1\} \). Moreover, that function is equal to \( L_{p,m}^{(m)}(\chi; s) \) if \( s \neq 1 \), and therefore, by continuity, it converges to \( L_{p,m}^{(m)}(\chi; 1) \) as \( s \) tends to 1.

**Remark 4.11.** Assume \( p \) is odd. Then \( \{ -k \pmod{\phi(q)} \pmod{p-1} \} \) is dense in \( Z_p \), and there is a unique continuous \( p \)-adic function on \( Z_p \) (respectively \( Z_p \setminus \{1\} \)) if \( \chi = \kappa^{1-m} \) satisfying (4.5). This proves that \( L_{p,m}^{(m)}(\chi; s) \) does not depend on the choice of \( c \). For \( p = 2 \) the closure of \( \{ -k \pmod{\phi(q)} \pmod{2} \} \) is either \( 2\mathbb{Z} \) or \( 1 + 2\mathbb{Z} \). Thus (4.5) is not enough to prove unicity. In that case we can use Proposition 4.13 below to conclude that \( L_{2,m}^{(m)}(\chi; s) \) does not depend on the choice of \( c \).

There are actually \( \varphi(q) \) twisted partial zeta functions or \( L \)-functions defined by these two results, depending on the choice of the congruence class of \( m \) modulo \( \varphi(q) \). However, when \( \chi \) is the trivial character we see that only for \( m \equiv 1 \pmod{\varphi(q)} \) does the corresponding \( p \)-adic

---

6We see \( \chi^{m-1} \) as a character on \( \text{Gal}(E(m)/E) \) via the Artin map.

7The proposition only applies to \( m \equiv 1 \pmod{2} \), but it is straightforward to generalize.
zeta function possibly have a pole at \( s = 1 \). (See [10] for the computation of the residue; the fact that it is non-zero is equivalent to the Leopoldt conjecture.) Therefore, the \( p \)-adic \( L \)-function, denoted simply \( L_{p,m}(\chi; s) \), is defined to be the function corresponding to the choice \( m \equiv 1 \) (mod \( \varphi(p) \)). From now on we will focus uniquely on that case, dropping the exponent in the notation and writing \( Z_{p,m}(a^{-1}, c; s) \) instead of \( Z_{p,m}^{(1)}(a^{-1}, c; s) \), and so on. We will see below (see Proposition 4.14) that the different \( L \)-functions for various \( m \) can be recovered from \( L_{p,m}(\chi; s) \) by twisting the character \( \chi \) by some appropriate power of \( \kappa \).

4.3. Some properties of \( p \)-adic \( L \)-functions. In this subsection we prove some well-known results about \( p \)-adic \( L \)-functions that will be useful later. The first is a direct consequence of Proposition 4.6 (and the remark that follows it).

**Proposition 4.12.** The Mahler expansion of the \( p \)-adic twisted partial zeta function is

\[
Z_{p,m}(a^{-1}, c; s) = \omega(N(a)) \sum_{n \geq 0} \int_{1+p^{e+m}Z_p} \left( \langle N(a) \rangle x^{-1} - 1 \right)^n \, d\mu_{a,c} \left( \frac{s}{n} \right).
\]

\( \square \)

From this, we deduce the analyticity of \( p \)-adic \( L \)-functions.

**Proposition 4.13.** Let \( B_e \) be the open ball in \( \mathbb{C}_p \) of center 0 and radius \( p^{-e/(p-1)} \). Then the \( p \)-adic \( L \)-function \( L_{p,m}(\chi; s) \) can be extended to an analytic function on \( B_e \), if \( \chi \) is non-trivial, and to a meromorphic function on \( B_e \) with a pole of order at most 1 at \( s = 1 \), if \( \chi \) is trivial.

Proof. We first prove that the \( p \)-adic twisted partial zeta functions \( Z_{p,m}(a^{-1}, c; s) \) can be extended to analytic functions of radius \( \frac{p^{-e/(p-1)}}{1+p^{e+m}Z_p} \). For \( x \in 1+p^{e+m}Z_p \) it follows from Lemma 4.3 that \( \left| \langle N(a) \rangle x^{-1} - 1 \right|^p \leq p^{-en} \), and since the measure \( \mu_{a,c} \) is of norm \( \leq 1 \) and \( F_m(a^{-1}, c; T) \) has coefficients in \( Z_p \) we conclude by the previous proposition that the \( n \)-th Malher coefficient of \( Z_{p,m}(a^{-1}, c; s) \) has \( p \)-adic absolute value \( \leq p^{-en} \). The result then follows from Corollaire 2(c) of [11, p. 162]. (See also Theorem 5.9)

Denoting by \( g(s) \) the inverse of the factor before the sum in the RHS of (4.4) we have

\[
g(s) := \chi(c) \langle c \rangle^{1-s} - 1 = \chi(c) \exp_p((1-s) \log_p \langle c \rangle) - 1
\]

where \( \exp_p \) and \( \log_p \) are respectively the \( p \)-adic exponential and logarithm functions (see [26, §5.4]). The function \( g(s) \) is analytic on \( B_e \) since \( |\log_p \langle c \rangle| \leq \varphi(c) \), using again Lemma 4.3 and the fact that the \( p \)-adic exponential function has radius \( p^{-1/(p-1)} \). Furthermore, from the properties of the \( p \)-adic exponential and logarithm functions we see that \( g \) has a simple zero at \( s = 1 \) if \( \chi(c) = 1 \), and does not vanish otherwise. Now if \( \chi \) is non-trivial we can proceed as in Remark 4.9 and choose \( c \) such that \( \chi(c) \neq 1 \); this proves the result for the first case. Otherwise we write \( g(s) = (s-1)h(s) \) where \( h(s) \) is an analytic function non-vanishing on \( B_e \) and the second case follows. \( \square \)

The next result establishes that the \( p \)-adic \( L \)-function \( L_{p,m}^{(m)}(\chi; s) \) for any \( m \) in \( \mathbb{Z} \) can be recovered from the \( p \)-adic \( L \)-function (corresponding to \( m = 1 \)).

**Proposition 4.14.** For any integer \( m \) and any \( s \in \mathbb{Z}_p \), assuming \( s \neq 1 \) if \( \chi = \kappa^{1-m} \), we have

\[
L_{p,m}^{(m)}(\chi; s) = L_{p,m}(\chi^{1-m}; s).
\]

**Proof.** Let \( a \) be an integral ideal coprime to \( p \). Then \( Z_{p,m}^{(m)}(a^{-1}, c; s) = \kappa(a)^{m-1} Z_{p,m}(a^{-1}, c; s) \), since \( \kappa(a) = \omega(N(a)) \), and substitution in (4.4) yields the result. \( \square \)

---

8We say that an analytic function has radius \( r \) if it converges on the open ball in \( \mathbb{C}_p \) of center 0 and radius \( r \).
A key property of $p$-adic $L$-functions is that they are Iwasawa analytic functions (see [25]); we will show this in the proof of the next theorem. Let $E_\chi$ be the subextension of $E(m)/E$ fixed by the kernel of $\chi$. After Greenberg [18] we say that $\chi$ is of type $W$ if $E_\chi \subset E_\infty$.\footnote{See the discussion after Corollary 4.2 for the notation used in the theorem and its proof.}

**Theorem 4.15** (Deligne-Ribet). Fix a topological generator $u$ of $1 + p^e\mathbb{Z}_p$. Then there exists a unique power series $I_{p,m}(\chi; X)$ in $\mathbb{Q}_p(\chi)[[X]]$ — or $X^{-1}\mathbb{Q}_p(\chi)[[X]]$ if $\chi$ is trivial — called the Iwasawa power series of $\chi$ (with respect to $u$) such that, for all $s \in \mathbb{Z}_p$ (excepting $s = 0$ if $\chi$ is trivial) we have

$$L_{p,m}(\chi; 1 - s) = I_{p,m}(\chi; u^s - 1).$$\hspace{1cm} (4.6)

Moreover, if $\chi$ is trivial or not of type $W$ then $I_{p,m}(\chi; X)$ has coefficients in $\mathbb{Z}_p[\chi]$. Otherwise there exists a non-trivial root of unity $\xi$ of order dividing $p^m$ such that $(\xi(1 + X) - 1)I_{p,m}(\chi; X)$ has coefficients in $\mathbb{Z}_p[\chi]$.

**Proof.** Unicity is clear by (4.6) since the set $\{u^s - 1 \mid s \in \mathbb{Z}_p\} = p^e\mathbb{Z}_p$ admits 0 as a limit point. In particular, if the Iwasawa power series exits it does not depend on the choice of $c$. We will use this fact below by choosing prime ideals $c$ satisfying additional properties. We now prove existence. For $x \in \mathbb{Z}_p$ with $\langle x \rangle \in 1 + p^e\mathbb{Z}_p$ define

$$L_u(x) := \frac{\log_p \langle x \rangle}{\log_p u} \in \mathbb{Z}_p,$$

so that

$$\langle x \rangle^s = (u^{L_u(x)})^s = \sum_{\ell \geq 0} \binom{s}{\ell} (u^{\ell})(x)^{\ell}.$$\hspace{1cm} (4.7)

In particular, we can use this equation with $x := N(a)$, for some ideal $a$ coprime to $p$, by Lemma 4.3. We define three power series, with coefficients in $\mathbb{Z}_p$, $\mathbb{Z}_p$, and $\mathbb{Z}_p[\chi]$ respectively, as follows.

$$N(a; X) := N(a) \sum_{\ell \geq 0} \left( -\frac{L_u(N(a))}{\ell} \right) X^{\ell} = N(a)(1 + X)^{-L_u(N(a))},$$

$$A(a, c; X) := \sum_{\ell \geq 0} \int_{1 + p^{e+m}Z_p} x^{-1}(L_u(x)/(\ell)) \, d\mu_{p,m}^{a,c} \, X^{\ell} = \int_{1 + p^{e+m}Z_p} x^{-1}(1 + X)^{-L_u(c)} \, d\mu_{p,m}^{a,c},$$

$$C(c, \chi; X) := \chi(c) \sum_{\ell \geq 0} \left( \frac{L_u(c)}{\ell} \right) X^{\ell} - 1 = \chi(c)(1 + X)^{-L_u(c)} - 1.$$\hspace{1cm} (4.8)

Then for all $s \in \mathbb{Z}_p$, using (4.8) for the first equality, we have

$$N(a; u^s - 1)A(a, c; u^s - 1) = Z_{p,m}(a^{-1}, c; 1 - s),$$

$$C(c, \chi; u^s - 1) = \chi(c)(c)^{-s} - 1.$$\hspace{1cm} (4.9)

We define

$$I_{p,m}(\chi; X) := C(c, \chi; X)^{-1} \sum_{i=1}^{h_{m(E)}} \chi(a_i^{-1})N(a_i; X)A(a_i, c; X)$$\hspace{1cm} (4.10)

where the sum is over integral ideals $a_i$, relatively prime to $c$, representing all the classes of $\text{Cl}_m(E)$. For all $s \in \mathbb{Z}_p$ such that $C(c, \chi; u^s - 1) \neq 0$ it follows from (4.10) and the equalities above that (4.6) holds.

We now consider several cases, not necessarily disjoint. Assume first that the order of $\chi$ is not a power of $p$. We reason as in Remark 4.9 with $\tilde{\sigma} \in \text{Gal}(E(m)/E)$ such that the order of $\chi(\tilde{\sigma})$ is not a power of $p$. Then $\chi(c) - 1$, the constant coefficient of $C(c, \chi; X)$, is a $p$-adic unit.
Therefore $C(c; \chi; X)$ does not vanish on $p^s \mathbb{Z}_p$ and is invertible in $\mathbb{Z}_p[\chi][[X]]$. This proves that $\mathcal{I}_{p,m}(\chi; X) \in \mathbb{Z}_p[\chi][[X]]$ and satisfies (4.6) for all $s \in \mathbb{Z}_p$.

Assume now that $\chi$ is such that $E_{\chi} \cap E_\infty = E$. Let $N$ be the Galois closure over $\mathbb{Q}$ of the compositum of $E_{\chi}$ and $E_1$. Then there exists $\sigma \in \text{Gal}(N/\mathbb{Q})$ such that $\sigma|_{E_{\chi}}$ is trivial but $\sigma|_{E_1}$ is non-trivial. Let $\mathcal{C}$ be a prime ideal of $N$, coprime to $f\mathbb{Z}_X$, whose Frobenius is equal to $\sigma$, and let $\epsilon := \mathcal{C} \cap \mathbb{Z}_E$. Then $\epsilon$ has residual degree 1, and $\chi(\epsilon) = 1$ so the constant term of $C(c; \chi; X)$ is zero. Also, by construction we have $\mathcal{L}_u(\epsilon) \in \mathbb{Z}_p^\times$, and since this is the coefficient of $X$ in $C(c; \chi; X)$ it follows that $C(c; \chi; X) = XU(X)$, where $U(X) \in \mathbb{Z}_p[\chi][[X]]$ is an invertible power series. Therefore $C(c; \chi; X)$ vanishes only at $0$, that is, for $s = 0$, and $\mathcal{I}_{p,m}(\chi; X) \in X^{-1}\mathbb{Z}_p[\chi][[X]]$. This proves the result when $\chi$ is trivial. When $\chi$ is non-trivial, the limit of $\mathcal{I}_{p,m}(\chi; X)$ when $X \to 0$ exists and is finite. Therefore the coefficient of $X^{-1}$ in $\mathcal{I}_{p,m}(\chi; X)$ is zero. This proves the result in the non-trivial case.

Before looking at the other cases we need additional notation and results. Recall that $m_0$ and $m_1$ are such that $\mathbb{Q}_{m_0} = E \cap \mathbb{Q}_\infty$ and $\mathbb{Q}_{m_0+m_1} = E(m) \cap \mathbb{Q}_\infty$. Let $\xi_0$ be a root of unity of order $p^{m_1}$. Define a function on $1 + qp^{m_0} \mathbb{Z}_p$ by

$$a \mapsto \xi_0^{\log_p u/(qp^{m_0})}.$$

This map is a group homomorphism with kernel $1 + qp^{m_0} \mathbb{Z}_p$. Composing with the function on the top in diagram (4.2) we get a character

$$a \mapsto \xi_0^{\log_p (N(a))/(qp^{m_0})}$$
on the ray-class group $\text{Cl}_{m}(E)$. It is easy to see from its construction that this character generates the subgroup of characters of $\text{Cl}_{m}(E)$ of type $W$. Since $\epsilon = m_0 + v_p(q)$, we have $\log_p u/(qp^{m_0}) \in \mathbb{Z}_p^\times$ and without loss of generality we can replace $\xi_0$ by $\xi_0^{\log_p u/(qp^{m_0})}$ to get the character $a \mapsto \xi_0^{\mathcal{L}_w(N(a))}$, which still generates the group of characters of $\text{Cl}_{m}(E)$ of type $W$. For $v \in \mathbb{Z}$ we compute

$$A(a; c; \xi_0^v(1 + X) - 1) = \int_{1+qp^{m_0+m_1}\mathbb{Z}_p} x^{-1}((\xi_0^v(1 + X))^\mathcal{L}_u(x) du)_{p,c}^{p,m} = A(a, c; X).$$

We also have $N(a; \xi_0^v(1 + X) - 1) = \rho^{-v}(a)N(a; X)$ and, for any character $\psi$ of $\text{Cl}_{m}(E)$, $C(c, \psi; \xi_0^v(1 + X) - 1) = C(c, \psi^{p^{v}}; X)$. We conclude that

$$\mathcal{I}_{p,m}(\psi^{p^{v}}; X) = \mathcal{I}_{p,m}(\psi; \xi_0^v(1 + X) - 1). \tag{4.8}$$

Assume now that $\chi$ is of type $W$. Then $\chi = \rho^{v}$ for some $v \in \mathbb{Z}$. Using (4.8) with $\psi$ the trivial character, we find that $(\xi_0^v(1 + X) - 1)\mathcal{I}_{p,m}(\chi; X) \in \mathbb{Z}_p[\chi][[X]]$, which proves the result in this case, taking $\xi := \xi_0^v$.

Finally we consider the case $E_{\chi} \not\subset E_\infty$, in which $\chi$ is not of type $W$ and, in particular, $E_{\chi} \cap E_\infty \neq E$. In this case we can write $\chi = \psi^{p^{v}}$ for some non-trivial character $\psi$ of $\text{Cl}_{m}(E)$ satisfying $E_{\psi} \cap E_\infty = E$ and some $v \in \mathbb{Z}$. Since the Iwasawa power series for $\psi$ is in $\mathbb{Z}_p[\chi][[X]]$ by the argument above, it follows from (4.8) that the same is true for $\mathcal{I}_{p,m}(\chi; X)$.

As a first application we use this result to bound the size of the values of $p$-adic $L$-functions.

**Corollary 4.16.** Let $s \in \mathbb{Z}_p$, with $s \neq 1$ if $\chi$ is trivial. Then

$$|L_{p,m}(\chi; s)|_p \leq \begin{cases} 1 & \text{if } \chi \text{ is not of type } W, \\ p^{-1/(p-1)} & \text{if } \chi \text{ is of type } W \text{ and non-trivial}, \\ p^{s-1} & \text{if } \chi \text{ is trivial}. \end{cases} \tag{4.9}$$
Proof. The result is clear if \( \chi \) is not of type \( W \). Assume \( \chi \) is of type \( W \) and non-trivial. In the notation of the theorem we have \( v_p(\xi - 1) \leq 1/(p - 1) \) and \( v_p(a^{1-s} - 1) \geq v_p(q) \). From the identity \( ab - 1 = (a - 1)b + b - 1 \) we get \( v_p(\xi a^{1-s} - 1) \leq 1/(p - 1) \) and the result follows. For trivial \( \chi \) we have \( v_p(a^{1-s} - 1) = v_p(1 - s) + e \), which proves the result. \( \square \)

5. Computational methods

In this last section we show how to use the results of the previous sections to compute values and representations of \( p \)-adic \( L \)-functions explicitly. Note that all computations will involve only \( p \)-adic integers — approximated by integers as we explain below — and that we will need to deal with \( p \)-adic rational numbers only in the last subsection (and we will do it somewhat indirectly).

In discussing the computation of \( p \)-adic approximations we will follow certain terminological conventions. Let \( M \geq 1 \) be an integer. For \( a \in \mathbb{Z}_p \) we denote by \( a \bmod p^M \) the unique integer \( \tilde{a} \) with \( 0 \leq \tilde{a} < p^M \) such that \( |a - \tilde{a}|_p \leq p^{-M} \). By “computing \( a \) to the precision \( p^M \)” we mean computing \( a \bmod p^M \). Let \( L \) be a finite dimensional \( \mathbb{Z}_p \)-lattice with \( v_1, \ldots, v_n \) a (fixed) basis of \( L \). For \( a \in L \), by “computing \( a \) to the precision \( p^M \) (with respect to the basis \( v_1, \ldots, v_n \)” we mean computing the \( p \)-adic numbers \( a_1, \ldots, a_n \) to the precision \( p^M \), where \( a = a_1 v_1 + \cdots + a_n v_n \). Note that in what follows the basis \( v_1, \ldots, v_n \) is usually not stated explicitly but it should be clear from the context what it is. Let \( N \geq 1 \) be an integer and let \( F(T) \in \mathbb{Z}_p[[T]] \) be a power series. By “computing \( F \) to the precision \( (p^M, T^N) \)” we mean computing the first \( N \) coefficients of \( F \) to the precision \( p^M \). Let \( \mu \in \mathcal{M}(\mathbb{Z}_p, \mathbb{Z}_p) \) be a measure with values in \( \mathbb{Z}_p \). Its associated power series \( F_\mu(T) \) must therefore lie in \( \mathbb{Z}_p[[T]] \). By “computing \( \mu \) to the precision \( (p^M, T^N) \)” we mean computing the power series \( F_\mu \) to the precision \( (p^M, T^N) \). Finally, let \( f \) be a continuous function in \( \mathcal{C}(\mathbb{Z}_p, \mathbb{Z}_p) \). Then its Mahler coefficients \( (f_n)_{n \geq 0} \) are all \( p \)-adic integers and tend \( p \)-adically to zero. For \( M \geq 1 \) we denote by \( N_f(M) \) the smallest integer \( N \geq 0 \) such that \( |f_n|_p \leq p^{-M} \) for all \( n \geq N \). By “computing \( f \) to the precision \( p^M \)” we mean finding an integer \( N \geq N_f(M) \) and computing the coefficients \( f_0, \ldots, f_{N-1} \) to the precision \( p^M \).

In the complexity estimates below it is assumed that fast multiplication algorithms are used. Therefore, for example, it takes \( O(M \log p) \) bit operations to multiply two rational \( p \)-adic integers to the precision \( p^M \), and it takes \( O(NM \log p) \) bit operations to multiply two power series in \( \mathbb{Z}_p[[T]] \) to the precision \( (p^M, T^N) \). Here, to simplify the complexity expressions, we have used \( O^* \)-notation: \( g \in O^*(f) \) if there exists \( c > 0 \) such that \( g \in O(f(\log f)^c) \).

Finally, we will assume that the necessary data to work in the field \( E \) have been computed. In particular, we assume that an integral basis, say \( (\theta_1, \ldots, \theta_d) \), is known. We will express the elements of \( E \) with respect to this basis. Also, we assume that the class group, the group of units, and the ray-class group modulo \( m \) are known. Algorithms to perform these tasks can be found in [8] and [9]; see also [3].

5.1. Computations with continuous functions. Let \( f \in \mathcal{C}(\mathbb{Z}_p, \mathbb{Z}_p) \). For \( N \geq 1 \), we compute the first \( N \) Mahler coefficients of \( f \) with the following algorithm. We assume that the function \( f \) is given here as a black box that returns, for any \( [12] \) \( s \in \mathbb{Z}_p \) the value \( f(s) \) to the precision \( p^M \).

Algorithm 5.1 (Computation of Mahler coefficients).

Input: \( f \in \mathcal{C}(\mathbb{Z}_p, \mathbb{Z}_p) \).

Output: The first \( N \) Mahler coefficients of \( f \) to the precision \( p^M \).

1. For \( n = 0 \) to \( N - 1 \), do \( f_n \leftarrow f(n) \bmod p^M \).

[11] In this case we also get the well-known statement: \( L_{p,m}(\chi; s) \equiv L_{p,m}(\chi; 0) \pmod{p^s} \).
[12] In fact, we only need \( s \in \mathbb{N} \) so we do not need to worry about the precision of \( s \).
2. For \( j = 1 \) to \( N - 1 \), for \( n = N - 1 \) to \( j \) (decreasing), do \( \tilde{f}_n \leftarrow \tilde{f}_n - \tilde{f}_{n-1} \mod p^M \).

3. Return \( \tilde{f}_0, \ldots, \tilde{f}_{N-1} \).

**Lemma 5.2.** Assume for \( x \in \mathbb{Z}_p \) that it takes \( O(C) \) bit operations to compute \( f(x) \) to the precision \( p^M \). Then Algorithm 5.3 computes the first \( N \) Mahler coefficients of \( f \) to the precision \( p^M \) in \( O(NC + N^2M \log p) \) bit operations. In particular, for \( s \in \mathbb{Z}_p \) it takes \( O'(NM^2 \log^2 p + N^2M \log p) \) bit operations to compute the first \( N \) Mahler coefficients of \( \phi_s \) to the precision \( p^M \).

**Proof.** Let \( \tilde{f}^{(j)}_n \) denote the value of \( \tilde{f}_n \) after \( j \) iterations of the main loop in Step 2. We claim for \( 0 \leq j \leq N - 1 \) that

\[
\tilde{f}^{(j)}_n = \begin{cases} 
(\nabla^n f)(0) \mod p^M & \text{for } 0 \leq n \leq j, \\
(\nabla^j f)(n-j) \mod p^M & \text{for } j \leq n \leq N - 1,
\end{cases}
\]

where \( \nabla \) is the finite-difference operator defined by \( (\nabla f)(s) := f(s+1) - f(s) \). The claim follows for \( j = 0 \) by the initialization in Step 1 since \( \nabla^0 \) is the identity. Assume now that the claim holds for some \( j \). If \( 0 \leq n \leq j \) then \( \tilde{f}^{(j+1)}_n = \tilde{f}^{(j)}_n \) and the result is proved. If \( n \geq j + 1 \) then

\[
\tilde{f}^{(j+1)}_n = \tilde{f}^{(j)}_n - \tilde{f}^{(j)}_{n-1} \mod p^M = (\nabla^j f)(n-j) + (\nabla^j f)(n-j-1) \mod p^M = (\nabla(\nabla^j f))(n-j-1) \mod p^M \]

and the result follows by induction. In particular, at the end of the algorithm we have \( \tilde{f}_n = (\nabla^n f)(0) \mod p^M = f_n \mod p^M \), where \( (f_n)_{n \geq 0} \) are the Mahler coefficients of \( f \) (see [26] §2.4)). This proves that the algorithm returns the correct result. We now estimate its complexity. The initial step takes \( O(NC) \) bit operations by definition and the second step takes \( O(N^2M \log p) \).[13] This proves the first complexity statement.

Now we turn to the computation of \( \phi_s(x) \mod p^M \). We assume \( s \) is given by its approximation \( s \mod p^M \), which we will still denote \( s \) by abuse. We can also replace \( x \) by \( x \mod p^M \) without loss of generality. If \( p \) divides \( x \) then \( \phi_s(x) = 0 \). We now suppose that \( x \in \mathbb{Z}_p^* \). For \( p \) odd, assume we have computed and stored the values \( \omega(a) \mod p^M \), for \( a = 1, \ldots, p - 1 \).[14] Then we can compute \( \omega(x) \mod p^M \) in \( O(M \log p) \) bit operations, since \( \omega(x) = \omega(a) \), where \( a := x \mod p \). The computation of \( \omega(x) \) for \( p = 2 \) is trivial. Then \( \langle x \rangle = x/\omega(x) \) is computed to the precision \( p^M \) in \( O(M \log p) \) bit operations. Assuming fast exponentiation, it takes \( O'(M^2 \log^2 p) \) bit operations to compute \( \langle x \rangle^s \).[15] Hence it takes \( O'(M^2 \log^2 p) \) bit operations to compute the value of \( \phi_s(x) \) to the precision \( p^M \). Combining this with the first complexity result completes the proof of the last statement. \( \square \)

To use the Mahler expansion to compute values of a continuous function we need to compute binomials coefficients \( \binom{s}{n} \) to the precision \( p^M \) for \( n = 0, \ldots, N - 1 \). (We will also need these coefficients for the computation of measures and Iwasawa power series.) We use the following algorithm.

**Algorithm 5.3** (Computation of binomial coefficients).

**Input:** \( s \in \mathbb{Z}_p \)[16]

**Output:** The binomial coefficients \( \binom{s}{n} \), for \( n = 0, \ldots, N - 1 \), to the precision \( p^M \).

0. For \( n = 1 \) to \( N \), do \( v_n \leftarrow v_p(n) \) and \( u_n \leftarrow (np^{-v_n})^{-1} \mod p^M \).

1. Let \( V \) be the largest integer \( v \geq 0 \) such that \( p^v \leq N - 1 \).

Set \( s \leftarrow s \mod p^{M+V} \).

---

[13] The cost of computing the remainder modulo \( p^M \) is also \( O(M \log p) \), since \( -p^M \leq \tilde{f}_n - \tilde{f}_{n-1} \leq p^M \).

[14] These can be easily computed using Hensel's Lemma.

[15] For \( p \) odd, one could instead compute \( x^s \) directly, with \( t \) as in the proof of Proposition 5.10.

[16] Note that \( s \) must be known at least to the precision \( p^{M+V} \) where \( V \) is defined in Step 1.
2. Set $A \leftarrow 1$, $B \leftarrow 0$, $b_0 \leftarrow 1$.
3. For $n = 1$ to $N - 1$, do
   \begin{itemize}
   \item If $s - n + 1 = 0$, set $b_k \leftarrow 0$ for $k = n$ to $N - 1$ and go to Step 4.
   \item $b \leftarrow v_p(s - n + 1)$, $a \leftarrow (s - n + 1)p^{-b} \bmod p^M$,
   \item $A \leftarrow au_n A \bmod p^M$, $B \leftarrow B + b - v_n$,
   \item $b_n \leftarrow Ap^{-b} \bmod p^M$.
   \end{itemize}
4. Return $b_0, \ldots, b_{N-1}$.

Remark 5.4. The precomputations in Step 0 need to be done only once for fixed $N$ and $M$.

Lemma 5.5. Algorithm 5.3 computes $\binom{s}{n}$, $\binom{s}{1}$, \ldots, $\binom{s}{N-1}$ to the precision $p^M$ in $O^*(NM \log p)$ bit operations.

Proof. For $n \geq 0$ and $x \in \mathbb{N}$ define
\[
\begin{align*}
\left\lfloor \frac{x}{n} \right\rfloor &= \begin{cases} 
0 & \text{if } (x \bmod n) = 0, \\
\left( \frac{x}{n} \right) p^{-v_p((x \bmod n))} & \text{otherwise}.
\end{cases}
\end{align*}
\]
From the recurrence relation satisfied by binomial coefficients it follows that
\[
\left\lfloor \frac{x}{n} \right\rfloor = \frac{(x - n + 1)p^{-v_p(x - n + 1)}}{np^{-v_p(n)}} \left\lfloor \frac{x}{n - 1} \right\rfloor.
\]
From this one can see by induction that at the end of $n$-th iteration of the loop in Step 3 we will have $A = \binom{s}{n} \bmod p^M$ and $B = v_p(\binom{s}{n})$. Thus the algorithm returns $\binom{s}{n} \bmod p^M$ for $n = 0, \ldots, N - 1$. Now for $n \geq 1$ we can write $\binom{s}{n} = \frac{s}{n} \binom{s-1}{n-1}$ and therefore
\[
\left| \binom{s}{n} \right|_p \leq \left| \frac{s}{n} \right|_p \left| \binom{s-1}{n-1} \right|_p.
\]
It follows that $(1 + T)^p^{M+V} \equiv 1 \pmod{p^M, T^N}$ and thus
\[
(1 + T)^s \equiv (1 + T)^{\tilde{s}} \pmod{p^M, T^N}.
\]
Therefore $\binom{s}{n} \equiv \binom{s}{n} \pmod{p^M}$ for $n = 0, \ldots, N - 1$, and hence the algorithm returns the correct result.

Lastly we estimate the complexity of the algorithm. For an integer $n \geq 1$ we can compute $v_p(n)$ and $np^{-v_p(n)}$ using $v_p(x) + 1$ divisions by $p$. Therefore Step 0 performs
\[
N + \left\lfloor N/p \right\rfloor + \left\lfloor N/p^2 \right\rfloor + \cdots \leq N/(p - 1)
\]
divisions and therefore takes $O^*(NM \log p)$ bit operations. However, if we use the same method in Step 3 we may end up needing many divisions if $\tilde{s} - n + 1$ has a very large $p$-adic valuation. A better way to proceed is to use a divide-and-conquer algorithm, so that the computation of $a$ and $b$ can be done in $O(\log(M + V))$ divisions. The computation of $A$ and $b_n$ takes $O^*(M \log p)$ bit operations, the computation of $B$ is negligible, and, since $V \in O(\log(N))$, Step 3 takes $O^*(NM \log p)$ bit operations. This completes the proof. \hfill \qed

Remark 5.6. The algorithm can be improved in the following way. In Step 0 and Step 3 we can keep a counter, say $ct$, that we set to $p$ the first time we encounter an integer with a non-zero $p$-adic valuation. Then at each step we decrease $ct$ by 1. If the value of $ct$ is non-zero then the $p$-adic valuation of the corresponding integer is zero. Otherwise we compute the valuation using the method explained above and reset $ct$ to the value $p$. This gains a factor $p$ in computing the $p$-adic valuation and the prime-to-$p$ part. It does not change the total computation cost estimate however.
Once we have computed sufficiently many Mahler coefficients of \( f \) to the precision \( p^M \) we can use the algorithm below to compute values of \( f \).

**Lemma 5.7.** Let \( f \in C(\mathbb{Z}_p, \mathbb{Q}_p) \). Assume we have computed \( f \) to the precision \( p^M \) with respect to \( N \geq N_f(M) \). Then for all \( s \in \mathbb{Z}_p \) we can compute \( f(s) \) to the precision \( p^M \) in \( O((NM \log p) \text{ bit operations}) \).

**Proof.** Let \( \tilde{f}_0, \ldots, \tilde{f}_{N-1} \) be the first \( N \) Mahler coefficients of \( f \) to the precision \( p^M \). Then

\[
    f(s) \equiv \sum_{n=0}^{N-1} \tilde{f}_n \left( \frac{s}{n} \right) \quad (\text{mod } p^M).
\]

The binomial coefficients are computed using Algorithm \ref{algo:binomial} in \( O((NM \log p) \text{ bit operations}) \), and the computation of the sum also takes \( O((NM \log p) \text{ bit operations}) \).

Another reason to compute Mahler coefficients is for approximating integrals.

**Lemma 5.8.** Let \( f \in C(\mathbb{Z}_p, \mathbb{Q}_p) \) and let \( \mu \in M(\mathbb{Z}_p, \mathbb{Z}_p) \). Assume we have computed \( f \) to the precision \( p^M \) with respect to \( N \geq N_f(M) \) and have computed \( \mu \) to the precision \( (p^M, T^N) \). Then we can compute \( \int f \, d\mu \) to the precision \( p^M \) in \( O((NM \log p) \text{ bit operations}) \).

**Proof.** Write \( \tilde{F}_0, \ldots, \tilde{F}_{N-1} \) (respectively \( \tilde{f}_0, \ldots, \tilde{f}_{N-1} \)) for the first \( N \) coefficients of \( F_{\mu}(T) \) (respectively Mahler coefficients of \( f \)) computed to the precision \( p^M \). We have

\[
    \int f \, d\mu \equiv \sum_{n=0}^{N-1} \tilde{f}_n \tilde{F}_n \quad (\text{mod } p^M).
\]

This computation takes \( O((NM \log p) \text{ bit operations}) \).

From these results it is obvious that having the best possible upper bounds on \( N_f \) is crucial for getting the best complexity estimates. In the next subsection we consider this problem for the functions that interest us.

### 5.2. Analyticity and Mahler coefficients

A power series in \( \mathbb{C}_p[[X]] \) is **restricted** if its coefficients tend to zero or, equivalently, if it converges on \( \mathbb{O}_p := \{ x \in \mathbb{C}_p \text{ such that } |x|_p \leq 1 \} \). Let \( f : \mathbb{Z}_p \to \mathbb{C}_p \) be a function. We say \( f \) is **analytic** if there exists a restricted power series \( \hat{f}(X) \in \mathbb{C}_p[[X]] \) such that

\[
    f(x) = \hat{f}(x) \quad \text{for all } x \in \mathbb{Z}_p.
\]

For \( h \geq 0 \) we say \( f \) is **locally analytic of order** \( h \) if there exist restricted power series \( \hat{f}_{a,h} \) (with \( 0 \leq a \leq p^h - 1 \)), such that

\[
    f(x) = \hat{f}_{a,h}((x-a)p^{-h}) \quad \text{for all } x \in a + p^h \mathbb{Z}_p. \quad (5.1)
\]

Note that the series \( \hat{f}_{a,h} \) are uniquely defined. An analytic function is therefore a locally analytic function of order 0 and one can verify that, if \( f \) is analytic of order \( h_0 \), then it is analytic of order \( h \) for any \( h \geq h_0 \). Clearly a locally analytic function is continuous. We will see below that the fact that a continuous function is locally analytic has some important consequences for the rate of convergence to zero of its Mahler coefficients.\footnote{The main reference for these results is the article of Amice \cite{amice}; see also \cite{rob} for a more accessible presentation.}

The norm of a restricted power series \( \hat{f} \), denoted \( \|\hat{f}\|_{p,\infty} \), is defined as the maximum of the absolute values of its coefficients. It can be computed thanks to the following (see \cite{rob} Prop. 1, §6.1.4):

\[
    \|\hat{f}\|_{p,\infty} = \max_{x \in \mathbb{O}_p} |\hat{f}(x)|_p. \quad (5.2)
\]
Let $f$ be a locally analytic function of order $h$. We define the $h$-norm of $f$ by
\[ M_h(f) := \max_{0 \leq a \leq p^h - 1} \|f_{a,h}\|_{\ell^\infty}. \]

It follows from (5.1) and (5.2) that
\[ M_h(f) = \max_{0 \leq a \leq p^h - 1} |f(a + p^h x)|_p. \]

**Theorem 5.9** (Amice). Let $f$ be a function in $C(\mathbb{Z}_p, \mathbb{C}_p)$ with Mahler coefficients $(f_n)_{n \geq 0}$. Then $f$ is locally analytic of order $h$ if and only if
\[ \left| \frac{f_n}{[n/p^h]!} \right|_p \to 0. \]
Moreover, if $f$ is locally analytic of order $h$ then for all $n \geq 0$ we have
\[ |f_n|_p \leq M_s(f) \left| \frac{[n/p^h]!}{|n|!} \right|_p. \]

**Proof.** Indeed $(\left| n/p^h \right|!\left(\frac{1}{n}\right))_{n \geq 0}$ is an orthonormal basis of the Banach space of locally analytic functions of order $h$ by [11], Théorème I.4.7.

We are interested in finding optimal upper bounds for $N_{\phi_s}$. We remark that the function $\phi_s$ is locally analytic of order 1 if $p$ is odd and of order 2 if $p = 2$. Indeed, for $x \in a + q\mathbb{Z}_p$ with $a \in \mathbb{Z}_p^\times$ we have
\[ \langle x \rangle^s = \langle a \rangle^s \left( \frac{x - a}{a} + 1 \right)^s = \langle a \rangle^s \sum_{n \geq 0} \binom{s}{n} \frac{q^n}{a^n} \left( \frac{x - a}{q} \right)^n. \]

In this way Theorem 5.9 provides bounds on the Mahler coefficients of $\phi_s$. But we can do better with the following result.

**Proposition 5.10.** Fix $s \in \mathbb{Z}_p$ and let $(\phi_n)_{n \geq 0}$ be the Mahler coefficients of $\phi_s$. Then for all $n \geq 0$ we have
\[ |\phi_n|_p \leq \begin{cases} \frac{2^{-n/2} + 1}{n!} & \text{if } p = 2, \\ \frac{|n|!}{|n|!} & \text{if } p \text{ is odd}. \end{cases} \]

**Remark 5.11.** This result is close to optimal for odd $p$. Indeed, it implies that $|\phi_n/n!|_p \leq 1$ for all $n \geq 0$. On the other hand, we know this quantity is also bounded from below; otherwise Theorem 5.9 would imply that $\phi_s$ is analytic, and in general it is not.

**Proof.** Assume $p$ is odd and let $B$ be a positive integer. By the Chinese Remainder Theorem we can find a positive integer $t$ such that
\[ \begin{cases} t \equiv s \pmod{p^B}, \\ t \equiv 0 \pmod{p - 1}, \\ t \geq B. \end{cases} \]

Then $x^t = \omega(x)^t (x)^t \equiv \langle x \rangle^s \pmod{p^B}$ for $x \in \mathbb{Z}_p^\times$ and $x^t \equiv 0 \pmod{p^B}$ for $x \in p\mathbb{Z}_p$. Hence $|\phi_s(x) - x^t|_p \leq p^{-B}$ for all $x \in \mathbb{Z}_p$. It follows from (2.4) and Theorem 5.9 that
\[ |\phi_n|_p \leq \max\{n!|n|!, p^{-B}\} \]
and we obtain the result by taking $B$ large enough.

For the case $p = 2$ a similar proof works, provided $s$ is even. But for odd $s$ we need to use another approach. So we assume $s \in 1 + 2\mathbb{Z}_2$. Let $B$ and $t$ be positive integers such that $s \equiv t \pmod{2^B}$. As above we have
\[ |\phi_s(x) - \omega(x)x^t|_2 \leq 2^{-B} \]
where \( \omega(x) := 0 \) if \( x \in 2\Z \). We turn now to the computation of bounds on the Mahler coefficients \((a_n)_{n \geq 0}\) of \( \omega(x)x^i \). Let \( i \) be a fixed square root of \(-1\) in \( \Qbar \). Then \( x \mapsto (\pm i)^x \) are continuous functions\(^{18}\) on \( \Z \) and
\[
\omega(x) = \frac{i}{2}((\pm i)^x - i^x) = \frac{i}{2} \sum_{n \geq 0} (i - 1)^n (i^n - 1) \binom{x}{n}.
\]
Thus the Mahler coefficients \((w_n)_{n \geq 0}\) of \( \omega \) satisfy
\[
v_2(w_n) = \begin{cases} +\infty & \text{if } n \equiv 0 \pmod{4}, \\ n/2 & \text{if } n \equiv 2 \pmod{4}, \\ (n-1)/2 & \text{if } n \equiv 1,3 \pmod{4}. \end{cases}
\]
In particular, \( v_2(w_n) \geq \lceil n/2 \rceil \) for all \( n \geq 0 \). We now apply the following lemma.

**Lemma 5.12.** Let \( f \) and \( g \) be two continuous functions with Mahler coefficients \((f_n)_{n \geq 0}\) and \((g_n)_{n \geq 0}\). Then the Mahler coefficients \((c_n)_{n \geq 0}\) of \( fg \) satisfy
\[
v_p(c_n) \geq \min_{0 \leq k \leq n} \left( v_p(f_k) + \min_{n-k \leq m \leq n} v_p(g_m) \right).
\]

**Proof of the lemma.** Let \( k, m \geq 0 \) be two integers. Then
\[
\binom{x}{k} \binom{x}{m} = \sum_{n=\max(k,m)}^{k+m} \nu_n(k,m) \binom{x}{n}
\]
for some \( \nu_n(k,m) \in \Z \). Hence
\[
f(x)g(x) = \sum_{k,m \geq 0} f_k g_m \binom{x}{k} \binom{x}{m} = \sum_{n \geq 0} \left( \sum_{k=0}^{n} f_k \sum_{m=n-k}^{n} g_m \nu_n(k,m) \right) \binom{x}{n}
\]
and the result follows from the expression of \( c_n \) that can be derived from this equality. \( \square \)

We take \( f(x) = \omega(x) \) and \( g(x) = x^i \). Then
\[
v_2(a_n) \geq \min_{0 \leq k \leq n} \left( v_2(w_k) + \min_{n-k \leq m \leq n} v_2(m!) \right) = \min_{0 \leq k \leq n} \left( v_2(w_k) + v_2((n-k)!)) \right)
\]
\[
\geq \min_{0 \leq k \leq n} \left( \lceil k/2 \rceil + \lceil (n-k)/2 \rceil \right) \geq \lceil n/2 \rceil - 1
\]
and the result follows from this estimate, taking \( B \) sufficiently large in (5.5) as before. \( \square \)

**Corollary 5.13.** For every positive integer \( M \) we have
\[
N_{\phi_i}(M) \leq \begin{cases} 2M + 2 & \text{if } p = 2, \\ pM & \text{if } p \text{ is odd}. \end{cases}
\]

**Proof.** The result is clear for \( p = 2 \). For \( p \) odd, it is enough to prove that the \( p \)-adic valuation of \((pM)!\) is at least \( M \). But \( v_p((pM)!) = \sum_{k \geq 1} [pM/p^k] \geq M \), and the result follows. \( \square \)

Recall that for \( x \in \Z_p^\times \) with \( \langle x \rangle \in 1 + p^t \Z_p \) we have set
\[
\mathcal{L}_u(x) := \frac{\log_p \langle x \rangle}{\log_p u}
\]
\(^{18}\)But they are not analytic functions.
where \( u \) is a fixed topological generator of \( 1 + p^e \mathbb{Z}_p \). For an integer \( \ell \geq 0 \) we define a continuous function \( \psi_\ell \) in \( C(\mathbb{Z}_p, \mathbb{Z}_p) \) by

\[
\psi_\ell(x) := \begin{cases} 
 x^{-1} \left( \frac{L_u(x)}{\ell} \right) & \text{if } \langle x \rangle \in 1 + p^e \mathbb{Z}_p, \\
 0 & \text{otherwise}. 
\end{cases}
\]

We have \( x^{-1}(1 + S)L_u(x) = \sum_{\ell \geq 0} \psi_\ell(x) S^\ell \) if \( \langle x \rangle \in 1 + p^e \mathbb{Z}_p \). These functions appear in the construction of the Iwasawa power series and will play an important part in their computations.

**Proposition 5.14.** The Mahler coefficients \( (\psi_\ell, n)_{n \geq 0} \) of \( \psi_\ell \) satisfy

\[
|\psi_\ell, n|_p \leq \left| \frac{[n/p^e]!}{|\ell|_p!} \right|
\]

for all \( n \geq 0 \).

**Proof.** It is clear that the function \( \psi_\ell \) is locally analytic of order \( e \). The \( e \)-norm is \( 1/|\ell|_p! \), by (5.3). The result follows from Theorem 5.9. \( \square \)

**Corollary 5.15.** For every positive integer \( M \) we have

\[
N_{\psi_\ell}(M) \leq p^e(pM + \ell).
\]

**Proof.** It is enough to prove that \( v_p((pM + \ell)! / |\ell|_p!) \geq M + v_p(\ell!) \). But this is clear from the facts that \( v_p((a + b)!) \geq v_p(a!) + v_p(b!) \) for any two non-negative integers \( a \) and \( b \), and that \( v_p((pM)!) \geq M \). \( \square \)

**Remark 5.16.** This upper bound is in general quite far from optimal. For example, with \( p = 3, e = 1, \) and \( \ell = 10 \) the corollary gives an upper bound of 210 for \( M = 20 \), but computations give \( N_{\psi_1}(20) = 85 \). As the complexity of the computation of Iwasawa power series depends heavily upon the size of \( N_{\psi_\ell}(M) \) — see for example Theorem 5.24 — it is a good idea to precompute the values \( N_{\psi_\ell}(M) \) for small \( \ell \) and \( M \) and to use these instead in the computations.

### 5.3. Computation of \( p \)-adic cone zeta functions.

From (3.16) we see that, once a cone decomposition has been computed,\(^{19}\) the computation of the \( p \)-adic twisted partial zeta functions, and in turn that of the \( p \)-adic \( L \)-functions, boils down to the computation of \( p \)-adic cone zeta functions. We now turn to this computation, but first explaining how to deal with the several zeta functions associated with different additive characters all at once. Define the étale algebra

\[
\mathcal{R} := \mathbb{Q}_p[X]/(X^{c-1} + \cdots + 1)
\]

and an additive character \( \Xi \) from \( \mathbb{Z}_E \) to \( \mathcal{R} \) by setting

\[
\Xi(\alpha) := \eta^a \tag{5.6}
\]

for each \( \alpha \in \mathbb{Z}_E \), where \( \eta \) is the image of \( X \) in \( \mathcal{R} \) and \( a \) is any positive integer such that \( \alpha \equiv a \) (mod \( c \)). The next result is straightforward.

**Lemma 5.17.** Let \( T_{\mathcal{R}} \) be the trace of \( \mathcal{R}/\mathbb{Q}_p \) and let \( \alpha \in \mathbb{Z}_E \). Then

\[
T_{\mathcal{R}}(\Xi(\alpha)) = \sum_{\xi \in X(e)} \xi(\alpha).
\]

\(^{19}\)This will be the topic of the next subsection.
Note that $T_\mathcal{R}$ is trivial to compute since it is $\mathbb{Q}_p$-linear and we have

\[ T_\mathcal{R}(\eta^a) = \begin{cases} 
  c - 1 & \text{if } c \mid a, \\
  -1 & \text{otherwise}.
\end{cases} \]

Let $C := C(\beta; \lambda_1, \ldots, \lambda_g)$ be a $c$-admissible cone. For $N \geq 1$ we define

\[ F_N(C, c; T) := T_\mathcal{R} \left[ A(C, \Xi) \sum_{k_1, \ldots, k_g = 0}^{(N-1)d} (1 + T)^{N(\beta + k_1 + \cdots + k_g)} \prod_{i=1}^g B_{k_i, (N-1)d}(\Xi(\lambda_i)) \right] \quad (5.7) \]

where $A(C, \Xi) := \Xi(\beta) / \prod_{i=1}^g (1 - \Xi(\lambda_i))$ and $T_\mathcal{R}$ is extended in the natural way to $\mathcal{R}[[T]]$. It follows from Lemma 5.17 and Theorem 4.1 that $F_N(C, c; T) \equiv F(C, c; T) \pmod{T^N}$. We will use the expression above to compute approximations of $F(C, c; T)$ and of its associated measure $\mu_{p,C}^\circ$. We define

\[ Z_p(C, c; s) := \int \varphi_{-s}(x) \, d\mu_{p,C}^\circ. \quad (5.8) \]

We now determine some computation costs. These results, or at least their proofs, will be useful later to estimate the complexity of the computation of $p$-adic $L$-functions; see Subsection 5.5. The first step is the computation of values of the rational functions $B_{k,K}$.

**Proposition 5.18.** If $K$ is a non-negative integer then

\[ B_{0,K}(x) = x \left( \frac{x}{x-1} \right)^K - x + 1 \]

and for $0 \leq k < K$ we have the recurrence formula

\[ B_{k+1,K}(x) = x \left[ (-1)^{k+1} \binom{K+1}{k+1} \left( \frac{x}{x-1} \right)^K + B_{k,K} \right]. \]

**Proof.** We first establish another expression for the $B_{k,K}(x)$'s.

**Lemma 5.19.** For $k \geq 0$ let $\text{Coeff}_k$ denote the linear map that sends a polynomial in $\mathbb{Q}(x)[X]$ to the coefficient of its monomial of degree $k$. Then

\[ B_{k,K}(x) = \left( \frac{-x}{x-1} \right)^k \text{Coeff}_k \left[ \frac{\left( \frac{x}{x-1} + X \right)^{K+1} - 1}{\frac{1}{x-1} + X} \right]. \]

**Proof of the lemma.** We compute

\[ B_{k,K}(x) = \left( \frac{-x}{x-1} \right)^k \sum_{n=k}^K \binom{n}{k} \left( \frac{x}{x-1} \right)^{n-k} = \left( \frac{-x}{x-1} \right)^k \sum_{n=k}^K \text{Coeff}_k \left[ \left( \frac{x}{x-1} + X \right)^n \right] \]

and the conclusion follows by evaluating the sum. \(\square\)

Now define

\[ A_K(X) := \left( \left( \frac{x}{x-1} + X \right)^{K+1} - 1 \right) / \left( \frac{1}{x-1} + X \right) \]

and let $a_k$ denote the coefficient of $X^k$ in $A_K(X)$. Then $B_{0,K} = A_K(0)$, which gives the first assertion. Since

\[ A_K(X) \left( \frac{1}{x-1} + X \right) = \left( \frac{x}{x-1} + X \right)^{K+1} - 1 \]
we see that
\[
\frac{a_{k+1}}{x-1} + a_k = \binom{K + 1}{k + 1} \left(\frac{x}{x-1}\right)^{K-k}
\]
for \(0 \leq k < K\). The second assertion follows by induction.

**Corollary 5.20.** Let \(\alpha \in \mathbb{Z}_E\), coprime with \(c\), and let \(K \geq 1\) be an integer. Then we can compute \(B_{0,K}(\Xi(\alpha)), \ldots, B_{K,K}(\Xi(\alpha)) \in \mathbb{R}\) to the precision \(p^M\) in \(O'(KM^\log p + d\log c)\) binary operations.

**Proof.** We apply Lemma 5.5 to precompute the binomial coefficients \(\binom{K+1}{0}, \ldots, \binom{K+1}{K+1}\) in \(O'(KM^\log p)\) bit operations. Since the prime ideal \(p\) is of degree 1 there exist integers \(t_1, \ldots, t_d \in \{0, \ldots, c-1\}\) such that \(\theta_i \equiv t_i \pmod{c}\) for \(i = 1, \ldots, d\). We assume \(t_1, \ldots, t_d\) have been precomputed (using, say, [9 Algo. 1.4.12]). Write \(\alpha := a_1\theta_1 + \cdots + a_d\theta_d \in \mathbb{Z}_E\). Then \(\alpha \equiv a \pmod{c}\), where \(a := a_1t_1 + \cdots + a_dt_d \pmod{c}\) is computed in \(O'(d\log c)\) bit operations. Next we precompute \((\eta^a/\eta^a - 1))^K\) in \(O'(Mc^\log K^\log p)\) bit operations. From this we get \(B_{0,K}(\eta^a)\) at negligible additional cost. Then, using the induction formula and the precomputed values, the computation of \(B_{k+1,K}(\eta^a)\) from \(B_{k,K}(\eta^a)\) takes only \(O'(Mc^\log p)\) bit operations.

We now can give our first estimate. As we want our results to be valid for several different cones at once, we will express these estimates using \(d\) and not \(g\) (the number of generators), using the fact that \(g \leq d\).

**Theorem 5.21.** For any positive integers \(M\) and \(N\) we can compute the measure \(\mu_{p,C}^s\) to the precision \((p^M, T^N)\) in \(O'(N^{d+1}d^{d+3}Mc^\log p)\) bit operations.

**Proof.** We compute \(F(C; T)\) using (5.7). Applying the previous proposition we precompute \(B_{k,(N-1)d}(\Xi(\lambda_i))\), for \(k = 0, \ldots, (N-1)d\) and \(i = 1, \ldots, d\), in \(O'(Nd^2Mc^\log p)\) binary operations. With these values precomputed each computation of the inner product in (5.7) takes \(O'(dMc^\log p)\) bit operations. Now let \(a := N(\beta + k \cdot A)\). We compute \((1 + T)^a\) to the precision \((p^M, T^N)\), using Lemma 5.5 in \(O'(NM^\log p)\) bit operations, after having computed \(a\) to the precision of \(p^{M+V}\) (in the notation of Lemma 5.5). The main part of the computation of \(a\) is the computation of the norm, which boils down to the computation modulo \(p^{M+V}\) of the determinant of a \(d \times d\) matrix; see [3 §4.3]. This takes \(O'(d^3(M+V)^\log p)\) bit operations. The multiplication of the power series with the inner product takes \(O'(NM^\log p)\) bit operations. The sum has \(O(N^d d^3)\) terms so the computation of the sum requires \(O'(N^d d^3 + d^3Mc^\log p)\) bit operations. The multiplication by \(A(C, \Xi)\) and the computation of the trace take negligible time compared to the computation of the sum. The conclusion follows by putting everything together and simplifying.

**Remark 5.22.** It is a good idea to retain the values of \(B_{k,K}(\eta^a)\) in order to reuse them if several generators have the same image under \(\Xi\). This does not affect the estimate of the cost of the computation since that estimate is dominated by the cost of computing the sum.

Once the measure \(\mu_{p,C}^s\) has been computed we can use it to compute values of \(Z_p(C, \xi; s)\).

**Corollary 5.23.** With a precomputation of cost \(O'(p^{d+1}d^{d+3}M^{d+2}c)\) bit operations, for any given \(s\) in \(\mathbb{Z}_p\) we can compute \(Z_p(C, \xi; s)\) to the precision \((p^M, T^N)\) with \(N > N_f(\phi_s)\). By Corollary 5.13 we can take \(N = pM + 2\); the cost of the precomputation comes from the previous theorem. To perform the integration we need to compute the first \(N = pM\) Mahler coefficients of \(\phi_s\); by Lemma 5.2 the cost is \(O'(p^2M^3)\). The cost of computing the integral, as given by Lemma 5.8 is \(O'(p^2M^2)\).
Recall that \( e \) is the largest positive integer such that \( W_{p^e} \subset E(W_q) \) and that \( u \) is a fixed topological generator of \( 1+p^e \mathbb{Z}_p \). Denote by \( \mathcal{J}_p(C, c; X) \) the Iwasawa power series of \( \mathbb{Z}_p(C, c; s) \), that is, the (unique) power series in \( \mathbb{Z}_p[[X]] \) such that \( \mathbb{Z}_p(C, c; 1-s) = \mathcal{J}_p(C, c; u^s - 1) \) for all \( s \in \mathbb{Z}_p \). It is easy to adapt the proof of Theorem 4.15 to show that this power series exists\(^{20}\).

We now give an explicit formula for \( \mathcal{J}_p(C, c; X) \) modulo \( (p^M, X^L) \).

**Theorem 5.24.** Let \( L \) and \( M \) be positive integers and let \( K = (p^e(pM + L) - 1)d \). Then

\[
\mathcal{J}_p(C, c; X) = \frac{T}{A(C, \Xi)} \sum_{k_1, \ldots, k_d=0}^{K} \mathcal{N}(\beta + k \cdot \lambda)^{-1}(1 + X)^\mathcal{C}_p(\mathcal{N}(\beta + k \cdot \lambda)) \prod_{i=1}^{g} B_{k_i, c} \Xi(\lambda_i) \right) \pmod{p^M, X^L}.
\]

Hence we can compute \( \mathcal{J}_p(C, c; X) \) to the precision \( (p^M, X^L) \) in \( O^e(p^e d^{l+3}(pM + L)^d M^2 Lc) \) bit operations.

**Proof.** We start with a useful lemma.

**Lemma 5.25.** Let \( f \) be a continuous function on \( \mathbb{Z}_p \) with Mahler coefficients \((f_n)_{n \geq 0} \). Let \( M \) and \( N \) be integers with \( M \geq 1 \) and \( N \geq N_f(M) \). Let \( \mu \) be a measure of norm \( \leq 1 \). Assume there exist a finite set \( \mathcal{A} \) of elements of \( \mathbb{Z}_p \) and an element \( c_a \in \mathcal{O}_p := \{ x \in \mathbb{C}_p : |x| \leq 1 \} \) for each \( a \in \mathcal{A} \) such that

\[
F_{\mu}(T) = \sum_{a \in \mathcal{A}} c_a (1 + T)^a \pmod{T^N}.
\]

Then

\[
\left| \int f \, d\mu - \sum_{a \in \mathcal{A}} c_a f(a) \right|_p \leq p^{-M}.
\]

**Proof of the lemma.** For each \( a \in \mathbb{Z}_p \) let \( \delta_a \) be the Dirac measure at \( a \), and define the measure \( \hat{\mu} := \mu - \sum_{a \in \mathcal{A}} c_a \delta_a \). Then

\[
\left| \int g \, d\hat{\mu} = \int g \, d\mu - \sum_{a \in \mathcal{A}} c_a g(a) \right|_p
\]

for all \( g \in \mathcal{C}(\mathbb{Z}_p, \mathbb{C}_p) \). From this and the facts that \( ||\mu||_p \leq 1 \) and \( |c_a|_p \leq 1 \) for all \( a \in \mathcal{A} \) we see that \( \hat{\mu} \) has norm \( \leq 1 \). By Lemma 2.7 the associated power series is divisible by \( T^N \), and thus

\[
\left| \int f \, d\hat{\mu} \right|_p = \left| \sum_{n \geq N} f_n \int \binom{x}{n} \, d\hat{\mu} \right|_p \leq \sup_{n \geq N} |f_n|_p \leq p^{-M}.
\]

We apply the lemma repeatedly with \( \mu = \mu_{p,c}^\ell \) and \( f = \psi_\ell^c \) for each \( \ell = 0, \ldots, L \) and using (5.7) for the definitions of the set \( \mathcal{A} \) and the coefficients \( c_a \). By Corollary 5.15 we can take \( N = p^e(pM + L) \). We have

\[
\mathcal{J}_p(C, c; X) = \sum_{\ell \geq 0} \psi_\ell(x) d\mu_{p,c}^\ell X^\ell = \sum_{\ell = 0}^{L-1} \psi_\ell(x) \, dp_{p,c}^{\ell} X^\ell \pmod{X^L}
\]

\[
\equiv T \left[ \sum_{\ell = 0}^{L-1} A(C, \Xi) \sum_{k_1, \ldots, k_d=0}^{(N-1)d} \psi(\mathcal{N}(\beta + k \cdot \lambda)) \prod_{i=1}^{g} B_{k_i, (N-1)d} \Xi(\lambda_i) \right] \pmod{p^M, X^L},
\]

the expression for \( \mathcal{J}_p(C, c; X) \) coming from the fact that \( \sum_{\ell = 0}^{L-1} \psi_\ell(x)X^\ell \equiv x^{-1}(1 + X)^{\mathcal{C}_p(x)} \pmod{X^L} \).
We now estimate the cost of computing \( \mathcal{I}_p(C, \zeta; X) \) by this formula. As above, precomputation of the \( B_{p,K} \)'s has a cost of \( O((p^{e+1}dM^2LC) \) binary operations, after which we can compute each inner product in \( O(dMc \log p) \) bit operations. The computation of a := \( L_u(N(\beta + k \cdot \lambda)) \) to the precision \( p^M \) takes \( O(M(M+c)e \log p + d^4(M+V) \log p) \) bit operations. Once the norm has been computed the main computation is that of the \( p \)-adic logarithm, which must be done to the precision \( p^{M+e} \) since we will be dividing by \( \log_p(u) \in p^e \mathbb{Z}_p \). Since \( (N(\beta + k \cdot \lambda)) \in 1+p^e \mathbb{Z}_p \) this computation can be done using at most \( M \) multiplications of precision \( p^{M+e} \). Computing \((1+X)^{s} \) to the precision \((p^M, X^L) \) takes \( O(M \log p) \) operations and multiplying by the inner product and the inverse of the norm costs \( O(MLc \log p) \) bit operations. The result follows from simplifying and noting that the sum has \( \tilde{O}(p^d d^6(pM + L)^d) \) terms.

**Corollary 5.26.** With a precomputation of cost \( O((p^{e+1}dM^3d+2c) \) bit operations, for any given \( s \) in \( \mathbb{Z}_p \) we can compute \( \mathcal{I}_p(C, \zeta; s) \) to the precision \( p^M \) in \( O(M^2 \log^2 p) \) bit operations.

**Proof.** With \( L := [M/e] \) we precompute \( \mathcal{I}_p(C, \zeta; X) \) to the precision \((p^M, X^L) \), using the theorem to estimate the cost. Given \( s \in \mathbb{Z}_p \), we compute \( t := u^{-s} - 1 \in p^e \mathbb{Z}_p \) to the precision \( p^M \) in \( O(M^2 \log^2 p) \) bit operations and compute \( \mathcal{I}_p(C, \zeta; t) \equiv \mathcal{I}_p(C, \zeta; s) \mod p^M \) in \( O(M^2/e) \log p \) operations. The corollary follows.

**Remark 5.27.** From its definition it would seem more natural to compute \( \mathcal{I}_p(C, \zeta; X) \) modulo \((X, p^e)^L \). In particular, it would be enough to compute values of \( \mathcal{I}_p(C, \zeta; s) \). This implies that, for \( 0 \leq \ell < L \), the coefficient of \( X^\ell \) would have to be computed to the precision \( p^{e(L-\ell)} \). By Corollary 5.15 we can replace \( N = p^e(p[L/e] + L) \) with \( N = \max_{0 \leq \ell < L} p^e(p(e(L-\ell) + \ell) = p^{e+1}Le \) in the formula \( K = (N-1)d \). It is clear that this does not give a significant improvement in the estimate of the computation time.

We finish this subsection with a result on the direct computation of \( \mathcal{I}_p(C, \zeta; s) \) for a given \( s \in \mathbb{Z}_p \).

**Theorem 5.28.** If \( s \in \mathbb{Z}_p \) then

\[
\mathcal{I}_p(C, \zeta; s) \equiv \mathcal{I}(A; \Xi) \sum_{k_1, \ldots, k_g=0} \mathcal{N}(\beta + k \cdot \lambda)^{-s} \prod_{i=1}^{g} B_{k_i,pM+1}(\Xi(\lambda_i)) \mod p^M
\]

and hence we can compute \( \mathcal{I}(C, \zeta; s) \) to the precision \( p^M \) in \( O(p^d d^3M^{d+2}c) \) bit operations.

**Proof.** We use Lemma 5.25 again with \( \mu = \mu_{k,C} \) and \( f(x) = \phi_{-s}(x) \). By Corollary 5.13 we can take \( N = pM + 2 \). This establishes the formula. We estimate the computation cost as in Theorem 5.21 replacing the computation of \((1 + T)^a \) by that of \( a^{-s} \), with \( a := \mathcal{N}(\beta + k \cdot \lambda) \), and accounting for the difference in the number of terms in the sum.

5.4. **Explicit cone decomposition.** The construction of the measure \( \mu_{p,m}^{at} \) relies on the existence of a cone decomposition of \( \mathfrak{a} \) modulo \( \mathfrak{m} \). Such a construction exists by a result of Cassou-Noguès [7] (see Theorem 3.7), based on the work of Shintani [30], but the proof is nonconstructive. For \( d = 1 \) the construction is trivial, and the case \( d = 2 \) has been well studied (see below). For \( d = 3 \) an explicit decomposition is given in [13], but quantitative results on the number of discrete cones obtained at the end are missing although numerical experiments show that it grows very rapidly so that only cases with small discriminant and conductor can be dealt with. A general construction is given in [10], but this construction relies on the existence of a set of units satisfying certain conditions and there does not appear to be any practical way to construct such a set. However, the construction is generalized in [21] for the computation of the norm. The costs of computing the product by \( A(C; \Xi) \) and the trace are negligible compared to that of the sum.
We will deal in this subsection only with the cases \(d = 1\) and \(d = 2\) and refer to [27] for the general case.

**Remark 5.29.** The construction given in the present article assumes that we can always find a \(c\)-admissible cone decomposition. Although this is always possible in the case \(d = 1\) and \(d = 2\) (see below), it is not guaranteed by Theorem 5.7 in general. This is not really a problem however; one can always first construct the several cone decompositions needed, then choose \(c\) so that these cone decompositions are \(c\)-admissible. This is how it is done in [24].

We start with the case \(d = 1\), which is straightforward.

**Proposition 5.30.** Assume \(d = 1\), that is, \(E = \mathbb{Q}\). Let \(f\) and \(a\) be positive integers such that \(m = f\mathbb{Z} \cdot \infty\) and \(a = a\mathbb{Z}\) and let \(b = a(a^{-1} \mod f)\). Then a \(c\)-admissible cone decomposition of a modulo \(m\) is given by the unique cone \(C(b; a, f)\).

It is also not difficult to construct a cone decomposition in the quadratic case. Indeed, assume \(d = 2\); then \(E\) is a real quadratic field. For two linearly independent elements \(\gamma_0\) and \(\gamma_1\) of \(E^+\) we define the half-open rational cone of \(a\) modulo \(m\) (or simply the rational cone of \(a\) modulo \(m\)) generated by \(\gamma_0\) and \(\gamma_1\) to be the following subset of \(a \cap E^+:\)

\[
RC_m(\gamma_0, \gamma_1; a) := \{ s \gamma_0 + t \gamma_1 \mid s, t \in \mathbb{Q}, 0 < s, 0 < t \} \cap a \cap E_m.
\]

We go from half-open rational cones to discrete cones using the formula

\[
RC_m(\gamma_0, \gamma_1; a) = \bigcup_{a \in PC_m(\gamma_0, \gamma_1; a)} C(\alpha; \gamma_0, \gamma_1) \quad \text{(disjoint union) (5.9)}
\]

where

\[
PC_m(\gamma_0, \gamma_1; a) := \{ s \gamma_0 + t \gamma_1 \mid s, t \in \mathbb{Q}, 0 < s \leq 1, 0 < t \leq 1 \} \cap a \cap E_m.
\]

Thus from a finite family of disjoint half-open rational cones giving a set of representatives of \(a \cap E_m\) modulo \(U_m(E)\) we get a \(c\)-admissible cone decomposition of \(a\) modulo \(m\), provided that the generators of the rational cones are in \(a\setminus c\). Let \(\epsilon_+\) be the generator of \(U_+(E)\), the group of totally positive units of \(E\), with \(\epsilon_+^{(2)} > 1 > \epsilon_+^{(1)}\). Let \(i_m\) be the index of \(U_m(E)\) as a subgroup of \(U_+(E)\); thus \(i_m := i_m^{(1)}\) is a generator of \(U_m(E)\). For any totally positive element \(\gamma\) of \(a\setminus c\) one can easily check that \(RC_m(\gamma, i_m; a)\) is a set of representatives of \(a \cap E_m\) modulo \(U_m(E)\), and therefore we can construct from this rational cone a \(c\)-admissible cone decomposition by the formula above. However, the number of points in \(PC_m(\gamma, i_m; a)\) is of the order of \(\epsilon^{(2)}_m = (\epsilon_+^{(2)})^{i_m}\) and therefore much too large for computations in general. We use instead the following algorithm, also used in [28], which is based on the continued fraction algorithm of Hayes [19], see also the original work of Zagier [33]. For two elements \(\gamma_0\) and \(\gamma_1\) of \(E^+\) we set

\[
b(\gamma_0, \gamma_1) := \left\lfloor \frac{\gamma_0^{(1)}}{\gamma_1^{(1)}} \right\rfloor \quad \text{and} \quad R(\gamma_0, \gamma_1) := -\gamma_0 + b(\gamma_0, \gamma_1) \gamma_1.
\]

**Algorithm 5.31** (Computation of cone decomposition in degree 2).

**Input:** Ideal \(a\) coprime to \(c\) and \(m\).

**Output:** A \(c\)-admissible cone decomposition of \(a\) modulo \(m\).

1. Compute \(g \in \mathbb{N}\) and \(h \in \mathbb{Z}_E\) such that \(a \mathbb{Z} \cdot \infty = \mathbb{Z} g + Zh\).
2. If \(h^{(2)} < h^{(1)}\) then do \(h \leftarrow -h\).
   
   Do \(h \leftarrow h + \left\lfloor \frac{-h^{(1)}}{g} \right\rfloor g\). Set \((g_0, g_1) \leftarrow (g, h)\).

---

\[23\] That is, cones together with a \(\pm\) sign; the decomposition is obtained by “removing” the cones with a \(-\) sign.

\[24\] In particular, by (H1), \(q\) divides \(f\).

\[25\] We will explain below in the proof of the next proposition how to compute the elements of \(PC_m(\gamma_0, \gamma_1; a)\).
3. While \( g_1^{(2)} < g_0^{(2)} \), do \((g_0, g_1) \leftarrow (g_1, R(g_0, g_1))\).

4. If \( g_0 \in c \) then do \((g_0, g_1) \leftarrow (g_1, R(g_0, g_1))\).

5. Set \( D \leftarrow \emptyset \) and \( g_{\text{last}} \leftarrow g_0c_m\).

6. While \( g_0 \neq g_{\text{last}} \), do

   6.1. If \( g_1 \notin c \) then do
       \[
       b_0 \leftarrow g_0, \quad b_1 \leftarrow g_1 \quad \text{and} \quad (g_0, g_1) \leftarrow (g_1, R(g_0, g_1)),
       \]
       Else
       \[
       g_2 \leftarrow R(g_0, g_1),
       \]
       \[
       b_0 \leftarrow g_0, \quad b_1 \leftarrow g_2 \quad \text{and} \quad (g_0, g_1) \leftarrow (g_2, R(g_1, g_2)).
       \]

   6.2. For \( a \in PC_m(b_0, b_1; a) \), do \( D \leftarrow D \cup \{C(a; b_0, b_1)\}\).

7. Return \( D \).

**Proposition 5.32.** Let \( D_E \) be the discriminant of \( E \) and let \( \epsilon_+ \) be the generator of the group \( U_+(E) \) of totally positive units of \( E \) such that \( \epsilon_+ > 1 \).\(^{26}\) Then Algorithm 5.31 computes a \( c \)-admissible cone decomposition of a modulo \( m \) in \( O((N(a))\sqrt{D_E} + N(f)^2 \epsilon_+) \) operations in \( E \). Moreover, this cone decomposition contains \( O(N(f) \epsilon_+) \) cones.

**Proof.** The pair \((g, h)\) constructed in Step 2 of the algorithm satisfies \( \af = \mathbb{Z}g + \mathbb{Z}h, \ g^{(1)} > h^{(1)} \) and \( 1 < h^{(2)}/h^{(3)} \). From this pair we construct in the following steps a sequence \((\tilde{\gamma}_n)_{n \geq 0}\) with \((\tilde{\gamma}_0, \tilde{\gamma}_1) := (g, h)\) and \( \tilde{\gamma}_{n+1} := R(\tilde{\gamma}_{n-1}, \tilde{\gamma}_n) \) for \( n \geq 1 \). One can prove that the elements of this sequence satisfy

\[
(1) \ \af = \mathbb{Z}\tilde{\gamma}_n + \mathbb{Z}\tilde{\gamma}_{n+1}, \quad (2) \ \tilde{\gamma}_n^{(1)} > \tilde{\gamma}_{n+1}^{(1)}, \quad \text{and} \quad (3) \ \tilde{\gamma}_n^{(2)}/\tilde{\gamma}_n^{(1)} < \tilde{\gamma}_{n+1}^{(2)}/\tilde{\gamma}_{n+1}^{(1)}.
\]

One can also prove that there exists an integer \( N \geq 1 \) such that

\[
(4) \ \tilde{\gamma}_{n-1}^{(2)} < \tilde{\gamma}_n^{(2)} \quad \text{for all} \quad n \geq N.
\]

In fact, one proves, see below, that there exists an integer \( N \geq 1 \) such that \( \tilde{\gamma}_{N-1}^{(2)} < \tilde{\gamma}_N^{(2)} \) and then verifies by induction that the same is true for all \( n \geq N \). We let \( \gamma_n := \tilde{\gamma}_{N+n} \) for \( n \geq 0 \). This is the sequence that is computed after Step 3. The points \( \gamma_n \) are successive points on the convexity polygon of \( \af \) as defined in \[19\]. We can also extend the sequence in the other direction to obtain a sequence \((\gamma_n)_{n \in \mathbb{Z}}\), infinite in both directions, containing all the points on the convexity polygon, and for which we still have \( \gamma_{n+1} = R(\gamma_{n-1}, \gamma_n) \) for all \( n \in \mathbb{Z} \). It will be necessary to ensure that \( \gamma_0 \notin c \). If \( \gamma_0 \in c \), we iterate one more time in Step 4 to replace \( \gamma_0 \) by \( \gamma_1 \) (that is, replacing \( N \) by \( N+1 \)). Indeed, by (1) \( \gamma_0 \) and \( \gamma_1 \) cannot both be in \( c \). We assume from now on that \( \gamma_0 \notin c \). The group \( U_+(E) \) acts on the convexity polygon of \( \af \) and thus also on the set \( \{\gamma_n, n \in \mathbb{Z}\} \); thus there exists an integer \( P_0 \geq 1 \) such that \( \gamma_{n+P_0} = \epsilon_+ \gamma_n \) for all \( n \geq 0 \). Therefore, for any \( n \in \mathbb{Z} \) the union of the (disjoint) rational cones \( RC_m(\gamma_n, \gamma_{n+1}; a) \), \( ..., RC_m(\gamma_{n+P-1}, \gamma_{n+P}; a), \) with \( P := i_mP_0 \), gives a set of representatives of \( a \cap E_m \operatorname{mod} U_m(E) \) with generators in \( \af \). However, although \( \gamma_0 \), and thus also \( \gamma_p \), do not belong to \( c \), it is possible that \( \gamma_n \in c \) for some \( n \) in the range \( 1 \leq n \leq P \). In that case, \( \gamma_{n-1} \) and \( \gamma_{n+1} \) do not lie in \( c \), by (1), and we use in Step 6.1 the fact that \( RC_m(\gamma_{n-1}, \gamma_n; a) \cup RC_m(\gamma_n, \gamma_{n+1}; a) = RC_m(\gamma_{n-1}, \gamma_{n+1}; a) \) to get rid of cones with \( \gamma_n \in c \). We end up with a rational cone decomposition having generators suitable for constructing a \( c \)-admissible cone decomposition of a modulo \( m \) using \[5.9\].

We will now estimate the complexity of the algorithm and the number of cones obtained at the end. First we prove that there exists an integer \( N \geq 1 \) such that (4) is satisfied. Note that \( N \) is also the number of iterations in Step 3. Assume \( N \) does not exist, then we have \( \tilde{\gamma}_{t+1}^{(1)} < \tilde{\gamma}_t^{(1)} \) and \( \tilde{\gamma}_{t+1}^{(2)} < \tilde{\gamma}_t^{(2)} \) for all \( t \geq 1 \), thus \( N(\tilde{\gamma}_{t+1}) < N(\tilde{\gamma}_t) < \cdots < N(h) \)

\(^{26}\)To simplify the expressions, we identify from now on \( E \) with its image in \( \mathbb{R} \) by the map \( x \mapsto x^{(2)} \).
Lemma 5.33 (Hayes). Let $\gamma_n$ be a vertex. Then $\mathcal{N}(\gamma_n) \leq \mathcal{N}(af)\sqrt{D_E}$.

**Proof.** Assume $\mathcal{N}(\gamma_n) > \mathcal{N}(af)\sqrt{D_E}$. We identify $af$ with a lattice of $\mathbb{R}^2$ by the map $x \mapsto (x(1), x(2))$. With this identification, the lattice $af$ has volume $\mathcal{N}(af)\sqrt{D_E}$. Let $\varepsilon > 0$. Consider the closed rectangular box $B$ with sides parallel to the coordinate axes and with opposite vertices at $(\gamma_n(1) - \varepsilon, \gamma_n(2) - \varepsilon)$ and $(-\gamma_n(1) + \varepsilon, -\gamma_n(2) + \varepsilon)$, see Figure 1. Taking $\varepsilon$ small enough, we can assume that the volume of $B$ is $\geq 4\mathcal{N}(af)\sqrt{D_E}$. Therefore, by Minkowski theorem, there exists $\beta \in af$ such that $\beta \in B$. Replacing $\beta$ by $-\beta$ if necessary, we can assume that $\beta(2) > 0$. Recall that a point $\gamma \in af$ is on the convexity polygon of $af$ if and only if there are no points $\alpha \in af$ such that $0 < \alpha(i) < \gamma(i)$ for $i = 1, 2$; thus $\beta(1) < 0$. Let

$$s := \frac{\gamma_n(2) - \gamma_{n-1}(2)}{\gamma_n(1) - \gamma_{n-1}(1)}$$

and $t := \frac{\gamma_n(2) - \gamma_{n+1}(2)}{\gamma_n(1) - \gamma_{n+1}(1)}$ be the slopes of the lines containing $\gamma_n$ and $\gamma_{n-1}$ and $\gamma_n$ and $\gamma_{n+1}$ respectively. Since $\gamma_n$ is a vertex, we have $s \neq t$ and at least one of the two numbers $s$ and $t$ is distinct from $\beta(2)/\beta(1)$. Assume $s \neq \beta(2)/\beta(1)$. If $\beta(2)/\beta(1) > s$, consider $\gamma_n - \beta \in a$. We have

$$0 < \gamma_n(2) - \beta(2) < \gamma_n(2) - \gamma_{n-1}(2).$$

\begin{figure}[h]
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\caption{Figure 1.}
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and, since $\beta^{(1)} < s^{-1}\beta^{(2)}$, we have also

$$0 < \gamma_n^{(1)} - \beta^{(1)} < \gamma_n^{(1)} - s^{-1}\beta^{(2)} = s^{-1}(\gamma_n^{(2)} - \beta^{(2)}) + \gamma_n^{(1)} - s^{-1}\gamma_n^{(2)}$$

$$< s^{-1}(\gamma_{n-1}^{(2)} - \gamma_n^{(2)}) + \gamma_n^{(1)} \quad \text{by the above}$$

$$< \gamma_n^{(1)} - 1.$$ 

Therefore we get a contradiction with the fact that $\gamma_{n-1}$ belongs to the convexity polygon of $\af$. If $\beta^{(2)}/\beta^{(1)} < s$, we get a similar contradiction by considering $\gamma_{n-1}$. A similar reasoning can be done in the case $t \neq \beta^{(2)}/\beta^{(1)}$. Finally, we see that all cases lead to a contradiction and therefore $N(\gamma_n) \leq N(\af)\sqrt{DE}$. □

Let $n \in \mathbb{Z}$ be such that $\gamma_n$ is a vertex. Recall that $P_0 \geq 1$ is the smallest integer such that $\gamma_{n+P_0} = \epsilon_+\gamma_n$. For $n \leq r < n + P_0$, let $T_r$ be the triangle with vertices the origin, $\gamma_r$ and $\gamma_{r+1}$ where, as in the proof of the previous lemma, we identify $\af$ with its image in $\mathbb{R}^2$ by the map $x \mapsto (x^{(1)}, x^{(2)})$. The slopes joining $\gamma_r$ and $\gamma_{r+1}$ are negative and increase in absolute value with $r$, thus all these triangles are contained in the triangle $T$ with vertices the origin, $\gamma_n$ and $\gamma_{n+P_0}$, see Figure 2 for an example with $n = 0$ and $P_0 = 3$. By the property (1) above, all the triangles $T_r$ have the same volume equal to $\frac{1}{2}N(\af)\sqrt{DE}$ whereas the volume of $T$ is

$$\text{Vol}(T) = \frac{1}{2} \det \left( \begin{array}{cc} \gamma_n^{(1)} & \epsilon_+^{(1)} \\ \gamma_n^{(2)} & \epsilon_+^{(2)} \end{array} \right) = \frac{1}{2}N(\gamma)(\epsilon_+^{(2)} - \epsilon_+^{(1)}).$$

Using the above lemma, it follows that

$$P_0 N(\af)\sqrt{DE} \leq N(\gamma)(\epsilon_+^{(2)} - \epsilon_+^{(1)}) \leq N(\af)\sqrt{DE}(\epsilon_+^{(2)} - \epsilon_+^{(1)}),$$

thus $P_0 \in O(\epsilon_+^{(2)})$ and finally $P \in O(i \epsilon_+^{(2)}$).

\[\text{Figure 2.}\]
Lastly, we need to explain how to perform Step 6.2, we need to estimate the cost of the computation, and we need to estimate the number of points in the sets $PC_m(b_0, b_1; a)$. There are two cases to consider, (I) $(b_0, b_1) = (\gamma_n, \gamma_{n+1})$ and (II) $(b_0, b_1) = (\gamma_n, \gamma_{n+2})$, for an arbitrary $n \in \mathbb{Z}$. We have the bijection

$$a/(\mathbb{Z}b_0 + \mathbb{Z}b_1) \xrightarrow{1:1} \{ sb_0 + tb_1 \text{ with } s, t \in \mathbb{Q}, 0 < s \leq 1, 0 \leq t < 1 \} \cap a,$$

defined as follows. For a given class $\alpha$ in $a/(\mathbb{Z}b_0 + \mathbb{Z}b_1)$, lift $\bar{\alpha}$ to an arbitrary element $\alpha \in a$ and write $\alpha = sb_0 + tb_1$ with $s, t \in \mathbb{Q}$. Then the map above sends $\bar{\alpha}$ to

$$[\alpha]_{(b_0, b_1)} := (s - \lfloor s \rfloor + 1)b_0 + (t - \lfloor t \rfloor)b_1.$$

Moreover, since $b_0$ and $b_1$ lie in $a\mathfrak{f}$ there is a well-defined map from $a/(\mathbb{Z}b_0 + \mathbb{Z}b_1)$ to $a/a\mathfrak{f}$ which sends $\bar{\alpha}$ to the class of $\alpha$ modulo $a\mathfrak{f}$. The set $PC_m(b_0, b_1; a)$ consists of precisely those elements $[\alpha]_{(b_0, b_1)}$ for which $\bar{\alpha} \in a/(\mathbb{Z}b_0 + \mathbb{Z}b_1)$ is congruent to 1 modulo $\mathfrak{f}$. Since $\alpha$ and $\mathfrak{f}$ are coprime this map is surjective and therefore $PC_m(b_0, b_1; a)$ contains exactly $d/N(f)$ elements, where $d := (a : \mathbb{Z}b_0 + \mathbb{Z}b_1)$. Using the methods of [8, §4.1.3], two elements $\alpha_0$ and $\alpha_1$ of $\alpha$ can be constructed with $\alpha = Z\alpha_0 + Z\alpha_1$ and $a/(\mathbb{Z}b_0 + \mathbb{Z}b_1) = (Z/d_0 Z)\bar{\alpha}_0 + (Z/d_1 Z)\bar{\alpha}_1$, where $d_0$ and $d_1$ are positive integers and $d := d_0d_1$. Thus the elements of $a/(\mathbb{Z}b_0 + \mathbb{Z}b_1)$ can easily be enumerated in $O(d)$ operations in $E$. For case (I) we have $\mathcal{Z}\gamma_n + \mathcal{Z}\gamma_{n+1} = a\mathfrak{f}$ and therefore $d = N(f)$ and $PC_m(\gamma_n, \gamma_{n+1}; a)$ contains only one element. For case (II) we have

$$d = (a : \mathbb{Z}\gamma_n + \mathcal{Z}\gamma_{n+2}) = (a : \mathbb{Z}\gamma_n + \mathcal{Z}\gamma_{n+1})(\mathcal{Z}\gamma_n + \mathcal{Z}\gamma_{n+1} : \mathcal{Z}\gamma_n + \mathcal{Z}\gamma_{n+2}) = N(f)b(\gamma_n, \gamma_{n+1}).$$

If $\gamma_{n+1}$ is a midpoint we have $b(\gamma_n, \gamma_{n+1}) = 2$. We now need to estimate the size of $b(\gamma_n, \gamma_{n+1})$ when $\gamma_n$ is a vertex. Since $b(\gamma_n, \gamma_{n+1}) = b(\gamma_{n+P_0}, \gamma_{n+P_0+1})$ it is enough to look at what happens for the vertices among $\gamma_0, \ldots, \gamma_{P_0-1}$. Writing $b_n := b(\gamma_{n-1}, \gamma_n)$ to simplify the notation, we have by construction

$$\frac{\gamma_n}{b_n - 1} = \frac{\gamma_{n-1}}{b_n} > \frac{\gamma_{n-1}}{b_n} \quad \text{and therefore} \quad \frac{\gamma_0}{(b_{P_0} - 1)(b_{P_0-1} - 1) \cdots (b_1 - 1)} > \frac{\gamma_0}{b_{P_0}b_{P_0-1} \cdots b_1} .$$

From the fact that $\gamma_{P_0} \epsilon_+ \gamma_0$ we find that

$$\epsilon_+^{(2)} > \prod_{i=1}^{P_0} (b_i - 1).$$

(5.10)

The indices $i$ for which $b_i = 2$, that is, corresponding to the midpoints, do not contribute to the product. For indices corresponding to vertices we get

$$\sum_{1 \leq i \leq P_0 \text{ is a vertex}} b_i \in O(\epsilon_+^{(2)}).$$

We now put everything together to get the result. For Step 1, we assume that an ideal is given by a $2 \times 2$ integral matrix expressing a basis of the ideal of the (fixed) integral basis of $E$. This step amounts to an HNF reduction of a $2 \times 4$ matrix (see [8, §4.7.1]). Since we can reduce the entries of this matrix modulo $N(a\mathfrak{f})$ this step takes $O(\log N(a\mathfrak{f}))$ bit operations and hence is negligible. Step 3 takes $O(N(a\mathfrak{f})\sqrt{D_E})$ operations in $E$. The loop in Step 6 is iterated $P$ times. The most costly operation is in Step 6.2. The cost of computing $\alpha_0, \alpha_1, d_0,$ and $d_1$ is essentially that of an SNF reduction of a $2 \times 2$ matrix with coefficients of size $\leq N(a\mathfrak{f})$ and hence can be neglected. Enumerating the elements of $PC_m(b_0, b_1; a)$ takes a total of $O(N(f)P)$ operations in $E$ for the midpoints and $O(\log N(f)\epsilon_+)$ for the vertices. This gives the estimate on the complexity of the algorithm. To count the cones we observe that the midpoints give
\(O(P)\) cones and the vertices give \(O(i_m \epsilon)\) cones. The conclusion is established by using the fact that \(i_m \in O(N(f))\). \(\square\)

**Remark 5.34.** One could ask what would happen if we were first to construct a cone decomposition using the algorithm without any restriction related to \(c\), that is, deleting Step 4 and always doing the first part in Step 6.1, then choosing the prime ideal \(c\) so that the decomposition computed is \(c\)-admissible. In fact this would not change the complexity or even the order of the number of cones, since both are dominated by the contributions of the midpoints and, in fact, for these we get the same number of discrete cones in cases (I) and (II). On the other hand, this would probably force the norm of \(c\) to get significantly larger and that would adversely affect the complexity of the remaining computations.

**Remark 5.35.** The complexity and the estimate of the number of cones given by this proposition appear in practice to be very pessimistic as they are of the order of the exponential of \(R_E\), whereas computations point towards something of the size of \(R_E\). Indeed, one can use \((5.10)\) to show that the number of vertices among \(\gamma_0, \ldots, \gamma_{p-1}\) is \(O(R_E)\). However, it appears difficult to bound the number of midpoints. One can prove that if \(\gamma_n\) is a vertex then the number of midpoints following it is \(\lfloor 1/(1 - b_n + \gamma_n/\gamma_n') \rfloor\), and so this problem is related to the question of how close a quadratic irrationality can be to an integer. In order to bound more efficiently the number of cones one would need to bound the size of the \(b_n\)’s. This could be done for example using \((5.10)\) by finding some non-trivial lower bound on the number of vertices.

5.5. **Computations of \(p\)-adic L-functions.** We use the results from the preceding subsections to estimate the complexity of computing \(L\)-functions. We will make certain assumptions. As noted above, we assume we have computed the necessary data to work in \(E\): ring of integers, class group, units, etc. We assume also that we have at our disposal a prime ideal \(c\) satisfying the hypotheses (H1), (H2), and (H3) and the additional hypothesis

\((H4)\) Either \(\chi\) is non-trivial and \(\chi(c) \neq 1\), or \(\chi\) is trivial and \(\langle c \rangle \notin 1 + p^e \mathbb{Z}_p\).

As we assume we have computed a list of integral ideals \(a_i\), \(i = 1, \ldots, m(E)\), coprime to \(c\) and \(m\) and representing all the classes of \(\text{Cl}_m(E)\). Finally, we assume we have computed a cone decomposition for each ideal \(a_i\); we will denote by \(B\) the maximum number of cones among these decompositions (see the previous subsection). In what follows \(\delta\) will denote the degree of \(Q_p(\chi)/\mathbb{Q}_p\).

**Lemma 5.36.** Assume the ERH. Then there exists a prime ideal \(c\) satisfying hypotheses (H1) through (H4), with \(c \in O(\log^2(N(f)D_E))\) if \(\chi\) is non-trivial and \(c \in O^{e}(p^{2m_0} \log^2(D_E))\) if \(\chi\) is trivial, where \(m_0 \geq 0\) is such that \(Q_{m_0} = E \cap \mathbb{Q}_\infty\).

**Proof.** We use Theorem 1 of \([2]\). For the case \(\chi\) trivial we apply the theorem to the character \(\rho\) generating the group of characters of \(\text{Gal}(E_1/E)\). The absolute norm of the conductor of \(\rho\) divides the absolute norm of the conductor of \(Q_{m_0+1/\mathbb{Q}_m}\), the \(p\)-adic valuation of which is \(v_p(q) + (p^{m_0+1} - 1)/(p - 1)\). The result follows.

**Theorem 5.37.** Let \(M\) and \(N\) be positive integers. Under the assumptions enumerated at the beginning of this subsection the measures \(\mu_{p,m}^{a_i,c}\) for \(i = 1, \ldots, m(E)\), can be computed to the precision \((p^M, T^N)\) in \(O(h_m(E)d^{\delta + 3}B^{2N}d^{k+1}Mc \log p)\) bit operations.

**Proof.** This follows directly from Theorem \([5,21]\). \(\square\)

**Corollary 5.38.** Let \(M\) be a positive integer and let \(s \in \mathbb{Z}_p\), with \(s \neq 1\) if \(\chi\) is trivial. Under the assumptions enumerated at the beginning of this subsection and after precomputations of

\(^{27}\)Note that we always have \(\langle c \rangle \in 1 + p^e \mathbb{Z}_p\) by Lemma 4.3.
cost $O(\tilde{h}_m(E)p^{d+1}d^{d+3}BM^{d+2}c)$ bit operations, two algebraic integers $\beta$ and $\gamma$, both belonging to $\mathbb{Z}[[X]]$ and with $\gamma L_{p,m}(\chi; s)$ lying in $\mathbb{Z}_p[[X]]$ and $|\gamma L_{p,m}(\chi; s) - \beta|_p \leq p^{-M}$, can be computed in $O(\tilde{h}_m(E)(p^2M^3 + \delta M \log p))$ bit operations. Moreover, $p^{-1/(p-1)} \leq |\gamma|_p \leq 1$ if $\chi$ is non-trivial and $|\gamma|_p = p^{-v}|(s-1)|_p$ if $\chi$ is trivial.

Proof. We precompute the measures $\mu_{s,m}$, for $i = 1, \ldots, h_m(E)$, to the precision $(p^M, T^N)$, with $N := pM + 2$, the computation cost being given by Theorem 5.37. We let $\beta$ be an approximation of the sum in (4.4) to the precision $p^M$. The values of $Z_{p,m}(a_i^{-1}, c; s)$, for $i = 1, \ldots, h_m(E)$, to the precision $p^M$ are computed using Corollary 5.23 \textit{mutatis mutandis} in $O(h_m(E)p^2M^3)$ operations. The rest of the computation of $\beta$ takes $O(h_m(E)\delta M \log p)$ bit operations. We now let $\gamma$ be an approximation of $\chi(c)(c)^{1-s} - 1$ to the precision $p^M$. The computation of $\gamma$ takes $O(M^2 \log^2 p + \delta M \log p)$ bit operations, and it follows from (4.4) that $\gamma L_{p,m}(\chi; s)$ lies in $\mathbb{Z}_p[[X]]$ and $|\gamma L_{p,m}(\chi; s) - \beta|_p \leq p^{-M}$. The assertions concerning the absolute value of $\gamma$ are straightforward (see the proof of Corollary 4.16).

Recall that $E \cap \mathbb{Q}_\infty = \mathbb{Q}_{m_0}$ and $E(\mathcal{m}) \cap \mathbb{Q}_\infty = \mathbb{Q}_{m_0 + m_1}$, so that $e = m_0 + v_p(q)$.

**Theorem 5.39.** Let $M$ and $L$ be positive integers. Under the assumptions enumerated at the beginning of this subsection there exist polynomials $B(X)$ and $C(X)$ in $\mathbb{Z}_p[[X]]$, with a cost of $O(h_m(E)(p^d d^3 + B(pM + L)d^2M^2c + \delta M \log p))$ bit operations to compute, such that

$$C(X)J_{p,m}(\chi; X) - B(X) \in \begin{cases} p^M Z_p[[X]] + X^L Z_p[[X]] & \text{if } \chi \text{ is trivial or not of type } W, \\ \frac{p^M}{X + \pi} Z_p[[X]] + \frac{X^L}{X + \pi} Z_p[[X]] & \text{otherwise,} \end{cases}$$

with $\pi \in \mathbb{C}_p$ satisfying

$$\frac{1}{p^{m_1-1}(p-1)} \leq v_p(\pi) \leq \frac{1}{p-1}.$$  

Moreover, $p^{-1/(p-1)} \leq |C(0)|_p \leq 1$ if $\chi$ is non-trivial and $C(0) = 0$, $|C'(0)|_p = 1$ if $\chi$ is trivial.

Proof. We use the notation and results from the proof of Theorem 4.15. The polynomial $C(X)$ is an approximation modulo $(p^M, X^L)$ of the power series $C(c, \chi; X)$ and the polynomial $B(X)$ is approximation modulo $(p^M, X^L)$ of the power series

$$\sum_{i=1}^{h_m(E)} \chi(a_i^{-1}) N(a_i; X) A(a_i, c; X).$$

The first assertion follows by (4.7) and the integral properties of $J_{p,m}(\chi; X)$, with $\pi := (\xi - 1)/\xi$. Since $\xi$ has order $p^m$ for some integer $m$ with $1 \leq m \leq m_1$ this proves the inequalities on the $p$-adic valuation of $\pi$. The properties of $C(X)$ follow from (H4). We now evaluate the complexity of the computation of $B(X)$ and $C(X)$. Let $\mathfrak{a}$ be one of the ideals $\mathfrak{a}_i$ and let \{\$C_1, \ldots, C_m$\} be a $c$-admissible cone decomposition of $\mathfrak{a}$. Then

$$A(\mathfrak{a}, c; X) = \sum_{j=1}^{m} J_p(C_j, c; X)$$

and the computation cost of $A(\mathfrak{a}, c; X)$ to the precision $(p^M, X^L)$ follows from Theorem 5.24. The computation time of $C(X)$ is negligible compared to that of $B(X)$. □

**Corollary 5.40.** Let $M$ be a positive integer and let $s \in \mathbb{Z}_p$, with $s \neq 1$ if $\chi$ is trivial. Under the assumptions enumerated at the beginning of this subsection and after precomputations
costing $O(h_m(E)(p^{(c+1)d+3}BM^{d+2}Lc + \delta M \log p))$ bit operations, two algebraic integers, $\beta$ and $\gamma$, both belonging to $\mathbb{Z}[\chi]$ and with $\gamma L_{p,m}(\chi; s)$ lying in $\mathbb{Z}_p[\chi]$ and

$$|\gamma L_{p,m}(\chi; s) - \beta|_p \leq \begin{cases} p^{-M} & \text{if } \chi \text{ is trivial or not of type } W, \\ p^{-M+1/(p-1)} & \text{otherwise,} \end{cases}$$

(5.11)

can be computed in $O(M^2 \log p (\delta/e + \log p))$ bit operations. Moreover, $p^{1/(p-1)} \leq |\gamma|_p \leq 1$ if $\chi$ is non-trivial and $|\gamma|_p = p^{-\epsilon}|s-1|_p$ if $\chi$ is trivial.

Proof. We precompute the polynomials $B(X)$ and $C(X)$ with $L := \lfloor M/e \rfloor$. The precomputation cost is given by Theorem 5.39. Then we compute $t := u^{1-s} - 1$ to the precision $p^M$ in $O(M^2 \log p)$ bit operations, and compute $\beta$ to be $B(t)$, respectively $\gamma$ to be $C(t)$, to the precision $p^M$ in $O(\delta M^2/e \log p)$ bit operations. The result follows from (4.6) and the theorem.

We conclude with the cost of computing a single value of a $p$-adic $L$-function without precomputations.

Theorem 5.41. Let $M$ be a positive integer and let $s \in \mathbb{Z}_p$, with $s \neq 1$ if $\chi$ is trivial. Under the assumptions enumerated at the beginning of this subsection, two algebraic integers $\beta$ and $\gamma$, both belonging to $\mathbb{Z}[\chi]$ and with $\gamma L_{p,m}(\chi; s)$ lying in $\mathbb{Z}_p[\chi]$ and $|\gamma L_{p,m}(\chi; s) - \beta|_p \leq p^{-M}$, can be computed at a cost of $O(h_m(E)(p^{d(d+3)}M^{d+2}c + \delta M \log p))$ bit operations. Moreover, $p^{1/(p-1)} \leq |\gamma|_p \leq 1$ if $\chi$ is non-trivial and $|\gamma|_p = p^{-\epsilon}|s-1|_p$ if $\chi$ is trivial.

Proof. We proceed as in the proof of Corollary 5.38 with the same definitions for $\beta$ and $\gamma$. The cost of computing $\gamma$ is the same. We construct $\beta$ by computing the values of $Z_{p,m}(a^{-1}_i, c; s)$, for $i = 1, \ldots, h_m(E)$, to the precision $p^M$, using Theorem 5.28. The cost of this computation is $O(h_m(E)(p^{d(d+3)}M^{d+2}c + \delta M \log p))$ bit operations. The result follows.

6. An example

The algorithms described in this paper have been implemented by the author as a PARI/GP script \[\text{32}\] in order to compute $p$-adic $L$-functions over $\mathbb{Q}$, real quadratic fields and, in some simple cases, totally real cubic fields. We illustrate these methods in this last section with an example computed with this script. We take $E := \mathbb{Q}(\sqrt{5})$, $f := 2p_1$ where $p_1 := 19\mathbb{Z} + (-9 + \sqrt{5})/2\mathbb{Z}$ is one of the two prime ideals above 19. The ray-class group $\text{Cl}_f(E)$ is cyclic of order 3 generated by the class $C$ of the ideal $21\mathbb{Z}_E$. Let $\chi$ be the character that sends $C$ to the third root of unity in $\mathbb{Z}_7$ that is congruent to 2 (mod 7). Using the formula given in Theorem 5.24, we compute an approximation of the Iwasawa series of the 7-adic $L$-function of $\chi$ to the precision $(p^M, X^{12})$ with $M = 12$ and $L = 12$. Recall that we have actually to work with the character of $m := f_3$, where $f_3 := \{\infty, 2\}$ contains the two infinite places of $E$, obtained by composing $\chi$ with the natural surjection $\text{Cl}_m(E) \to \text{Cl}_f(E)$. We take $\epsilon := \sqrt{5}\mathbb{Z}_E$\[28\] For each class in $\text{Cl}_m(E)$, we choose for $a$ a suitable integral ideal of minimal norm. For all classes, we find that the c-admissible cone decomposition of $a$ modulo $m$ computed has 432 cones. The value of $K$ prescribed in Theorem 5.24 is $K = 1342$. However, using a better estimate for $N_{\psi_\beta}(M)$ as suggested in Remark 5.16, we can actually reduce it to $K = 289$. Still, in the end, we need to compute and sum up 216,486,432 terms of the form $\alpha(1 + X)^\beta \mod (p^M, X^{12})$ with $\alpha, \beta \in \mathbb{Z}_7$, to get the result. The computation takes about 35 minutes on a 2.7 GHz Intel Core i5 running OS X 10.8.4 and PARI/GP version 2.6.1. We find that

$$\begin{align*}
\zeta_{7,m}(\chi; X) &\equiv 0.542325431022_7 + 0.065342032215_7 X + 0.660540035125_7 X^2 \\
&+ 0.320360544364_7 X^3 + 0.016403316225_7 X^4 + 0.535500406652_7 X^5
\end{align*}$$

\[28\] Note that such a choice is not possible in the original construction of Cassou-Noguès.
\[ + 0.351226013210_7X^6 + 0.656116540214_7X^7 + 0.454612603226_7X^8 \\
+ 0.363655641443_7X^9 + 0.222223153530_7X^{10} + 0.452316613112_7X^{11} \pmod{p^{12}, X^{12}}. \]

Here, for a 7-adic rational number \( \alpha \in \mathbb{Q}_7 \) with the expansion

\[ \alpha = a_{-m} \cdot 7^{-m} + a_{-m+1} \cdot 7^{-m+1} + \cdots + a_0 + a_1 \cdot 7 + \cdots \]

where \( m \in \mathbb{N} \) and \( a_n \in \{0, 1, 2, 3, 4, 5, 6\} \) for \( n \geq -m \), we represent \( \alpha \) by the string

\[ a_{-m}a_{-m+1} \cdots a_1a_0a_1 \cdots 7. \]

Once we have computed the approximation of \( \mathcal{I}_{7,m}(\chi; X) \), we can compute (approximations of) values of \( L_{7,m}(\chi, s) \) very easily. Take, say, \( s = 13 \in \mathbb{Z}_7 \). With the notations of Theorem 4.15, the value of \( u \) used for the computation of \( \mathcal{I}_{7,m}(\chi; X) \) is \( u = 8 \), and

\[ 8^{1-13} - 1 \equiv 0.026355402202_7 \pmod{7^{12}} \]

so finally we get

\[ L_{7,m}(\chi, 13) = \mathcal{I}_{7,m}(\chi; 8^{-12} - 1) \equiv 0.543166415426_7 \pmod{7^{12}}. \]

This last computation time is negligible. We can compute the same result directly using the implementation of the formula given by Theorem 5.28. In this case, the computation takes about 3min, 20s on the same machine.
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