N

N

Variance sensitivity analysis of parameters for pruning
of a multilayer perceptron: application to a sawmill
supply chain simulation model
Philippe Thomas, Marie-Christine Suhner, André Thomas

» To cite this version:

Philippe Thomas, Marie-Christine Suhner, André Thomas. Variance sensitivity analysis of parameters
for pruning of a multilayer perceptron: application to a sawmill supply chain simulation model. Ad-
vances in Artificial Neural Systems, 2013, 2013, pp.ID 284570. 10.1155/2013/284570 . hal-00862091

HAL Id: hal-00862091
https://hal.science/hal-00862091
Submitted on 16 Sep 2013

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-00862091
https://hal.archives-ouvertes.fr

Variance Sensitivity Analysis of Parameters for Prunimg of a
Multilayer Perceptron:
Application to a Sawmill Supply Chain Simulation Modéd

Philippe Thomas, Marie-Christine Suhner and Andnériias

Centre de Recherche en Automatique de Nancy (CRMRUO039), Nancy-University, CNRS
philippe.thomas@cran.uhp-nancy.fr

Simulation is a useful tool for the evaluation of aMaster Production/Distribution Schedule (MPS). Thegoal of this paper is to
propose a new approach to designing a simulation rdel by reducing its complexity. According to the tleory of constraints, a reduced
model is built using bottlenecks and a neural netwé exclusively. This paper focuses on one step ofi¢ network model design:
determining the structure of the network. This taskmay be performed by using the constructive or prumg approaches. The main
contribution of this paper is twofold; it first pro poses a new pruning algorithm based on an analysi$ the variance of the sensitivity of
all parameters of the network, and then uses thislgorithm to reduce the simulation model of a sawmilsupply chain.

In the first step, the proposed pruning algorithm & tested with two simulation examples and comparedith three classical pruning
algorithms from the literature. In the second stepthese four algorithms are used to determine the djpal structure of the network used

for the complexity-reduction design procedure of tie simulation model of a sawmill supply chain.

Index Terms— multilayer perceptron, pruning, reduced model, sinulation.

I. INTRODUCTION

Simulation is a useful tool for the evaluation ¢drming or
scheduling scenarios [1]. Indeed, simulation higfté the
evolution of the machine states, WIP (work in pssjeand
queues. This information is useful for “predictiseheduling”
[1] or rescheduling. Considering the theory of ¢oaiats [2],
the optimization of production processes requiregimizing
the utilization rate of the bottlenecks. This ise tlmain
indicator for evaluating a Master Production/Disttion
Schedule (MPS). For this, a useful technique isuliting
dynamic discrete events of the material flow [3].

In fact, simulation models of actual industrial essare
often very complex and modelers encounter probleihssale
[4]. In addition, many works use the
(reduced/aggregated) models of simulation [5]—[8].

must contain all the explicative inputs [26]. Dikat
approaches can be used to perform feature selechion
example principal component analysis [27], curnva®gonent
analysis [28] and random features ranking [29][30ther
methods have been designed to perform featuretiosianly
with neural networks [31]-[34]. Only some of theakow
simultaneous feature selection and spurious pagarpetining
[20][35][36].

The goals of this paper are dual. The first orte igresent a
reduction approach of simulation model using neoedwork.
The second one is to deal with the optimal neusdlvark
structure determination by using pruning procedure.

This paper presents a nhew pruning algorithm tHatval the
selection of the input neurons and the number ofdém
This algorithm, based on one proposed
Engelbrecht [36], is investigated and compared \titree

Neural networks can extract performing models frorXisting algorithms: Engelbrecht [36], Setiono arebw [35]
experimental data [9]. Consequently, the use ofraleu and Hassibi and Stork [20]. These algorithms assl der the

networks has been proposed in order to reduce aiionl
models [8][10]. To build a neural model, an impatt&gsue is
determining the structure of the network. The maghniques
used to control the complexity of the network arehdecture
selection, regularization [11] [12], early stoppifg3] and
training with noise [14]; the last three are clgsetlated
[14][15]. This paper focuses on architecture s@actTo

structural determination of the neural network usedthe
reduced model of a sawmill flow shop.

In the next section, the topics of model reductamd
multilayer perceptron are presented. The thirdieegiresents
the pruning algorithms, including the proposed athm and
the three comparison algorithms. Two simulatiomeplas are
then presented and the

determine the optimal structure of the network, twalgorithms are investigated. Section V presentsirtdestrial

approaches can be used. The first is constructiere the
hidden neurons are added one after another [1G]-[i%e
second approach exploits a structure with too migidgen
neurons, and then prunes the least significant [2t8s[25].

In addition, it is necessary to determine the oalinput
data set in order to make a model. This set of daist be as
small as possible in order to avoid the overfitiomgblem, but

application. The reduced model of the sawmill sypghain
and the structure of the neural networks obtaingsidguthe
different algorithms are investigated in section Vhe final
section enumerates our conclusions.

by

results obtained with ther fo



Il. THE MODEL REDUCTION

A. The algorithm

Zeigler [37] was the first to deal with the problefmodel
reduction when he stated that the complexity of cdeh is
related to the number of elements, connections randel
calculations. He distinguished three methods topkiyn a
discrete simulation model: replacing part of thedelowith a
random variable, degrading the range of valuesntake a
variable, and grouping parts of a model together.

Innis et al. [38] listed 17 simplification techniques for
general modeling. Their approach comprises foumpsste
hypothesizing (identifying the important parts bétsystem),
formulation (specifying the model), coding (buildinthe
model) and experimentation. Leachman [39] prop@setbdel
that considers cycle times in production planniegpecially
for the semiconductor industry, which uses cycdeetias an
indicator. Brooks and Tobias [6] suggest a “sinigdifion of
models” approach for cases where the indicatorsbeéo
followed are the average throughput rates. Otheesdave
been studied in [40] and [41].

The reduction algorithm proposed in this paper is a

extension of those presented by Thomas and Chépésit It
is presented in Figure 1 and its principal stegssammarized
as follows.

1. Identify the structural bottleneck (the work teen(WC)
that has been constrained in capacity for seveals).

2. ldentify the conjunctural bottleneck for the Hie of
manufacturing orders (MOs) of the MPS
consideration.

3. Among the WCs not listed in 1 and 2, identifyeqthe
synchronization WC) that satisfied two conditions:

it is present in at least one of the MOs that has
bottleneck;
it is widely used in the MOs.

If all MOs have been considered, go to stepterwise
repeat step 3.

5. Use neural networks to model the intervals betwthe

WCs found during the previous steps.

As example, in the considered application (part, \there
are three WC: "Canter line" (figure 3), "Kockumsdf (figure
5) and "Trimmer line" (figure 6). Only one of the®éC is a
bottleneck, in our case, this is the "Trimmer line"

4,

The WCs remaining in the model are conjunctura}

bottlenecks, structural bottlenecks, or WCs that\dtal to the
synchronization of the MO. All other WCs are incorated
into “aggregated blocks” upstream or downstream thod
bottlenecks.

A “conjunctural bottleneck” is a WC that is satedffor the
particular MPS and predictive schedule in questiand
therefore uses all available capacity. A “strudtinattleneck”
is a WC that has often been in such a conditiothépast.
Actually, for one specific portfolio (one specifidPS) there is
only one bottleneck—the most loaded WC—but this ¢4
be different from the traditional bottlenecks.

“Synchronization work centers” are resources usgdtly

under

with bottlenecks for at least one MO and for thanping of
different MOs that do not have a bottleneck. Thenber of
these “synchronization work centers” must be mingdi To
achieve this, WCs must be found that (a) are mostnzon
among the bundle of MOs using no bottleneck, andigoire
in the routing of at least one MO using bottlenecks

First work center (WC)

Is the last?

Is the last?

no
yes

Replace WC not listed
above by NN model

Figure 1. Algorithm used

B. The multilayer perceptron

The work of Cybenko [42] and Funahashi [43] hasvpdo
that a multilayer neural network with only one haddlayer
(using a sigmoidal activation function) and an otitfayer
(using a linear activation function) can approxienall
nonlinear functions with any desired accuracy. Ehessults
xplain the great interest in this type of neuthwork, which

called a multilayer perceptron (MLP). In thisearch work,
it is assumed that a part of the modeled producj@tem can
be approximated with a nonlinear function obtaiffiexn an
MLP.

The structure of the MLP is discussed here. Ithitecture
is shown in Figure 2. The neurons of the firstigout) layer

distribute the ng inputs {x(l),n-,xg } of the MLP to the
0

neurons of the next layer (hidden layer). A spedigdut

neuron (depicted by a square in Figure 2) represenbnstant
input (equal to one) that is used for the repregint of the
biases or thresholds of the hidden layer.



The " neuron (i = 1 ... n1) in the hidden layer receives t
ng inputs {xg,-u,xgo}

weights {Will""'wilno}'

weighted sum of theng inputs:

No
1.1 0,1
Zi' = 2Wip Xp + by, 1)

where bil is the bias or threshold term of tHehidden neuron.

The output of this neuron is given by a so-calletvation
function of the sumin (1):

<= o). @
where g(.) is chosen as a hyperbolic tangent:
—2X
2 1-e
g(x) = -1= : 3)
1+e & 1+e X

Lastly, the outputs of the hidden neuro{;%,~-~,x%]l} are

distributed with associated weigl{mrf,~-~,wr2] } to the unique
1

neuron of the last (or output) layer.

Figure 2. Architecture of the multilayer perceptron

As in the input layer, a particular hidden neurdepicted
by a square in Figure 2) represents a constant iequal to
one that is used for the representation of the diabreshold
of the output layer.

The neuron of the last layer simply performs thiéofang
sum, its activation function being chosen to bedn

Ny
z= Zwiz.x1

i +b,
i=1

(4)

2

where w; are the weights connecting the outputs of the

from the input layer with associated hidden neurons to the output neuron, and b ishtesiold of

the output neuron.

This neuron first computes  the Thus, only the number of hidden neurons is always

unknown. To find this, a pruning algorithm may tsed.

Pruning algorithms have been classified into twoalr
groups [44][45]: during learning pruning and pasitining
pruning.

The “during learning pruning” methods add termsthe
objective function that reward the network for chiog an
efficient solution. These methods are also knowrivasght
decay” methods.

The “post-learning pruning” methods estimate the
sensitivity of the error function to the removal af element.
The element with the least effect is then removdining
continues until the effect of every element is deem
significant.

In this paper, only “post-learning pruning” methodse
considered. This group can be divided into two sobgs
[15]: weight saliencies pruning and output sengjtignalysis
pruning.

Weight saliencies pruning considers the changéenetror
function due to small changes in the values ofwk@ghts. A
measure of the relative effect of the different gits, or
saliency, can be computed. The weights with lovesales are
deleted. The Optimal Brain Damage (OBD) [46] andi@al
Brain Surgeon (OBS) [20] algorithms, and all algurs
derived from them [22][47][48], use a second-ordetylor
expansion of the error function to estimate how titaéning
error will change as the weights are perturbed gHdral. [49]

PRUNING ALGORITHM

have proposed another method based on the use of an

improved Extended Kalman Filter. In this approaitiey use
the error covariance matrix obtained during therleg in a
similar way to the Hessian matrix in the OBS altjon.
Another approach is to use an approximation of Ffeher
information matrix to determine the optimal numbé&hidden
neurons [21].

The output sensitivity analysis method is based aon
variance analysis of sensitivity information, givdry the
derivative of the neural network output with redpex the
parameters [36]. It is a powerful method becausenbural
network structure inherently contains all the infiation to
compute these derivatives efficiently [50]. Saba &fu [51]
have proposed restricting the comparison of onamater to
those from the same hidden neuron. Zeng and Yef@agy [
insert an input perturbation and study its effetttioe output
sensitivity. Chandrasekaraet al. [52] propose a sensitivity-
based method utilizing linear unit models. Thes¢hods can
be grouped with the so-called “local methods” ohSevity
Analysis of Model Output (SAMO) approaches [53].eTén
exists a second Sensitivity Analysis (SA) algorithihe global
SAMO. In this approach, the space of the paramdisn



called factors or input factors in the SA termirgyd is n axk oA
explored within a finite region, and the variatiohthe output = S, o (p) = azo(p) = azl(p) : '1(p). B(p)
induced by a factor is measured globally. Withiisth " oxp (p)  i=19%; () 0z (p) Oy, (P)

framework, Lauretet al [15] proposed using the extended ny
Fourier amplitude test to quantify the relevancehef hidden =3 W _g'(zil(p))wilh . (6)
neurons. i=1
Other algorithms use different approaches. Soméodst o, RN
such as Neural Network Pruning for Function Appneiion = 2w -(1‘(Xi (P)) J'Wih p=1.P
5

(“N2PFA"), attempt to remove units directly [35].08e I
authors have proposed using genetic algorithmspfaning
[45][54]. Liang [25] proposed using an orthogonabjpction The sensitivity of the network output to a hiddesuron or
to determine the importance of hidden neurons. to an input can be explained with a unified notatigssing
In the following sections, the algorithm proposeg b Sg, (P) (p=1...P and k=1...K=gn,), with 8, corresponding
Engelbrecht will be discussed. Then, the modifwatf this
algorithm will be presented and, finally, two ottegorithms
(OBS and “N2PFA") used for the comparison will bethe hidden neuron i is considered. The notatEy?( (p) is
summarized.

to xﬂ if the input h is considered, or corresponding/\tﬁ if

given by equation (5) or (6) according to the cdestd case.

A. The Engelbrecht algorithm The VNM is the unknown varianoeg of the parameted,.
This algorithm uses the variance nullity measuréy _ ] _ k

[55][56], where the variance of the sensitivy ofiaput or an AN estimator of this variance can be given by:

output of a hidden neuron is measured for the miffe

patterns. If this variance is not significantly fdient from ZP: (Se ( )_S.T)Z
zero, and if the average sensitivity is small, itmgut or the o o= kP k
hidden neuron under consideration has no effetheroutput  0g = P 1 , (7

of the network. Therefore, the VNM can be usedyipdthesis
testing to determine if an input or a hidden neurms a
statistical impact on the network using tkedistribution. If
not, it must be pruned.

Whereﬁ is the mean of the sensitivity of the outpu6to

To determine if a hidden neuron i must be prunieel MNM P
. . - S
of the Welghtwi2 (i=1...n)) that connects this hidden neuron pél Ok ®)
to the output neuron must be calculated. For thiswledge Sy = P ' ®)

2
|
is necessary. This sensitivity corresponds to tmeribution of
this parameter to the error at the output of thisvoek. This
contribution is determined by the partial derivatiof the

of the sensitivity of the network output z to thergmeterw ) ) o
Using the VNM, the null hypothesis (that the vadarin

parameter sensitivity is approximately zero) igeds where
the null hypothesisH and its alternative}; are:

network output z with respect to the parameﬁei? being

. 2 _ 2
considered: Ho: %, =90 )
Hy: cg <0}
_0z(p) _ 1 _ k
! ow

i . »
and Whereog is a small positive real.

where P is the number of data patterns from thenileg Using the fact that, under the null hypothesis,réiation
database.

Similarly, the sensitivity of the network outputathe input P-1) 52
)
xﬂ (h=1...n) is obtained by performing the partial derivativel'g, T E— (10)
00

of the output with respect to the inpxuﬂ under consideration:
has ax*(v) distribution withv = P — 1 degrees of freedom in
the case of P patterns, the test (9) is perfornyedonparing
the relation (10) with the critical valug, obtained fromy?
distribution tables:



For the bias bi1 of the hidden neurons, the sensitivity

—yv2 _
Fe=x"(wl-0a), 11) corresponds to the contribution of this parameiehé global
error of the output of the network. This contrilouti is
wherev = P — 1 degrees of freedom, amds the significance determined by the partial derivative of the outmit the

level of the test. Iflg, <T¢, the hidden neuron or the input ..o 7 with respect to the bidn% being considered:

under consideration must be pruned.

2 . . . .
The value ofoy is crucial to the success of this algorithm. . 92(p) _ 92(p) axil(p) azil(p)

If 08 is too small, no parameters will be pruned. Onater bl abil axil(p) ' azil(p)' abil
hand, if og is too large, too many inputs or hidden neurons = v\'2 g(;1 (p))1 . (12)
will be pruned. The algorithm therefore starts wéthsmall 2 1
2 T~ ; , . =w 1—(x. (p))2 p=1--P
value of o5 (0.001) and multiplies this value by 10 if nothing !

is pruned, until 08 equals 0.1 [36]. In this paper, this

algorithm is denoted “Engel”. Similarly, the sensitivity for the we|ght\s.«yih connecting the

B. The proposed algorithm input neurons to the hidden neurons is given by:

The previous algorithm allows the simultaneous pryirof

1 1
spurious hidden neurons and feature selection. Memwehe S ; (p) = 0z(p) _ 9z(p) 9% (p) 97 (p)

pruning is approximate because the input variably e wi, 0xi(p) 9z (p) owi

either pruned or conserved; in the latter casejrtpat under - _ ( ] )'Xo (13
consideration is distributed to all hidden neuromishout Wz 9 z‘l(p) hz(p) (13)
distinction. =w? (1_(xi1(p)) j_xﬂ ) p=1-P

An input variable may be useful for the evaluatmmthe
output of one hidden neuron and spurious for treduation of
another. In this case, the a|gorithm "Enge|” mawdqawo As for the pr6ViOUS algorithm, the SenSitiVity bétOUtpUt to
extreme behaviors: a parameter i§9k (p) (p=1...P and k=1...K=(§*+2).ny), with

- pruning of a partially used variable, which implies 8y corresponding to:
loss of information; 1. ) ) ]

- retention of spurious parameters, which can cause wp, If the weight connecting the input h to the
perturbations and overfitting. hidden neuron i is considered;

Therefore, the proposed approach decides whethieeep
or prune each parameter individually, and doesansider all
parameters related to an input together. or

In the “Engel” algorithm, two different categoriesf - Wi2 if the weight connecting the hidden neuron i to
elementsBy (inputs and hidden neurons) may be eliminated.
Now, three categories must be considered:

- weights connecting the input to the hidden neurons

bil if the bias of the hidden neuron i is considered;

the output neuron is considered.
The notationSE,k (p) is then given by equations (13), (12)

wi - or (5) according to the considered case.
ih? The following part of the algorithm is identical timne
- the bias of the hidden neurob%; and previous part. The hypothesis test is describe@9bywhich

iaht ting the hidd o0 th ‘ leads to a comparison between the value (10) anthteshold
weights connecting the hidden neurons fo the ou pt’fl). The determination of (10) requires the caltiah of the

neuronwiz. VNM using (7) and (8). The choice of the significanevela

The sensitivity of the output network to the bia®fothe and the parametercg are the same as for the “Engel”
output neuron is constant and is equal to onehisatgorithm
(and the “Engel” algorithm) may not prune this paeger if
required.

For each type of parameter, the sensitivity of nieévork

algorithm, in order to allow the comparison of thesvo
algorithms. In the following sections, this alghnt will be
denoted “Engel_mod”.

C. The comparison algorithms

The proposed algorithm will be compared with three
A by (5 classical ones, the "Engel" one which has beenepted in
sensitivity is given by (5). section IIl.A and two others, the OBS [20] and “Ne2P [35]

output to the parameters is needed. For the weigﬁt

connecting the hidden neuron i to the output neutbis



algorithms. These two algorithms are summarized.her
1) Optimal Brain Surgeon (OBS)

This algorithm minimizes the sensitivity of the arr
criterion subject to the constraint of nullity ofwaeight. This
nullity constraint expresses the deletion of thisight. The
criterion considered is generally a quadratic dote

P
> (y(p) - 2(p,8))?
p=1

V(0) =

olr

(14)

where® is a vector grouping all the weights and biasethef
network, z is the network output and y is the dmbutput.
The sensitivitydV (8) of the criterion V@) is approximated

by a Taylor expansion arourtyl of order two:

&V(0) = 50T V'(6) +%59T H.56. (15)

Because the gradient ) is null after convergence, the

first term in (15) vanishes, leading to:

V(6) = %BBT H.50, (16)

which involves only the Hessian H. Vectoy @an be defined
as a canonical vector selecting th& gomponent of6

(eg =[0---010--0]). The deletion of the weigh8, (i.e.,

parameters [57]. The algorithm used for the expemnimwas
programmed by Norgaard [47] and allows a relearmpihgse
between each deletion of a parameter. The restdisepted
are those obtained with or without these additideatning
phases, so four different names are used for kpisithm:

- "OBS_L_FPE" FPE criterion with additional
relearning;

-  “OBS_L_MSSE". MSSE criterion with additional
relearning;

- “OBS_WL_FPE”": FPE criterion without additional

relearning; and
-  “OBS_WL_MSSE™
additional relearning.
2) Neural Network Pruning for Function Approximation
(“N2PFA")

This algorithm uses the mean absolute deviation [y
measure the performance of the neural network. ™M#dD
values are calculated: MADwhich is based on the learning
data set, and MA[ which is based on the validation data set

MSSE criterion  without

1
MADT =MT =—.Y|yT (p) - 2(p)
Pr p=1 (19)
Ry '
>lyv () - z(p)|
p=1

1
MADV :MV =—.
Ry

where subscript T represents the learning datassbscript V
represents the validation data set, and P and tharaumber
of data points and given data set, respectivelye Values

eg (69+9):0) must lead to a minimal increase of thevAD;and MAD, are used to stop the pruning.

criterion. The following Lagrangian may thus bettem:

£(36) == 69TH69+)\( (6e+e)).

17)
Minimizing this leads to:
0
50=-—-H e, (18)
H -1
aq

where Haé is the ¢ diagonal term of H. The weight to be

deleted is that which minimizes (15). Equation (aByws the
g™ weight to be forced to zero, and can update theiring
weights without retraining. It can nevertheless useful to
retrain the network after each pruning of a weightrder to
compensate for the approximation introduced by Thglor
expansion (15). The main difficulty with this algbm is the
choice of the optimal structure, because no staerim is
included. Different criteria may be used to evaudhe
different structures. The two adopted here arentkan sum
square error (MSSE) criterion, using the validatdata set,
and the final prediction error (FPE) criterion, alis used on
the learning data set and accounts for the numlifer

The “N2PFA” algorithm starts with an oversized redur
network, and its parameters are then learned. fitialization
of the algorithm is performed by calculating: nd M, (19)

and by initializing the memonesMbeSt-M and

My best_ My, , and a thresholdErygy = ma>{M best DESt}

The algorithm then proceeds as two steps:
Step 1: Deletion of hidden neurons

=0 and calculate the MAD values i)

(|—1...n1).
Find the minimum MT (ind)=min(MN(i), i=1...n,).

- Setw nd = =0, and relearn the network.

- Update the MAD values Mand M.
- If M7 £Emmax@+B) and My < Ermax@+pB):
0 prune the hidden neuron ind;

best _ best .
o Mz —mln(MT ,MT),

- Setw

o M best: mln(M best MV)

best , , best
0 Erfmax = ma><{MT My }

0 repeat step 1 with the new structure.

- Otherwise, restore the old weights and go to the ne
0



step.

Step 2: Deletion of inputs
Set Wilh =0(0i) and calculate the MAD values
M+(h) (h=1...n).
Find the minimum MT(ind)=min(M(h), h=1...n).
1
i,ind
Update the MAD values Mand M,.
If MT <Enpax@+B) and My < Enpax@+B):

Setw =0(0i), and relearn the network.

0 prune the input ind;

0 M-?-ESt:min(M-?eSt,MT);

0 MeeSt:min(M P/eSt,MV);

0 Efmax = max{M best E’/eSt};

0 repeat step 2 with the new structure.

Otherwise, end the algorithm.

column gives the number of hidden neurons retaiibd.third
column gives the number of parameters (weightshéasks) in
the resulting models. The last column presentgithe spent
to complete the algorithms. For each column, theirmim,

maximum and mean values of the parameters under

consideration are noted for the different algorghosing the
50 sets of initial weights. For each column, twacpatages
are indicated. The first indicates the percentageniial
weight sets that yield values lower than the mealnes The
second indicates the percentage of initial weighd that yield
values higher than the mean value. The lines qooresto the
different tested algorithms.

Recall the optimal structure of the neural moddie (t
objective of the different pruning algorithms). $hstructure
comprises three inputs and two hidden neurons and i
comprised of eight parameters as shown in (20).

First, the number of inputs remaining in the modets the
different algorithms is studied. No algorithm prarthe two

The valuep is used to avoid an early halt of the pruningpurious inputs. Only the algorithms “Engel”, “N2®Fand

algorithm [35]. It is tuned to 0.025. In the followy sections,
this algorithm will be named “N2PFA”".

IV. THE SIMULATION EXAMPLE

To test and evaluate the proposed pruning algoritiva
simulation examples were constructed.

A. Modeling a static system

The nonlinear simulation system to be modeled sbtan
a simple one-hidden-layer perceptron structure wittee
inputs and one output. This system, supposedly awmkn is
chosen to avoid problems related to the differermstsveen
the form of the ‘true’ model and that of the fittetbdel. The
system is described by:

y(t) =1+ tant(z.xl(t) - Xo(t) +3.x 3(t))
+tanh{x(t) - x1(0) + e(t)

where e(t) is an additive Gaussian noise whose rnzeérand

variance is 0.2.

Two data sets of 500 points are created, theffirsmodel
learning and the second for test or validation.sEhevo data
sets include five input variables;(x, and % used here and
two supplementary ones). The five inputs are sempgerof
steps of random length and amplitude. To give eapht a
different influence, the input ranges are [-1;[Q; 1.5],
[-1; 1.5], [0; 0.5] and [-1; O]. The learning algbm is from
Levenberg—Marquardt [47].

The initial learning is carried out with a neuratwork
comprising five inputs, eight hidden neurons ané omtput
(i.e., 57 parameters), for a maximum of 50,00ttens. Fifty
sets of initial parameters were constructed usingodified
Nguyen—Widrow algorithm [58]. The four pruning atgbms
use the same set of initial parameters.

All the results obtained from the first system wgreuped
and synthesized in Table 1. The first column prisseéhe
number of inputs retained by the algorithms and sbeond

: (20)

OBS (using the MSSE criterion with and without ezlg@ng,
i.e., “OBS_L_MSSE” and “OBS_WL_MSSE") prune one of
the two spurious inputs. The percentages and ttzn malues
show that the “N2PFA” algorithm gives the best tesipefore
the OBS algorithm with relearning (when no releagnis
performed, the performances of the algorithm detatés) and
the “Engel” algorithm, which deletes one spurionput in
42% of the cases.

Next, the numbers of hidden neurons remaining i@ th
models are compared for the different algorithmse Tesults
are more dispersed than for the previous study.gvew only
the algorithms “Engel_mod”, “N2PFA”, “OBS_L_MSSEhd
“OBS_WL_MSSE” reach a satisfactory number of hidden
neurons (two). The algorithms “Engel_mod”, “N2PFA”",
“OBS_L_MSSE” give similar results for mean valués6@,
3.58 and 3.78, respectively), the percentage ofltsesbtained
that are lower than the mean values (46%, 56% &%, 5
respectively) and maximal values (6, 8 and 8, rethpaly).
When no relearning is performed with the OBS alpons, the
results deteriorate greatly.

At this point, the “N2PFA” algorithm seems to githe best
results. This stance must be moderated when coirgidéhe
number of parameters comprising the models. OrdyQIBS
algorithm (using the MSSE criterion with and withou
relearning, i.e., “OBS_L_MSSE” or “OBS_WL_MSSE"hfls
eight parameters of the optimal structure. Howefar these
considered structures, some spurious parameters baen
retained, to the detriment of others that were rireily
pruned. In particular, one spurious input remaisslike the
OBS algorithm, the “Engel_mod” and “N2PFA” algoritb
reach structures close to optimal without pruningeful
connections and retaining at best 11 and 13 paeaget
respectively. The analysis of the percentages &rtdeomean
and maximum values shows that these two algoritbime
similar results.



TABLE 1: RESULTS OBTAINED ON THE SYSTEM

Nb_| Nb_H Nb 6 duration
val % val % val % val %
min 4 42% 5 52% 31 40% 3.10E-02 26%
Engel mean 4.6 <> 7.2 <> 47.9 <> 4.70E-02 < >
max 5 58% 8 48% 57 60% 6.30E-02 74%
min 5 2 46% 11 46% 0.11 50%
Engel_mod mean 5 <> 3.68 <> 24.4 < > 0.35 <>
max 5 6 54% 43 54% 0.61 50%
min 4 98% 2 56% 13 56% 1.07 52%
N2PFA mean 4.02 < > 3.58 < > 22.6 <> 1.6 < >
max 5 2% 8 44% 49 44% 2.27 48%
min 5 5 2% 25 44% 134 56%
OBS_L_FPE mean 5 <> 7.9 <> 50.1 <> 20 < >
max 5 8 98% 57 56% 26.1 44%
min 4 80% 2 58% 8 76% 13.4 56%
OBS_L_MSSE mean 4.2 <> 3.78 <> 14.4 <> 20 <>
max 5 20% 8 42% 57 24% 26.1 44%
min 5 8 47 32% 7.56 56%
OBS_WL_FPE  mean 5 < > 8 < > 55.4 < > 9.85 <>
max 5 8 57 68% 11.9 44%
min 4 8% 2 18% 9 26% 7.56 56%
OBS_WL_MSSE mean 4.9 <> 7.5 < > 49.8 < > 9.85 < >
max 5 92% 8 82% 57 74% 11.9 44%
TABLE 2: RESULTS OBTAINED ON THE SYSTEM
Nb_|I Nb_H NB 6 duration
val % val % val % val %
min 8 14% 7 38% 71 42% 3.10E-02 66%
engel mean 9.84 < > 9.44 < > 112.9 < > 5.00E-02 < >
max 10 89% 10 62% 121 58% 9.40E-02 34%
min 10 2 70% 22 48% 0.22 62%
engel_mod mean 10 < > 3.14 < > 36.8 <> 0.7 <>
max 10 6 30% 64 52% 1.03 38%
min 4 70% 2 52% 13 60% 3.49 48%
N2PFA mean 5.52 < > 3.92 < > 32.7 < > 5.74 <>
max 10 30% 10 48% 97 40% 8.11 52%
min 4 48% 2 46% 8 52% 142.1 52%
OBS_L_MSSE mean 5.72 <> 4.7 < > 17 < > 160.4 < >
max 9 52% 9 54% 32 46% 180 48%

Finally, consider the time spent to complete tlgpathms.
The algorithm OBS is slower than the other thregnef no
relearning occurs. The “Engel_mod” algorithm istéashan
its rival (“N2PFA”) with an average ratio of fouetween the
duration of the “Engel_mod” algorithm (0.35 s), atfe
duration of “N2PFA” algorithm (1.60 s). This diffemce is
due, in particular, to the relearning used in tiN2PFA”
algorithm and not used in the “Engel_mod” algorithm

y(t) =1+ tanr(xl(t —2)—Xo(t) + 3.x2 (t—l)) 21

+tanh(xy(t=2) = xp(t - 2)) +&(t) ’ )
where e(t) is an additive Gaussian noise whose riseaaro
and variance is 0.2. The delayed inpytamxd % are sequences
of steps of random length and amplitude. The domatif the
steps of input x(respectively ¥ is randomly chosen between
5 and 10 (respectively 8 and 15). The amplitudexpf
(respectively ¥ is randomly chosen between -1 and 1
(respectively 0 and 1.5).

Two data sets of 500 points were created, theféiranodel
learning and the second for testing or validatibhe input
vector used for the learning is comprised of the imputs X
and % and their respective delays t, t-1, t-2, t—3 add t

A. Modeling a dynamic system

The second system model is also based on a siidderh
layer perceptron, but this time using delayed igpukhis
system is described by:
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This leads to 10 input neurons for the initial stame of the
neural network.

The initial learning is carried out with a neuratwork
comprising 10 inputs, eight hidden neurons and ougput
(i.e., 97 parameters), for a maximum of 50,00ttens. Fifty
sets of initial parameters were constructed usingadlified
Nguyen-Widrow algorithm. The four
algorithms used the same set of initial parameters.

All results obtained on the second system are growmd
synthesized in Table 2. The optimal structure & teural
model (the objective of the different pruning algfuns)
comprises four inputs and two hidden neurons and
comprised of eight parameters, as shown in (21).

For this example, the OBS algorithm is tested usinly the
MSSE criterion and relearning phases. As in thevipts
example, the OBS algorithm prunes useful paramefens
algorithms “N2PFA” and “Engel_mod” perform best agigle
similar results. In particular, no other algorithimds the

optimal number of hidden neurons (two). The “N2PFA”

algorithm reaches a satisfactory four; howeveris islower
than the “Engel_mod” algorithm and takes eight tnthe
execution time.

The results obtained from these two examples shatthe
OBS algorithm gives the worst results, so this atom will
not be used for the industrial application.

I. INDUSTRIAL APPLICATION
At the time of the study, the sawmill had a capadit

270,000 riyear, a turnover of 52 million euros and 30

employees.

The internal supply chain can be described fromozess
point of view, and so the physical industrial protion system
can be broken down into three main parts. To unaedsthe

functioning of the process, the course of a logl voié
described, from its admission into the processtgoekit in
plank form.

The first part of the process corresponds to theecdine,
which is presented in Figure 3. The product flow is
represented by dashed arrows. The log is taken timo

tested pruningorocess by using conveyors RQM1, RQM2 and RQM3.

Depending on its characteristics (scanner MS), It is
driven to RQM4 or RQMS5, which are used as inpugeimtery
for the canter line. Next, the log goes on to tingt tanter’s
machine, and later the CSMK saw transforms theimbg a
grallelepiped, the square in Figure 4.

Smaller diameter of the log

Main products

Secondary product:
(first and second passage)

Larger diameter of the log

Figure 4. The cutting plan

This first step, which gives the two first sides thfe
parallelepiped, produces two planks (called secgnda
products) that are taken out of the canter linagishe BT4
and BT5 conveyors. The log is then driven on theM8Q
conveyor, rotated 90and stored in RQM7 to wait for its

O'second passage to the CSMK saw. After the secosskpa,

the squaring is complete and two other secondagyuts are
taken out of the canter line (using the BT4 and BT5
conveyors) toward the second part of the procasskackums
line
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The square is cut into three planks (called maipcts) on
the MKV saw. These main products are driven tothirel part
of the process, the trimmer line. The cutting of tbg into
main and secondary products is described by thengytlan
(Figure 4).

Figure 5 shows the second part of the process, entier
main machine is the kockums saw. Only secondardymts
are driven onto this part of the process. The sdmgn

products are taken into the line using the BT4 &b
conveyors. They are then sawn up using the QM1 1bsdare
reaching the kockums saw, which optimizes the plank
depending on the needed products. The alignmelet imbised

for the input inventory of the kockums saw. Finalthe
secondary products are sent to the third part efptocess
using the exit conveyor.
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The third part of the process is the trimmer limbjch is
presented in Figure 6. This line performs the fiopération:
cross cutting, or cutting products to length. Theuits of the
line are two collectors (1 and 2), which are usedallect
secondary and main products from the kockums limg the
canter line, respectively. Saw 1 is used to perfarmefault
bleeding. Saw 2 cuts products to length.

Previous work [3] has shown that the trimmer savthis
bottleneck of the entire process.

|I. THE REDUCED MODEL

A. The complete model

The complete model of the sawmill process was cocistd
in previous work [3]. This model is presented igu¥e 7 and
is composed of different modules. The first modslesed to
model the log arrival, which follows a homogene®gsson
process. In this module, the characteristics of lthg are
measured using the scanner (Figure 3) and assbaidiie the
log.

A second module, the “input sorter”, directs thg lo

RQM4 or RQM5 depending on its characteristics. dtyralso
eject the log from the process if it is machinesgeah or if its
dimensions are out of range. The logs go to the medule,
which models the RQM4 and RQM5 queues. Conveyors
RQM4, RQM5 and RQM7 are used as input inventoryttier
canter line. Two other modules are used for thaiksition of
the canter line and the passage of the square MRQhe
canter line model uses two submodels for the manageof
main and secondary products. The canter line hase th
outputs, which lead to the kockums line for theose@ary
products and to the trimmer line for the main prcdu

The other modules, which correspond to the corehef
process, are simpler. They are used to model thkeukas and
trimmer lines and to model the sorting of produ@tto
different racks. The different submodels make thedeh
presented in Figure 7 more complex than represdraeel In
particular, constructing the submodel to manage pitierity
rules for selecting the input inventory for the teanline is
difficult.



B. The reduced model

The design of a complete model for the simulatidnao
workshop is a difficult task that leads to a compigodel. The
bottleneck of this line is the trimmer. Accordirg the theory
of constraints [2], the main industrial objectiwetd optimize
the use of bottlenecks.

information is the thickness (in mm) of the produehich is
also the reference. In this case, only two refezenare
considered: main products are 75 mm and secondadugts
are 25 mm (ref). Consequently, the neural netwansit
variables are Lg, diaGB, diaMOY, diaPB, ref, typece,
Q_trim, U_trim, Q_RQM and RQM. In this application,

Within this framework, modeling the dependencies o%2,775 products were simulated.

inventories RQM4, RQM5 and RQM?7, the canter lind #re
kockums line is unnecessary. In addition, all pausounded
by the gray dashed line in Figure 7 give no directuseful
information for the evaluation of an MPS. Actualbnly the
arrival times of the products in the trimmer queue useful
for simulating the load of this bottleneck. This gy a
multilayer perceptron is used to replace all psmtsounded by
the gray dashed line in Figure 7. The neural nédtwloen uses
the available shop floor information. This networkill
transform the information given by the “log arris¥aland
“input sorter” modules into the arrival times obgucts at the
entrance of the trimmer. It does not require thth pesed by
the product or the transformations undergone bytbduct.

The reduced model is therefore obtained, wherege lpart
of the model comprises a multilayer perceptronfég). The
structure of this network must be determined.

C. Database and initial learning

For this, the available input data of the processraquired
[8]. First, each log is scanned at the input of ¢heter line.
This information relates to the product dimensieith length
(Lg) and three values for timber diameter (diaPBGB and
diaMOY). These variables are used to control thé pé the
log to the RQM4 or RQMS5 queue. This choice is aditamhal
information (RQM).

In addition to this dimensional information, theopess
variables must be characterized at the time ofdds arrival,
so the input stock of the trimmer (Q_trim), thdizdition rate
of the trimmer (U_trim) and the number of logs r@sin the
process between the inputs of RQM4 or RQM5 andeiteof
the canter line (Q_RQM) must be measured.

The last type of information is related to the iogttplan of
the logs. In fact, each log will be cut imiamain or secondary
products. In our application, the cutting plan (F&4) divides
the log into seven products:

The objective is to estimate the del&f{ corresponding to
the throughput time for the 12,775 products, betwéee
process input time and the trimmer queue input .titme
practice AT is the output of the neural network:

nq 10
AT =3 w? .g( Swi xO+ bilj +b. (22)
h=1

i=1

The learning of the network is supervised, so itésessary
to divide the database into learning and validatiata sets.
Previous work [8][10] using the OBS algorithm haswn that
24 hidden neurons are sufficient for modeling thstesm, so
the initial network structure uses 25 hidden nesrofihe
initial learning is therefore carried out with auna network
comprising 10 inputs, 25 hidden neurons and onpubt.e.,
301 parameters), for a maximum of 50,000 iteratidrestake
into account that the learning algorithm performdoaal
search of the minimum, 50 sets of initial paransetave been
constructed using a modified Nguyen—Widrow algaonif8].

D. Comparison of pruning algorithms

The three pruning algorithms use the same set i6élin
parameters. The algorithms under consideratioriN2FA”,
“Engel” and “Engel_mod”. All the results obtainech dhe
industrial case are grouped and synthesized ineTablThe
first line presents the number of inputs retained the
algorithms, and the second line gives the numbehidden
neurons retained. The third line gives the numbér o
parameters (weights and biases) of the resultingetsoLines
4 and 5 give values of the sum square error (MS8igined
for the three algorithms using the learning anddegion data
sets, respectively. The last line presents the tapent to
complete the algorithms.

For each line, the minimum, maximum and mean vatfes

- two secondary products resulting from the firspstethe parameters under consideration are noted éodifferent

line;

percentages are shown. The first indicates theeptage of

step of the cutting process on the CSMK saw of thEhe second is the percentage of initial weight seas give

canter line after staying in the RQM7 queue;

values higher than the mean value. The columngspond to

- three main products resulting from the third stép dhe different tested algorithms. S _
the cutting process on the MKV saw of the canter First, the number of inputs remaining in the modkel

line.

studied. The three algorithms give very differegguits. If the

These two saws (CSMK and MKYV) belong to the cantefEngel_mod” algorithm retains all the inputs, thiee “Engel”

line. These seven products can be classified ihtecet
categories according to the location (CSMK or MKAfd to
the stage in the cutting process (first or secantting). This
information is given by the variable “type_piec&he last

algorithm may prune all the inputs in some casele T
“N2PFA” algorithm has a more realistic behavior ftire
pruning of input variables.



TABLE 3: COMPARISON OF THE3 ALGORITHMS ON THE INDUSTRIAL CASE

Engel Engel_mod N2PFA

min mear max min meatr max min meat max

ND | val 0 8.14 10 10 10 10 5 8.62 10
- % 62% < > 38% < > 38% < > 62%

Nb H val 0 2.26 5 2 2.8 5 2 18.82 25
— % 72% < > 28% 48% < > 52% 40% < > 60%
Nb 6 val 1 25.08 61 24 34.2 61 21 202 301

- % 2% < > 28% 48% < > 52% 42% < > 58%
NSSE ID val 268250 381138 538740 264590 367401 509920 154610 248414620
— % 58% < > 42% 58% < > 42% 64% < > 36%
NSSE val val 265350 407081 639370 285100 393779 575600 175810 266FP580
— % 58% < > 42% 58% < > 42% 68% < > 32%
duration val 12.45 104.51 519.31 53.53 150.58 512.42 167.74  457.7470.65

% 64% < > 36% 76% < > 24% 56% < > 44%

Next, the number of hidden neurons remaining in th®N2PFA” algorithm is the only one that can seldut tinput

models is studied for the different algorithms. €idering the
previous results obtained with the OBS algorithify [Bwas
expected that most hidden neurons would have betaimed.
Yet, if the “Engel” algorithm performs the pruningf all
hidden neurons in some cases, then in most casethitbe
algorithms converge toward the optimal two hiddewrons.
However, this optimum number of hidden neuronsoisfound
very often for the “N2PFA” algorithm, compared witie two
other algorithms. The number of hidden neurons tfoe
“Engel_mod” algorithm has a mean value of 2.8, aimim
value of 2 and a maximum value of 5 when the
algorithm finds the two hidden neurons in only 6%cases
and prunes no hidden neurons in 28% of cases.

The number of parameters remaining in the modefoig
considered. The “Engel_mod” algorithm finds the kesa
structure (the results for “Engel” are biased bg tibsurd
cases where all parameters are pruned). This subecof the
number of hidden neurons that are retained andulsecthe
parameters are pruned one by one. Therefore, dvéme i
“Engel_mod” algorithm cannot prune an input comgigt it
prunes many parameters connecting the inputs anditlden
neurons.

variables. However, it retains fewer than six hiddeurons in
only 14% of the cases. Moreover, this algorithrthige times
slower than the other two. Finally, even if the &h mod”
algorithm cannot perform the variable selectiorddes allow
the rapid calculation of an acceptable number afdéin
neurons for inclusion into the network.

A. Association of the “N2PFA” and “Engel_mod”
algorithms

When considering the previous results, it is irgéng to

“N2PFAC°nSider the association of the two algorithms, PNA” and

“Engel_mod”, in order to determine the structure tbe
network.

The “Engel_mod” algorithm, which is the fastest,ynize
used on the initial structure to quickly determiaegood
number of hidden neurons. Then, the “N2PFA” aldonitmay
be applied on this smaller structure to determime useful
inputs. This approach should reduce the compuiting. t

Table 4 groups the results obtained using the Herdnt
initial sets of parameters.

TABLE 4: RESULTS OF THE ASSOCIATION
Engel_mod + N2PFA

The values of NSSE obtained for the learning arel th min mear max
validation data sets are used to confirm or ineaéda choice val 5 7.98 10
of structure. These values are very difficult tompare - % __62% <> 38%
between algorithms, because “N2PFA” relearns for 50Nb_H :)ZI %2% i‘lf ‘28%
iterations after each pruning of an input or a bkiddheuron, Nb 6 val 10 15.42 25
while the two other algorithms do not perform thédearning - % T2% <> 28%
process. NSSE. ID :)//al égog/om <23>2323 24(1)&2/3450
For the three algorithms, the structures that medaily two V°a| 189"300 544753 48;760
hidden neurons give the best values of NSSE. Thit f NSSE_val %  80% <> 20%
confirms the choice of a structure using two hiddearons. mean val 2.28E-11 5.94 272.69
The last line of Table 3 gives the time spent toplete the  error ID_____ %  98% <> 0.02
three algorithms. The “Engel” and “Engel_mod” ai¢funs Ztr":grd"’}gj dev'at'onf)’/m ggf}z :"735974 2%?})'82
take very similar computing times, but the “N2PFagorithm mean V°a| 0_020 14.22 27;,79
requires three times the computing time, so it ke up to  error_val %  84% < > 16%
half an hour. standard deviatic val 435.06 490.69 698.31
In summary, the “Engel’ algorithm leads to an absur SIolyal :)//‘;I 2802/(58 <62>9 — 2?{‘895
structure without input or hidden neurons in 18%ades. The  duration %  68% <> 2%




The first three lines present the number of inptis

number of hidden neurons and the number of paramete

comprising the resulting model, respectively. Thextntwo
lines show the NSSE values for the learning and/éthelation
data sets, respectively. The next four lines preiem mean
and the standard deviation of the residuals obdaioe the
learning and validation data sets, respectivelye Tdst line
shows the computing time.

The computing time is well reduced, compared wiik t
computing time required for the “N2PFA” algorithnsed
alone. However, all pruning phases take more ttfamihutes
on average.

In most cases, the number of retained hidden neurnds
toward two. The mean number of inputs retainech@rhodel
is eight.

To determine the best structure, the preferrecctstre is
that which gives the smallest mean values of te&lvals for
the learning and validation data sets, and the sbwalues of
NSSE. The selected structure includes eight inpats two
hidden neurons and therefore has 21 parameterd i
structure, the mean errors obtained on the learlirix 10°°)
and the validation (0.018) data sets are close dm.z
Moreover, the standard deviation of the residuashioled with
this structure is among the smallest (437.56 farrimg and
456.17 for validation).

Most of the tests evolve to this considered stmactu
Figure 9 presents the selected structure.

Figure 9. Structure of the network

Of the 10 initial inputs presented to the netwdvkp have
been pruned. These two inputs are the length ofaip€Lg)
and the type of product (ref). For this last vaealeletion
could be predicted because the variable “type_piectudes
the information held by this variable. These twoiatales are
strongly correlated, and the variable “type_piehelds more
information.

B. Results of the reduced model

The neural network is included in the reduced motiae
performances of the reduced model and the compheigel
are investigated in this section.

Figure 10 shows the evolution of the input inventof the
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Figure 10. Input queue of the trimmer (black: coetgimodel
— grey: reduced model)

The differences between the two evolutions of theugs
are due to the stochastic nature of the two modéis. log
arrival for the two models follows a homogeneouss&un
process with a mean of 20 seconds. The initiabnatf the
models can produce an edge effect, which expldieset

differences in evolution of the two models [59][60]
0.5 T T T T T T T

i ana B

~ |

0.35¢ ’ B

0.45

0.4

0.3 /
0.251 b
0.2 B
0.151 b

0.1r b

0.05- 1

0 I I I I I I I
0 2000 4000 6000 8000 10000 12000 14000

16000
Figure 11. Utilisation rate of the trimmer (blackimplete
model — grey: reduced model)

Figure 11 shows the utilization rate of the trimnsx a
function of the time (in seconds) for the two mad@omplete
in black and reduced in gray). The two models prese
similar evolution of the utilization rate and conge to the
same value.

II. CONCLUSION

A new approach for simulation model reduction hagrb
presented. This approach uses a neural network randg

trimmer as a function of the time (in seconds). sThispecifically, a multilayer perceptron. The aim wasnodel the
comparison is performed with two different datessaittained functioning of the part of a process that is natstained in
under the same conditions. Figure 10 shows thattibe capacity.

models present the same type of queue evolution. This paper focused on one step of the network model



design: the determination of the structure of teéwork. In
the first stage, a new pruning algorithm was prepoand
compared with three others using two simulatiomgxas.

Next, these pruning algorithms were applied torduiction
of a model of a sawmill’s internal supply chain.eT$imulation
examples and industrial case have highlighteddhelts of the
different pruning algorithms.

The proposed algorithm allows rapid determinatidnao
satisfactory number of hidden neurons, while thePRA”
algorithm is efficient for the determination of theeful inputs.
Therefore, these two algorithms are associated kertbfit
from their different behaviors.

The results obtained for the industrial case hawveq the
good results of the pruning approach and the cgpdoi
reduce the simulation model by using a neural nd¢wo

Future work could validate this approach using edéht
application cases. One particular application cotddisider
several external supply chains where at least aonermise
belongs to different supply chains.
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