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Abstract. This paper presents a comparison between recent advances made in the field of non conventional imaging techniques for 3D digitization of transparent object. After a large survey, this paper will focus on two recent techniques later called : shape from Visible Fluorescence UV-induced and shape from polarisation in the IR which recently emerged. Results obtained with the technique of Scanning from Heating which, originaly developed in 2008 for the digitization of transparent objects, has sucessfully been modified and applied to the digitization of specular objects.
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INTRODUCTION

Machine vision systems which appear in the industry 25 years ago have greatly benefit from the sensor evolution (resolution as well as spectral band) and from the computing resources. Nowadays, systems include a large amount of information such as multispectral or color information, polarization information, associated with high level image processing or classification schemes. Meanwhile, the marketing and the fashion is leading to a production of complex products, creating the need to develop new systems able to recover and control the 3D aspects of complex ('in shape and in composition) objects. 3D scanning has been investigated for several decades and most of the proposed approaches assume a diffuse or near diffuse reflectance of the object’s surface. The broad literature on the subject is usually divided into active and passive techniques. Active light techniques, whose a recent review is proposed by Blais [2], include laser range scanning, coded structured light systems, digital holography or time-of-flight scanners whereas passive techniques are mainly stereovision, photogrammetry or shape from X techniques (shading, optical flow, motion, focus…).

For transparent objects and in most cases for mirror-like surfaces, a thin layer of powder is generally sprayed onto the object (to make its surface opaque and diffuse) prior to its digitization. This extra step is troublesome, time consuming (the object needs to be cleaned afterwards), the final accuracy is often dependent on the powder thickness and its homogeneousness and in the case of defect detection, these later one can be overlooked and missed in the final classification step.

To overcome this procedure, various methods have been investigated over the last few years and an exhaustive and recent review can be found in [1] which was further recently completed by Meriaudeau and al. [6] for the case of transparent objects. Most of the presented methods require some a priori about the object or assumptions about the interactions of the light with the object surface and are not yet ready to be implemented in the industry. In its review, Irkhe [1] used a taxonomy of 9 object classes (from a rough surface exhibiting a diffuse or near diffuse reflectance, to a more complex surface composed of scattering, absorption, reflexion .. with full global light transport) based on increasing complexity in light transport to be categorized. Our paper proposes to include recent publications posterior to [1] and [2], including shape from from Visible Fluorescence UV-induced [3] as well as shape from polarization [4] with a recent extension in the IR [5], to compare them to the most relevant presented in [1], [2] and to scanning from heating [7], [8], which recently proved to be versatile and useable for specular object [8].

The rest of this paper is organized as follows: the first part will present the a state of the art of the techniques which lead to the 3D geometry of a transparent objects, the second part will focus on two methods which we
recently investigated: shape from polarisation in the IR and shape from Visible Fluorescence UV-induced. The last part will attempt to classify and compare these methods regarding their potential applicability within an industrial context of quality control by optical inspection for which processing time, accuracy, cost and applicability (in term of versatility) are of high importance.

STATE OF THE ART

This paper aims at presenting systems/methods which could lead to machine vision devices and do not therefore put any emphasis on metrology systems such as white light interferometry and deflectometry which both have proven to give high quality results for object with a simple (free form) surface for curvature inspection but are too restrictive for complex objects.

It has to be noted, that, as highlighted by the survey of Irkhe [1] some of the techniques, which for most were inspired from the computer graphics community, are quite versatile and can be used, with the correct a priori, for transparent as well as for specular objects.

Kutulakos and Stegger [10] proposed in 2005, a nice approach where the main idea is to seek to invert the indirect projection process. Knowing the background or the environment (also called environment matting), some a priori about the object (refraction index) and subject to certain restrictions: number of viewpoints higher than three, number of reflexions/refractions limited to two... they were able to achieve the 3D reconstruction of simple transparent objects can be reconstructed. Only one object was reconstructed (diamond shape) with a fair accuracy.

Two years later, Kutulakos and Morris [11] proposed an efficient method based on scatter-trace photography. Their approach involves capturing images of the scene from one or more viewpoints while moving a proximal light source to a 2D or 3D set of positions. This gives a 2D (or 3D) dataset per pixel, called the scatter trace. The scatter trace of each pixel has a highly constrained geometry that (1) reveals the contribution of direct surface reflection, and (2) leads to a simple “scatter trace stereo” algorithm for computing the local geometry of the exterior surface (depth and surface normals). This technique provides reasonable results (accuracy of few mm RMS were reported) for objects with an inhomogeneous interior, but with rather simple shape (smooth surface). Another limitation of this technique is the processing time. A recent low cost version [12], which results offer perspective for computer graphics has just been published.

A very similar approach, based on inverse ray tracing was recently presented by Iwabuci [13] et al. Their technique employs several sensors placed around a simple transparent object (no complex interior) and can infer the shape as well as the index of refraction of the object.

In the same period, Trifonov et al. [14] estimated the shape of a transparent object through visible tomography. Their technique requires immersing in a liquid the object to be digitized. The fact that the index of refraction of the object and the liquid have to be identical to avoid spurious inter-reflections and refractions between the fluid and the object, is very restrictive and is not suited for any transparent object with opaque cavities inside it.

All these techniques rely on the principle of a analyzing the transmitted wave. Similarly, methods which infer the 3D shape while exploiting the reflecting beam are thereafter presented.

Skydan et al. [15] proposed a method close to “deflectometry” to analyze the shape of simple convex shape of transparent object (automotive glass). Their method is quite simple, but the surface height recovery is quite dependant on pre-processing steps as well as on the phase unwarping algorithm.

Hullin et al. [16] proposed a technique borrowed from the structured light technique. The objects are immersed in a fluorescent liquid and illuminated with a laser sheet, resulting in black stripes at the object edges (where fluorescence doesn’t occur) and used for triangulation. Complex objects can be reconstructed; but no error maps are provided. Moreover the technique is too restrictive (restricted size of the object, the need for immersing the object as well as the need for matching the index of refraction of the object with the one of the liquid) to be used in an industrial context.

Yamazaki et al. [17] associated Stereo and Phase shift methods to recover the shape of simple transparent objects by recovering the front and back surfaces of the object, therefore restricting the approach to only two refractions/reflexions onto the objects. The technique also requires an active lighting system which, as for environment matting, has to be moved to several positions near the object and is therefore not suitable for industrial environment.

Myasaki and coworkers [18-20] developed a technique based on "shape from polarization" which was later successfully applied to metallic specular surfaces [21]. This technique will be described in the next part with an extension in the IR region.
More recently, Klank et al. [22] developed a system using active Infrared illumination. The principle relies on the fact that transparent object made of glass absorb the infrared radiation whereas the background will reflect it. Therefore a Time of Flight Camera sensitive to these wavelengths can infer the 3D geometry of the foreground transparent objects. Primary results showed a proof a concept but should be further investigated prior to be deployed within the industry, then can however be used for obstacles detection in robot navigation.

Recently Eren [23] and Meriaudeau [24] proposed a technique called “scanning from heating” (SFH) where an IR pattern is simply projected onto the object generating heat which is then released by the object and imaged by a spatially calibrated IR sensor; the technique relies, therefore, on the observation of the emitted pattern which can be a dot or a line. Various objects were scanned and an industrial prototype is currently being used in Turkey. Authors obtained accurate results (errors between 200 μm), with deviation maps calculated between their model and those obtained with a Minolta VI590 scanner after coating the object to make it diffuse. This technique is highly reliable, versatile (an extension for specular object was recently being made [25]) but relies on costly equipments. (one or two IR cameras visualizing the heat released pattern as well as an IR laser).

Among the described technique the Scanning from Heating is the best one for an implementation within the industry aiming at controlling various transparent objects made of different material. However its high price has led researcher to develop complementary techniques at a lower cost which will be depicted in the next part.

**RECENT NON CONVENTIONAL METHODS**

**Shape from Visible Fluorescence UV-Induced**

Our approach [3] proposes a non contact measurement system for transparent objects which solves the refraction problems by mean of a UV structured light in a triangulation scheme. The novelty of the proposed approach lies in the exploitation of the fluorescence generated at the object surface under the irradiation of a UV Laser using a specific triangulation approach associated with a fluorescence points tracking method. The approach is extendable and adaptable for industrial applications such as glass inspection in quality control and 3D modelling of transparent objects. Two experimental configuration are presented (see FIGURE 1), the first one relies on a point projection whereas the other one is an extension of the former with a line generated by a hemi-cylindrical lens. Results on more than 10 different objects of various shapes, various materials (glass, plastic...), various thicknesses were reported [3]. The achieved mean deviation error can be as low as 100 μm showing the high potential of the method.

![FIGURE 1](image-url)  
**FIGURE 1.** a) Experimental configuration (for the line generation a hemi-cylindrical lens is inserted between the laser and the object.
Shape from Polarization in the IR

Shape from Polarization: Principle

Starting from the work of Wolff [26], [27] in the early 1990s who designed a polarimetric camera with applications dedicated to material identification and separation of diffuse and specular components in the observed scene, Rahmann [28], [29] and Saito [30] showed the possibility to link polarimetric parameters to depth in the observed scene leading to the new concept of “shape from polarization”. The aim of the shape from polarization technique is to measure the normal at each point and then to obtain the whole surface by integration of the normals field.

The shape from polarization was applied by Miyasaki et al [31], [32], [33] and Ferraton and al. [34] for transparent objects and by Morel et al. [35] for their metallic counter parts. Whereas Ferraton and al. [34] proposed a multispectral approach combined with an active lighting to solve the ambiguities on the azimuthal and zenithal angles, Miyasaki [32] was the first one to consider the use of IR combined (two different set-up) with the visible. Unfortunately, the former technique requires a very minute calibration and is quite sensitive to temperature changes preventing it from being used in the industry as such, and the later one needs two different set-ups, one in the visible and one in the IR, implying either registration or a cumbersome optical system. To overcome these two problems, we propose an active shape from polarization in the IR which will be fully described in the next section.

FIGURE 2. a) Original plastic bottle b) plastic bottle digitized with our method c) associated error map (mean error 80 µm, standard deviation 90 µm)

FIGURE 3. a) Original glass b) 3D reconstruction obtained with line projection c) associated error map (mean error 140 µm, standard deviation 120 µm)
The principle of polarization imaging relies on the following principle: after reflection, a non-polarized light wave becomes partially linearly polarized according to the normal to the surface and the optical index of the material at the point of incidence. A partially polarized wave may be defined by three parameters which are: the light intensity $I$, the degree of polarization $\rho$ and angle of polarization $\varphi$. The two latest parameters are respectively linked to zenithal angle $\theta$ and the azimuthal angle $\phi$ through the Snell-Descartes relations. Therefore measuring the degree of polarization $\rho$ and angle of polarization $\varphi$ enables to infer the normal at each point by means of the zenithal angle $\theta$ and the azimuthal angle $\phi$. This normal field is then integrated to recover the 3D shape of the object.

The study of the state of polarization of a light wave requires a rotating polarizer placed in front of an orthographic camera or a combination of active components acting as a rotating polarizer [36]. The relationship (see Figure 3) between the measured intensity $I_p$, the total light magnitude $I_{tot}$, the polarization angle $\varphi$ and the orientation angle $\alpha$ of the polarization filter is given by:

$$I_p(\alpha) = \frac{I_{tot}}{2}(\rho \cos(2\alpha - 2\varphi) + 1)$$  \hspace{1cm} (1)

Where, the degree of polarization is defined by

$$\rho = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}}$$  \hspace{1cm} (2)

And it is equal to zero when the light is not polarized and equal to 1 when the light is linearly polarized which corresponds to the incident angle equals to the Brewster angle.

Equation (1) can also be written as:

$$I_p(\alpha) = \frac{1}{2}(S_0 + S_1 \cos 2\alpha + S_2 \sin 2\alpha)$$  \hspace{1cm} (3)

Where $S_0$, $S_1$ and $S_2$ are the unknown Stokes parameters [39] expressed as:

$$S_0 = I_{tot}$$

$$S_1 = \rho I_{tot} \cos 2\varphi$$

$$S_2 = \rho I_{tot} \sin 2\varphi$$  \hspace{1cm} (4)

The purpose of the polarization imaging is to calculate $I_{tot}$, $\rho$ and $\varphi$ through formulas (1) and (2) or (3) and (4). We used the second solution, by taking 18 images with the polarizer turned of 10° between each acquisition, and solve the system using least mean squares. This solution is more robust against noise compared to the evaluation of the parameters through equations (1) and (2).

Admissibility of the Stokes vector was also investigated prior to any reconstruction, enabling to remove noisy data points [5].

![Figure 3](image)

**FIGURE 3.** Principle of the polarization measurements: a) principle of the shape from polarization, b) optical set-up and c) intensity transmitted through the polarizer.

However, even for the Brewster angle, the degree of polarization is less than 1, this can be compensated by introducing a complex index, where $n$ is the real index and $k$ the coefficient of extinction of the material being studied. This value has to be estimated empirically for each studied sample.
As pointed out earlier by Myasaki [31-33] and Morel [35], the measures of degree of polarization $\rho$ and of the angle of polarization $\varphi$ do not allow a straightforward evaluation of the normal vector defined by zenithal angle $\theta$ and azimuthal angle $\phi$. Indeed, both the degree of polarization $\rho$ and the angle of polarization $\varphi$ provide two candidates for each measure.

To remove the ambiguity on $\phi$ and select the right candidate, we used an active lighting system based on Morel approach [16]. Working on the far IR range shifts the value of the Brewster angle to high values, enabling to infer the correct value of the zenithal angle $\theta$ from the degree of polarization for surface with angle ranging from 0 to 73° (see Figure 4).

**FIGURE 4.** Evolution of the degree of polarization versus the zenithal angle in IR band.

**Experimental Set Up and Results**

Our IR imaging system (Figure 5 (a)) is composed of a thermal camera FLIR SC-645 IR of [7.5 μm – 13 μm] range, of 640x480 resolution, 24.5mm of non telecentric focal lens; a manual rotating (ZnSe) polarizer of [1μm – 15μm] range with an orientation angle $\alpha$; a specific dome (generating the quadrant active IR lighting) composed of two pieces: a metallic cover which top is holed to place the camera, and a slab of 56 resistors (Figure 5 (b)) (12 Ohms and 0.25W each) supplied by a voltage of 12V for each quadrant illumination. The temperature of each resistor is constant ~ 60 degrees Celsius during the acquisitions, corresponding to a maximum radiation of 8.7 μm according to Wien’s law. The camera calibration is done with an IR checkerboard made of two different materials of two different emissivities (Figure 5 (c)) using Bouguet Toolbox. The calibration, enables us estimating $Z_0$, the distance between the object support and the camera [38] to take into account the fact that a perspective camera is used instead of an orthographic one. An example of a reconstructed object is presented on figure 5.(d).

**FIGURE 5:** a) Experimental Set-Up, b) lighting system in the IR made of resistors and which can be turned on by quadrants c) The checkerboard made of two materials of different emissivity for use in IR, d) reconstruction of a glass sample
CONCLUSION

This paper presents a survey about recent techniques for the digitization of transparent objects. All techniques were briefly recalled and compared with each other, with some highlights on their respective advantages and drawbacks (see table 1).

The shape from fluorescence is from far the best tradeoff between price and accuracy and has even shown possible extension for digitization of specular objects. Its only disadvantage is the fact that some parameters need to be tuned for different material compositions. The scanning from heating with a recent extension to the digitization of specular surfaces is also an interesting technique which only drawback is its high price due to the use of IR cameras. The immersion fluorescence technique, provides accurate results but suffers from the supplementary steps of immersing the product which is quite similar as coating them with a powder prior to a digitization with a commercial 3D scanner.

The shape from polarization has also a high accuracy and its recent extension to the IR spectrum shows some new potentiality. A scanning device which will merge all these techniques would also be interesting to investigate in the near future.

**TABLE 1**: Comparison of the various method

<table>
<thead>
<tr>
<th>TECHNIQUES</th>
<th>Accuracy</th>
<th>Versatility</th>
<th>Complex objects</th>
<th>No need for high post-processing</th>
<th>No a priori needed</th>
<th>Possible online application</th>
<th>Cost effective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shape from induced Fluorescence</td>
<td>✅</td>
<td>✅</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>multi- wavelength range imaging</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scanning from Heating</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Shape from Polarization</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Shape from distortion</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Light Path Triangulation</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Shape from Tomography</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Polarization and phase shifting</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Multipeak Range Imaging</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
</tbody>
</table>

Optimal ✅
Good ✗
Not so good ✗
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