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Introduction to 1-summability
and the resurgence theory

David Sauzin

Abstract

This text is about the mathematical use of certain divergent power series. The first
part is an introduction to l-summability. The second part is an introduction to Ecalle’s
resurgence theory. A few elementary or classical examples are given a thorough treatment
(the Euler series, the Stirling series, a less known example by Poincaré). Special attention
is devoted to non-linear operations and original demonstrations are included. The resurgent
approach to the classification of tangent-to-identity germs of holomorphic diffeomorphisms
in the simplest case is also included.
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This text is an extended version of the course given in Lima, which also incorporates material
from courses taught at the Scuola Normale Superiore di Pisa between 2008 and 2010. We tried
to make it as self-contained as possible, and accessible to undergraduate students, assuming
only on their part some familiarity with holomorphic functions of one complex variable. The
first part of the text (Sections 1-17) can be used as an introduction to 1-summability and to
the course of M. Loday | ] in the same volume.

INTRODUCTION

1 Prologue

1.1 At the beginning of the second volume of his New methods of celestial mechanics | 1,
H. Poincaré dedicates two pages to elucidating “a kind of misunderstanding between geometers
and astronomers about the meaning of the word convergence”. He proposes a simple example,

namely the two series
1000™ n!
2o Al Y T (1)

He says that, for geometers (i.e. mathematicians), the first one is convergent because the term
for n = 1.000.000 is much smaller than the term for n = 999.999, whereas the second one
is divergent because the general term is unbounded (indeed, the (n + 1)-th term is obtained
from the nth one by multiplying either by 1000/n or by n/1000). On the contrary, according
to Poincaré, astronomers will consider the first series as divergent because the general term is
an increasing function of n for n < 1000, and they will consider the second one as convergent
because the first 1000 terms decrease rapidly.

He then proposes to reconcile both points of view by clarifying the role that divergent series
(in the sense of geometers) can play in the approximation of certain functions. He mentions the
example of the classical Stirling series, for which the absolute value of the general term is first
a decreasing function of n and then an increasing function; this is a divergent series and still,
Poincaré says, “when stopping at the least term one gets a representation of Euler’s gamma
function, with greater accuracy if the argument is larger”. This is the origin of the modern
theory of asymptotic expansions.’

1.2 In this text we shall focus on formal series given as power series expansions, like the Stirling
series for instance, rather than on numerical series. Thus, we would rather present Poincaré’s
simple example (1) in the form of two formal series

1000" nl
2, —r it amd ) ot @)
n>0

n>0

the first of which has infinite radius of convergence, while the second has zero radius of con-
vergence. For us, divergent series will usually mean a formal power series with zero radius of
convergence.

In fact, Poincaré’s observations go even beyond this, in direction of least term summation for Gevrey series,
but we shall not discuss the details of all this in the present article; the interested reader may consult | 1,

[ I [ J-



Our first aim in this text is to discuss the Borel-Laplace summation process as a way of
obtaining a function from a (possibly divergent) formal series, the relation between the original
formal series and this function being a particular case of asymptotic expansion of Gevrey type.
For instance, this will be illustrated on Euler’s gamma function and the Stirling series (see
Section 11). But we shall also describe in this example and others the phenomenon for which
J. Ecalle coined the name resurgence at the beginning of the 1980s and give a brief introduction
to this beautiful theory.

2 An example by Poincaré

Before stating the basic definitions and introducing the tools with which we shall work, we want
to give an example of a divergent formal series (]B(t) arising in connection with a holomorphic
function ¢(t) (later on, we shall come back to this example and see how the general theory
helps to understand it). Up to changes in the notation this example is taken from Poincaré’s
discussion of divergent series, still at the beginning of | ].

Fix w € C with 0 < |w| < 1 and consider the series of functions of the complex variable ¢

w
o) = o), ot) = (3)

k>0
This series is uniformly convergent in any compact subset of U = C* \ { -1, —%, —%, . }, as is

easily checked, thus its sum ¢ is holomorphic in U.

We can even check that ¢ is meromorphic in C* with a simple pole at every point of the

form —% with k£ € N*: Indeed, C* can be written as the union of the open sets

Uv={teC||t| >1/N}

for all N > 1; for each N, the finite sum ¢g + ¢1 + - - - + ¢n is meromorphic in Uy with simple

poles at —1, —%, cen —ﬁ, on the other hand the functions ¢, are holomorphic in Uy for all
k> N+1, with |¢x(t)] < il < ! ! el hence the uniform convergenc
wi —_ —_ - ——, whence the uniform convergence

= ’ ROT= %+ 17k =\ N~ N +1 2 &

and the holomorphy in Uy of ¢pn41+dnio+- - follow, and consequently the meromorphy of ¢.
We now show how this function ¢ gives rise to a divergent formal series when ¢ approaches 0.
For each k£ € N, we have a convergent Taylor expansion at the origin

or(t) = Z(—l)"wkk”t" for |t| small enough.
n>0
Since for each n € N the numerical series

b, = Z k" w® (4)

k>0

is convergent, one could be tempted to recombine the (convergent) Taylor expansions of the ¢p’s

as o(t)“=" Z (Z(—l)”wkk”t”) “=" Z(—l)” <Z k:”wk) ", which amounts to considering
k n

n k
the well-defined formal series

S(t) =D (=1)"bpt" (5)

n>0
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as a Taylor expansion at 0 for ¢(¢). But it turns out that this formal series is divergent!

Indeed, the coefficients b,, can be considered as functions of the complex variable w = e,
for w in the unit disc or, equivalently, for fe s < 0; we have by = (1 — w)™t=(1-e*)"! and
by, = (w%)n by = (d%)n bp. Now, if ¢(t) had nonzero radius of convergence, there would exist
A, B > 0 such that |b,| < AB™ and the formal series

F(Q) =) (=1)"bn>; (6)

would have infinite radius of convergence, whereas, recognizing the Taylor formula of by with
respect to the variable s, we see that F(() = Z(—l)”% (d%)nbo = (1 —e*~9)~! has a finite
radius of convergence (F'({) is in fact the Taylor expansion at 0 of a meromorphic function with
poles on s + 27iZ, thus this radius of convergence is dist(s, 27iZ)).

Now the question is to understand the relation between the divergent formal series qg(t) and
the function ¢(t) we started from. We shall see in this course that the Borel-Laplace summation
is a way of going from qz(t) to ¢(t), that ¢(t) is the asymptotic expansion of o(t) as [t| — 0 in
a very precise sense and we shall explain what resurgence means in this example.

Remark 2.1. We can already observe that the moduli of the coefficients b, satisfy
|bn| < AB™nl, n €N, (7)

for appropriate constants A and B (independent of n). Such inequalities are called Gevrey-1
estimates for the formal series ¢(t) = > bpt™. For the specific example of the coefficients (4),
inequalities (7) can be obtained by reverting the last piece of reasoning: since the meromorphic
function F(C) is holomorphic for |¢| < d = dist(s,27iZ) and b, = (—1)"F™(0), the Cauchy
inequalities yield (7) with any B > 1/d.

Remark 2.2. The function ¢ we started with is not holomorphic (nor meromorphic) in any
neighbourhood of 0, because of the accumulation at the origin of the sequence of simple poles
—1/k; it would thus have been quite surprising to find a positive radius of convergence for ¢.

THE DIFFERENTIAL ALGEBRA C[[z71]];

AND THE FORMAL BOREL TRANSFORM

3 The differential algebra (C[[z']],0)

3.1 It will be convenient for us to set z = 1/t in order to “work at co” rather than at the
origin. At the level of formal expansions, this simply means that we shall deal with expansions
involving non-positive integer powers of the indeterminate. We denote by

Cllz"1)) = {go(z) = anz", with any ag,ay,... € c}

n>0



the set of all these formal series. This is a complex vector space, and also an algebra when we
take into account the Cauchy product:

(Z anz_") (anz_") = Z cnz ", Cp = Z apby.

n>0 n>0 n>0 ptqg=n

The natural derivation A

- = 8
P (8)
makes it a differential algebra; this simply means that we have singled out a C-linear map which
satisfies the Leibniz rule

O(ph) = (D)0 + @(9¥),  ¢,1 € C[lz""]]. (9)

2

d
If we return to the variable ¢ and define D = —t“—, we obviously get an isomorphism of

differential algebras between (C[[z71]],9) and (C[[t]], D) by mapping >_ anz™" to > ant™.
3.2 The standard valuation (or ‘order’) on C[[z7!]] is the map
val: C[[z7!]] = NU {o0} (10)

defined by val(0) = oo and val(p) = min{n € N | a,, # 0} for ¢ = > a,z=" # 0.
For v € N, we shall use the notation

2VCllz7 Y] = { Z anz~ ", with any ay,ay41,... € C}. (11)

n>v

This is precisely the set of all ¢ € C[[z7!]] such that val(p) > v. In particular, from the
viewpoint of the ring structure, J = 271C[[z7!]] is the maximal ideal of C[[z~!]]; its elements
will often be referred to as “formal series without constant term”.
Observe that
val(dp) > val(p) +1,  peCll="1], (12)

with equality if and only if ¢ € 271C[[z71]].

3.3 It is an exercise to check that the formula

d(p,) =279 oy eCllz7"]], (13)

defines a distance and that C[[27!]] then becomes a complete metric space. The topology
induced by this distance is called the Krull topology or the topology of the formal convergence
(or the J-adic topology). It provides a simple way of using the language of topology to describe
certain algebraic properties.

The Cauchy criterium for a sequence (yp) of formal series means that, for each n € N, the
sequence of the nth coefficients is stationary: there exists an integer p,, such that coeff,,(yp) is
the same complex number «, for all p > p,; the limit lim ¢, is then simply > o, 27" (observe
that this property of formal convergence of (¢,) has no relation with any topology on the field
of coefficients, except with the discrete one).

In practice, we shall use the fact that a series of formal series ) ¢, is formally convergent

if there is a sequence of integers v, —— oo such that ¢, € z7*»C[[z7!]] for all p. Each
P—00

coefficient of the sum ¢ = ) ¢, is then given by a finite sum: the coefficient of 2z~

coeff,, () = Z coeff,, (¢p), where M, = {p | v, < n}.
pEMp

" in @ is



Exercise 3.1. Check that, as claimed above, (13) defines a distance which makes C[[z7!]] a
complete metric space; check that the subspace C[z71] of polynomial formal series is dense.
Show that, for the Krull topology, C[[z~!]] is a topological ring (i.e. addition and multiplication
are continuous) but not a topological C-algebra (the scalar multiplication is not). Show that 0
is a contraction for the distance (13).

3.4 As an illustration of the use of the Krull topology, let us define the composition operators
by means of formally convergent series.

Given ¢, x € C[[z7!]], we observe that val(0P¢) > val(¢)+p (by repeated use of (12)), hence
val(x? 0Pp) > val(¢) + p and the series

, 1
po(id+x) =) X" (14)
p=0 V"

is formally convergent. Moreover
val (p o (id+yx)) = val(y). (15)

We leave it as an exercise for the reader to check that, for fixed x, the operator ©: ¢ —
@ o (id+y) is a continuous automorphism of algebra (i.e. a C-linear invertible map, continuous
for the Krull topology, such that ©(py) = (O¢)(O)).

A particular case is the shift operator

Te: Cllz" N = Clle™), - w(2) = 9(z+0) (16)

with any ¢ € C (the operator T is even a differential algebra automorphism, i.e. an automor-
phism of algebra which commutes with the differential 9).

The counterpart of these operators in C[[t]] via the change of indeterminate t = z~! is
o(t) — qb(ﬁ) for the shift operator and, more generally for the composition with id +Y,
¢ ¢oF with F(t) = 1++G(t)’ G(t) = x(t71). See Sections 14-16 for more on the composition
of formal series at oo (in particular for associativity).

Exercise 3.2 (Substitution into a power series). Check that, for any ¢(z) € z71C[[z7}]],
the formula

H(t) = Z hpt? — H o ¢(z) = Z hy (cp(z))p

p=>0 p>0

defines a homomorphism of algebras from C[[t]] to C[[z7']], i.e. a linear map © such that ©1 = 1
and @(HlHQ) = (@Hl)(@Hg) for all Hl,HQ.

Exercise 3.3. Put the Krull topology on C][¢]] and use it to define the composition operator
Cr: ¢+ ¢oF for any F' € tC[[t]]; check that Cr is an algebra endomorphism of C[[t]]. Prove
that any algebra endomorphim © of C[[t]] is of this form. (Hint: justify that ¢ € tCl[t]] <~
Va € C*, a + ¢ invertible = Va € C*, a + ©¢ invertible; deduce that F' = ©t € tC[[t]];
then, for any ¢ € C[[t]] and k € N, show that val(©¢ — Cr¢) > k by writing ¢ = P + t*4 with
a polynomial P and conclude.)



4 The formal Borel transform and the space of Gevrey-1 formal
series C[[z71]];

4.1 We now define a map on the space 2 !C[[z7!]] of formal series without constant term
(recall the notation (11)):

Definition 4.1. The formal Borel transform is the linear map B: z~'C[[z7!]] — C[[¢]] defined

by
) 00 o A 00 Cn
B:gpzZanz” H@zZana.
n=0 n=0

In other words, we simply shift the powers by one unit and divide the nth coefficient by n!.
Changing the name of the indeterminate from z (or z~!) into ¢ is only a matter of convention,
however we strongly advise against keeping the same symbol.

The motivation for introducing B will appear in Sections 6 and 7 with the use of the Laplace
transform.

The map B is obviously a linear isomorphism between the spaces z~'C[[z~!]] and CJ[[¢]].
Let us see what happens with the convergent formal series of the first of these spaces. We say
that $(z) € C[[z7}]] is convergent at oo (or simply ‘convergent’) if the associated formal series
d(t) = ¢(1/2) € C[[t]] has positive radius of convergence. The set of convergent formal series
at oo is denoted C{z~!}; the ones without constant term form a subspace denoted z~1C{z71}.

Lemma 4.2. Let p € z7'C[[z7Y]]. Then @ € 2~ C{z71} if and only if its formal Borel transfom
@ = B has infinite radius of convergence and defines an entire function of bounded exponential
type, i.e. there exist A, ¢ > 0 such that |$(C)| < Ael¢l for all ¢ € C.

Proof. Let p(z) = >, ~0anz "1, This formal series is convergent if and only if there exist
A, ¢ > 0 such that, for all n € N, |a,| < Ac™

If it is so, then |a,("/n!| < Ale¢|™ n!, whence the conclusion follows.

Conversely, suppose ¢ = B@ sums to an entire function satisfying |¢(¢)] < Ae¢l for all
¢ € C and fix n € N. We have a,, = @(”)(O) and, applying the Cauchy inequality with a circle
CO,R)={CeC||¢|=R}, we get

l!AecR

n! R
n| = 55 =
lan| < max || <
) Rr

R"™ c(o,R

Choosing R =n and using n! =1 x 2 x --- x n < n", we obtain |a,| < A(e®)"™, which concludes
the proof. n

The most basic example is the geometric series
Xe(2) =2 1=z )y 1 =T (271 (17)

convergent for |z| > |c|, where ¢ € C is fixed. Its formal Borel transform is the exponential
series

Re(C) = e, (18)

4.2 In fact, we shall be more interested in formal series of C[[¢]] having positive but not
necessarily infinite radius of convergence. They will correspond to power expansions in z7!
satisfying Gevrey estimates similar to the ones encountered in Remark 2.1:



Definition 4.3. We call Gevrey-1 formal series any formal series ¢(2) = 3, g anz™" € Cllz7Y]
for which there exist A, B > 0 such that |a,| < AB™n! for all n > 0. Gevrey-1 formal series
make up a vector space denoted by C[[z71]];.

Lemma 4.4. Let ¢ € 27 1C[[z7!]] and ¢ = B@ € C[[¢]]. Then p € C{¢} (i.e. the formal series
@(¢) has positive radius of convergence) if and only if ¢ € C[[z~]]1.

Proof. Obvious. O

In other words, a formal series without constant term is Gevrey-1 if and only if its formal
Borel transform is convergent. The space of Gevrey-1 formal series without constant term will
be denoted 2z 'C[[z!]]; = B~ (C{¢}), thus

Cllz"' i =Cao=z"'Cllz" "] (19)

4.3 We leave it to the reader to check the following elementary properties:
Lemma 4.5. If p € 27 'C[[z7 Y]] and » = By € C[[(]], then

o 9p €27 2Cl[z7"]] and B(9g) = —C&(0),

o T.¢ € z7'C[[z7Y]] and B(T.3) = e~“p(¢) for any c € C,

o B(z7'@) = [5 (¢1)d¢r,

deé
d¢’

In the third property, the integration in the right-hand side is to be interpreted termwise. The
second property can be used to deduce (18) from the fact that, according to (17), x. = T—c(Xo)
and Yo = 2! has Borel tranform = 1.

Since ﬁT_l is invertible in C[[¢]] and in C{(}, the second property implies

o if g € 27 *C[[z7"] then B(z¢) =

Corollary 4.6. Given i) € z2C[[z7]], with Borel transform () € CC[[¢]], the equation

¢(z+1) —¢(2) = ¢(2)
admits a unique solution ¢ in 2~ C[[z]], whose Borel transform is given by

P0) = = (C).

e

If ¢(2) is Gevrey-1, then so is the solution ¢(z).

5 The convolution in C[[¢]] and in C{(}

5.1 The convolution product, denoted by the symbol *, is defined as the push-forward by B of
the Cauchy product:

Definition 5.1. Given two formal series @, € C[[¢]], their convolution product is ¢ % ¢ =
B(30), where ¢ = B-1p, = B4,

10



At the level of coefficients, we thus have
n R Cn . Cn-{—l
p=D gy U= buy = pxd=) vy withen = 3 agy (20)
n>0 n>0 n>0 p+qg=n

The convolution product is bilinear, commutative and associative in CJ[[(]] (because the
Cauchy product is bilinear, commutative and associative in z7!C[[z7!]]). It has no unit in
CJ[¢]] (since the Cauchy product, when restricted to z~'C[[z7!]], has no unit). One remedy
consists in adjoining a unit: consider the vector space C x C[[(]], in which we denote the
element (1,0) by ¢; we can write this space as Cé @ C[[(]] if we identify the subspace {0} x C[[(]]
with C[[¢]]. Defining the product by

(ad + @) * (b3 + 1) = abd + at) + b + ¢ * 1,

we extend the convolution law of C[[¢]] and get a unital algebra Cé & C[[¢]] in which C[[(]] is
embedded; by setting
Bl =9,

we extend B as an algebra isomorphism between C[[z~!]] and C§ @ C[[¢]]. The formula
0: ad + () = —C2(0) (21)

defines a derivation of Cd @ C[[(]] and the extended B appears as an isomorphism of differential
algebras

B: (C[[z7Y)],8) = (Cs @ C[[¢]],9)
(simple consequence of the first property in Lemma 4.5). It induces an algebra isomorphism
B: Cl[z7')1 = Cs @ C{¢} (22)
in view of (19) and Lemma 4.4.

Remark 5.2. For c € C, the formula

A

T.: ad + $(C) — ad + e p(C) (23)

defines a differential algebra automorphism of ((C5 @ CI[¢]], 3), which is the counterpart of the
operator T, via the extended Borel transform.

5.2 When particularized to convergent formal series of the indeterminate (, the convolution
can be given a more analytic description:

Lemma 5.3. Consider two convergent formal series @,1& € C{¢}. Let R > 0 be smaller than
the radius of convergence of each of them and denote by ® and W the holomorphic functions
defined by ¢ and 1) in the disc D(0,R) ={( € C||¢| < R}. Then the formula

¢
B 0(0) = [ 9(@)E - )G (24)

defines a function ® x ¥ holomorphic in D(0, R) which is the sum of the formal series @*1[1 (the
radius of convergence of which is thus at least R).

11



Proof. By assumption, the power series
R ¢" . ¢"
p(Q) =) any and () =Y buy
n>0 ’ n>0 ’
sum to ®(¢) and ¥(¢) for any ¢ in D(0, R).

Formula (24) defines a function holomorphic in D(0, R), since ® % ¥(() = fol F(s,¢)ds with

(5,6) = F(s,¢) = ¢®(s¢)¥((1 - s)) (25)

continuous in s, holomorphic in ¢ and bounded in [0,1] x D(0, R") for any R’ < R.
Now, manipulating F'(s, () as a product of absolutely convergent series, we write

F(S,C) — Z apbq (Slfl)p ((1 - S)C) C — ZFn(s)CnJrl

|
P,q>0 T n>0
) _ . 1 - .
With Fo(s) = 3 pigmn apbq,;—};(1 q!s)q; the elementary identity [, %1;(1 q!s)q ds = m yields
Jo Fu(s)ds = o with en =371 apbg, hence
- Cn—i—l
xW(() = ch(n+ o

~

for any ¢ € D(0, R); recognizing in the right-hand side the formal series ¢ x ¥ (cf. (20)), we
conclude that this formal series has radius of convergence > R and sums to ® * W. O

For instance, since Bz~! = 1, the left-hand side in the third property of Lemma 4.5 can be
written (1% ¢)(¢) and, if ¢(z) € 27 'C[[z7!]]1, the integral foc $(¢1) d¢; in the right-hand side
can now be given its usual analytical meaning: it is the antiderivative of ¢ which vanishes at 0.

We usually make no difference between a convergent formal series ¢ and the holomorphic
function @ that it defines in a neighbourhood of the origin; for instance we usually denote them
by the same symbol and consider that the convolution law defined by the integral (24) coincides
with the restriction to C{(} of the convolution law of C][[(]]. However, as we shall see from
Section 18 onward, things get more complicated when we consider the analytic continuation in
the large of such holomorphic functions. Think for instance of a convergent ¢(¢) which is the
Taylor expansion at 0 of a function holomorphic in C \ €2, where Q is a discrete subset of C*
(e.g. a function which is meromorphic in C and regular at 0): in this case ¢ has an analytic
continuation in C\ © whereas, as a rule, its antiderivative 1 % ¢ has only a multiple-valued
continuation there. . .

5.3 We end this section with an example which is simple (because it deals with explicit entire
functions of ¢) but useful:

Lemma 5.4. Let p,q € N and c € C. Then
+q+1
(ged) . <Qec<) _ P« (26)
p! q! (p+q+ 1)
Proof. One could compute the convolution integral e.g. by induction on ¢, but one can also

notice that %ecc is the formal Borel transform of T_.z~P~! (by virtue of the second property in

Lemma 4.5), therefore the left-hand side of (26) is the Borel transform of (7.2 P~1)(T_.z~971) =
T_,z7P=972, O

12



THE BOREL-LAPLACE SUMMATION ALONG R™T

6 The Laplace transform

The Laplace transform of a function ¢: Rt — C is the function £°¢ defined by the formula,

+00
(@) = [ a0 1)
Here we assume ¢ continuous (or at least locally integrable on R** and integrable on [0,1]) and

[B(Q)] < Ae™s,  (>1, (28)

for some constants A > 0 and ¢y € R, so that the above integral makes sense for any complex
number z in the half-plane
I, ={2z€C|Rez>cp}.

Standard theorems ensure that £°p is holomorphic in Il (because [e™*¢| = e=¢%¢# < e=€1€ for
any z € Il.,, hence, for any ¢; > cg, we can find ®: RT — R* integrable and independent of z
such that [e*¢(¢)| < ®(¢) and deduce that £°¢ is holomorphic on II,).

Lemma 6.1. For anyn € N, .CO(%)(Z) =z7""1 on .

Proof. The function EO(%) is holomorphic in Il for any ¢y > 0, thus in IIy. The reader can

check by induction on n that f0+°° e *s"ds = n! and deduce the result for z > 0 by the change
of variable ¢ = s/z, and then for z € IIy by analytic continuation. O

In fact, for any complex number v such that fev > 0, EO(%D(;; ) = z7% for z € Illy, where I'
is Euler’s gamma function (see Section 11).
We leave it to the reader to check

Lemma 6.2. Let ¢ as above, ¢ = L@ and ¢ € C. Then each of the functions —(p(C), e=<@(C)
or 1xp(¢) = foc &(C1)d¢r satisfies estimates of the form (28) and

. 2=,
o L%(e™p) = p(z +0),

o L2014 9) = 2 Np(2),

e if moreover ¢ is continuously derivable on R™ with Ccll—? satisfying estimates of the form (28),

then L0 @?) = 20(2) — $(0).

Remark 6.3. Assume that p: RT — C is locally integrable and bounded. Then L£°( is holo-
morphic in {Re z > 0}. If one assumes moreover that LOp extends holomorphically to a neigh-
bourhood of {Rez > 0}, then the limit of fOT S(C)d¢ as T — oo exists and equals (L°@)(0);
see |[. | for a proof of this statement and its application to a remarkably short proof of the
Prime Number Theorem (less than three pages!).

13



7 The fine Borel-Laplace summation

7.1 We shall be particularly interested in the Laplace transforms of functions that are analytic
in a neighbourhood of R* and that we view as analytic continuations of holomorphic germs
at 0.

Definition 7.1. We call half-strip any set of the form S5 = {{ € C | dist(¢,R") < 6 } with a
d > 0. For ¢y € R, we denote by N, (RT) the set consisting of all convergent formal series ¢(¢)
defining a holomorphic function near 0 which extends analytically to a half-strip Ss with

()] < Aell, ¢ e S,

where A is a positive constant (we use the same symbol ¢ to denote the function in Ss and the
power series which is its Taylor expansion at 0). We also set

N®Y) = | Nop(RY)

coER
(increasing union).

Theorem 7.2. Let p € Noy(RT), cg > 0. Set a, == ¢ (0) for every n € N and ¢ = L.
Then for any c1 > co there exist L, M > 0 such that

lo(2) —agz ™t —a1272 — - —an_127 V| < LMYV Nz 7N, zell,, NeN. (29)

Proof. Without loss of generality we can assume c¢g > 0. Let § > 0 be as in Definition 7.1. We
first apply the Cauchy inequalities in the discs D((,§) of radius § centred on the points ¢ € R*:

|
1™ () < :;—n sup |@| < nlo " A’e S, (eRT, neN, (30)
D(¢,9)

where A’ = Ae9. In particular, the coefficient ay = $(V)(0) satisfies
lan| < N6~V A (31)

for any N € N. Let us introduce the function

. ¢N

R(¢) = ¢(¢) —ao — a1 — -+ —an 7,

which belongs to NV, (RT) (because ¢y > 0) and has Laplace transform
LOR(z) = ¢(2) —apz ' —a1272 — - —ayz VL.
Since 0 = R(0) = R'(0) = = RM)(0), the last property in Lemma 6.2 implies LOR(z) =
2 1LOR(2) = 27 2L°R" (2 ) = ... = g N-ILORINHD (%) and, taking into account RN+ =
W+ we end up with
o(z) —agz ™t — - — aN_lz*N = anz N4 N0 (),

For z € Il,,, |£9(e%¢)(2)| < gt o < 01 o thus inequality (30) implies that 1L0p(N4D) ()] <
(N + D11 A/ < N'(2/5) 700). Together with (31), this yields the conclusion with
=2/6 and L= A’(l + 5tersa)- O
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Here we see the link between the Laplace transform of analytic functions and the formal
Borel transform: the Taylor series at 0 of ¢({) is > an%, thus the finite sum in the left-hand
side of (29) is nothing but a partial sum of the formal series @¢(2) = B71¢p = Y a,z7"" ! €
2z71C[[z7!]]1. The connection between the formal series ¢ and the function ¢ which is expressed
by the existence of L, M > 0 for which (29) holds is called Gevrey-1 asymptotic expansion. We
use the notation

p(2) ~1 9(2),  zelly (32)
for this relation between a function and a formal series.

7.2 Theorem 7.2 can be exploited as a tool for “resummation”: if it is the formal series
@(z) € 271C[[z71]]1 which is given in the first place, we may apply the formal Borel transform
to get $(¢) € C{¢}; if it turns out that ¢ belongs to the subspace N (R™) of C{(}, then we
can apply the Laplace transform and get a holomorphic function ¢(z) which admits ¢(z) as
Gevrey-1 asymptotic expansion. This process, which allows us to go from the formal series ¢(2)
to the function ¢ = LB, is called fine Borel-Laplace summation (in the direction of R™).

The above proof of Theorem 7.2 is taken from | |, in which the reader will also find a
converse statement: the mere existence of a holomorphic function which admits ¢(z) as Gevrey-
1 asymptotic expansion in a half-plane implies the condition Bg € N (R™); moreover, when it
exists, such a holomorphic function is unique (we skip the proof of these facts). In this situation,
the holomorphic function ¢(z) can be viewed as a kind of sum of ¢(z), although this formal
series may be divergent, and the formal series ¢ itself is said to be fine-summable in the direction
of RT.

If we start with a convergent formal series, say @¢(z) € z~1C{z~'} supposed to be convergent
for |z] > ¢o, then the reader can check that By € N, (RT) for any ¢; > cp, thus @(2) is fine-
summable and £°B@ is holomorphic in the half-plane I1.,. We shall see in Section 9 that £°Bp
is nothing but the restriction to Il., of the ordinary sum of @(z).

7.3 The formal series without constant term which are fine-summable in the direction of R
clearly form a linear subspace of 2 !C[[z7!]];. To cover the case where there is a non-zero
constant term, we make use of the convolution unit § = B1 introduced in Section 5. We extend
the Laplace transform by setting £ := 1 and, more generally,

L2%%ad+ @) =a+ L
for a complex number a and a function ¢.

Definition 7.3. A formal series of C[[z7}!]] is said to be fine-summable in the direction of Rt
if it can be written in the form @o(2) = a + ¢(z) with a € C and ¢ € B~ (NV(RT)), i.e. if its
formal Borel transform By = a d+@(¢) belongs to the subspace C DN (RT) of CIBC[[(]]. Tts
Borel sum is then defined as the function £°(a § + (), which is holomorphic in the half-plane II.
and admits @g(z) as Gevrey-1 asymptotic expansion there provided ¢ € R is large enough.

The operator of Borel-Laplace summation in the direction of R is defined as the composition
0 = %0 B acting on all such formal series @g(z).

Remark 7.4. Beware that 11, is usually not the maximal domain of holomorphy of the Borel
sum SYpq: it often happens that this function admits analytic continuation in a much larger
domain and, in that case, I1, may or may not be the maximal domain of validity of the Gevrey-1
asymptotic expansion property.

7.4 We now indicate a simple result of stability under convolution:
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Theorem 7.5. The space N(R*) is a subspace of C{¢} stable by convolution. Moreover, if
co € R and $,1 € Ny (RT), then ¢ x1p € N, (RT) for every ¢1 > ¢y and

L@ ) = (L°9)(L) (33)
in the half-plane Il .

Corollary 7.6. The space C® B! (N(R*)) of all fine-summable formal series in the direction
of RT is a subalgebra of C[[z1]] which contains the convergent formal series. The operator of
Borel-Laplace summation #° satisfies

7 <df> = S (), S (Bolz + ) = (P @)z + o) (34)

Z(Goto) = (7 F0) (7 ¢0) (35)
for any ¢ € C and fine-summable formal series Gg, Uo.

Later, we shall see that Borel-Laplace summation is also compatible with the non-linear
operation of composition of formal series.

Proof of Theorem 7.5. Suppose @, 1/3 € N(RT), with ¢ holomorphic in a half-strip Ss in which
13(¢)] < A’e%ll and +) holomorphic in a half-strip Sg» in which [1)(¢)| < A” eS¢l Let § =
min{d’, 6"} and ¢o = max{c(, cj}.

We write x(¢) = fol F(s,¢)ds with F(s,() = Cg&(s()zﬁ((l — 5)¢) and argue as in the proof
of Lemma 5.3: F is continuous in s and holomorphic in ¢ for (s,() € [0,1] x Sj, with

F(s,0)| < [C] A/ A"e3ICHe 1=9)Ic] < 47 A7) ¢lecolc], (36)

In particular F is bounded in [0, 1] x C for any compact subset C' of Sy, thus X is holomorphic
in Ss5. Inequality (36) implies |g(¢)| < A’A”|¢|e®l<l = O(eclm) for any ¢; > ¢p, hence x €
N, (RT). The identity (33) follows from Fubini’s theorem. O

Proof of Corollary 7.6. Let o = ad + ¢ and ¢y = b+ ¢ with a,b € C and ¢, € z~'C[[z71]].
We already mentioned the fact that if ¢ € 27!C{z7!} then & is fine-summable, thus (g is
fine-summable in that case.

Suppose 3,19 € B*I(N(RJF)). Property (34) follows from Lemmas 4.5 and 6.2, since the
constant a is killed by % and left invariant by T,. Since @01/;0 =ab+ mZ) + bp + @1; has formal
Borel transform abd + at) + bo+ @ v, Theorem 7.5 implies that ot € CoB! (N(R*)) and,
since .#°(ab) = ab, property (35) follows by linearity from Lemma 5.3 and Theorem 7.5 applied
to B * Bi). O

8 The Euler series

The Euler series ®E(t) = 3, - (—1)"nlt"*! is a classical example of divergent formal series.

We write it “at co” as
FP(z) =D (~1)"nlz7"L (37)
n>0
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Clearly, its Borel transform is the geometric series

~ ns n __ 1
PP(0) = ;(—1) =1 (38)

which is convergent in the unit disc and sums to a meromorphic function. The divergence
of ¢E(z) is reflected in the non-entireness of @F, which has a pole at —1 (¢f. Lemma 9.8).
Observe that ®E(t) can be obtained as the unique formal solution to a differential equation,
the so-called Euler equation: ~
do -
tP—+ o=t
dt

With our change of variable z = 1/t, the Euler equation becomes —9¢ + ¢ = z~!; applying the
formal Borel transform to the equation itself is an efficient way of checking the formula for ¢E(():
a formal series without constant term ¢ is solution if and only if its Borel transform ¢ satisfies
((+1)¢(¢) =1 (¢f. Lemma 4.5) and, since 1+ is invertible in the ring C][(]], the only possibility
is GE(C) = (1+) .

Formula (38) shows that ¢E(¢) is holomorphic and bounded in a neighbourhood of R in C,
hence $F € ANp(RT). The Euler series is thus fine-summable in the direction of R* and has a
Borel sum ¢F = L9BZE holomorphic in the half-plane [Ty = { Re 2 > 0 }. The first part of (34)
shows that this function ¢ is a solution of the Euler equation in the variable z.

Remark 8.1. The series @E(t) appears in Euler’s famous 1760 article De seriebus divergen-
tibus, in which Euler introduces it as a tool in one of his methods to study the divergent numerical
series

1-11421 -3 4.,
which he calls Wallis’ series—see [ | and [ /. Following Euler, we may adopt ©F(1) ~

0.59634736 . .. as the numerical value to be assigned this divergent series.

The discussion of this example continues in Section 10; in particular, we shall see how Borel
sums can be defined in other half-planes than the ones bisected by RT and that ©F admits an
analytic continuation outside Iy (¢f. Remark 7.4).

1-SUMMABLE FORMAL SERIES IN AN ARC OF DIRECTIONS

9 Varying the direction of summation

9.1 Let § € R. By ¢?RT we mean the oriented half-line which can be parametrised as {¢ =
R*}. Correspondingly, we define the Laplace transform of a function ¢: e?R* — C by the
formula

0 + _ oo —z€el? o 0y .i0
(£3)(z) = /0 e~ (€ ) de, (39)

with obvious adaptations of the assumptions we had at the beginning of Section 6, in particular
|2(Q)] < Aecolll for ¢ € e?[1, 4+00), so that £%¢ is a well-defined function holomorphic in a
half-plane

Hgo ={ze€C|Re(ze"?) > ¢ }.
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Since (z,w) := Re(zw) defines the standard real scalar product on C ~ R @ iR, we see that T},
is the half-plane bisected by the half-line e “RT obtained from II., = II2 by the rotation of
angle —6.

The operator £ is the Laplace transform in the direction 6; the reader can check that it
satisfies properties analogous to those explained in Sections 6 and 7 for £°.

Definition 9.1. A formal series Pg(z) € C[[z7!]] is said to be fine-summable in the direction 6
if it can be written ¢ = a+¢ with a € C and ¢ € B~ (N (e RT)), where the space N (e’ RT) is
defined by replacing Ss with Sg = {¢ € C|dist(¢,e? R") < §} in Definition 7.1 (see Figure 10
on p. 68).

The Laplace transform £? is well-defined in A (e?R*); we extend it as a linear map on
Co ® N(RT) by setting £%0 := 1 and define the Borel-Laplace summation operator as the
composition

s =r%B (40)

acting on all fine-summable formal series in the direction 6. There is an analogue of Corollary 7.6:
the product of two fine-summable formal series is fine-summable and .#? satisfies properties
analogous to (34) and (35).

9.2 The case of a function ¢ holomorphic in a sector is of particular interest, we thus give a

new definition in the spirit of Definitions 7.1 and 9.1, replacing half-strips by sectors:

Definition 9.2. Let I be an open interval of R and v: I — R a locally bounded function.’
For any locally bounded function a: I — RT, we denote by N'(I,~, a) the set consisting of all
convergent formal series ¢(() defining a holomorphic function near 0 which extends analytically
to the open sector {£e | € >0, 6 € I'} and satisfies

() < (@)D £>0,0¢el

We denote by N (I,7) the set of all ¢(¢) for which there exists a locally bounded function «
such that ¢ € N(I,7,a). We denote by N(I) the set of all $(¢) for which there exists a locally
bounded function 7 such that ¢ € N(I,7).

For example, in view of (38), the Borel transform @E(() of the Euler series belongs to
N(I,0,«) with I = (—m, ) and

1 if 6] <
1/|sinf| else.

Clearly, if ¢ € N'(I,) and 6 € I, then z + (L£%3)(2) is defined and holomorphic in Hg(g).

Lemma 9.3. Let v and I be as in Definition 9.2. Then, for every 0 € I, there exists a number
c = c(0) such that N(I,7) C N.(e R*); one can choose ¢ to be the supremum of v on an
arbitrary neighbourhood of 6.

The proof is left as an exercise.

2A function v: I — R is said to be locally bounded if any point  of I admits a neighbourhood on which 7 is
bounded. Equivalently, the function is bounded on any compact subinterval of I.
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Lemma 9.3 shows that a ¢ belonging to N'(I, ) is the Borel transform of a formal series ¢(z)
which is fine-summable in any direction # € I; for each 6 € I, we get a function £7¢ holomorphic
in the half-plane H?/(Q), with the property of Gevrey-1 asymptotic expansion

0 ~ ~ 0
L7¢(z) ~1 4(2), z € I 9y,

where 7/(0) > 0 is large enough to be larger than a local bound of . We now show that these
various functions match, at least if the length of I is less than 7, so that we can glue them and
define a Borel sum of ¢(z) holomorphic in the union of all the half-planes Hj‘;(a).

Lemma 9.4. Suppose ¢ € N(I,v) with v and I as in Definition 9.2 and suppose

01,05 € 1, 0<by—0, <.

Then H:l(el) N H?f(eg) is a non-empty sector in restriction to which the functions L¢ and £%2¢
coincide.

Proof. The non-emptiness of the intersection of the half-planes Hzl(ol) and HZQ(QQ) is an elementary

geometric fact which follows from the assumption 0 < 0y — 61 < m: this set is the sector
2 ={z+re?|r>0 0€ (=6, —35,—0,+73)}, where {2} is the intersection of the lines
e % ((61) +1iR) and e %2 (y(6) + iR).

Let a: I — R be a locally bounded function such that ¢ € N (I,v,«). Let ¢ = Sup[g, g.] Y
and A = supj, g, @ (both ¢ and A are finite by the local boundedness assumption). By the
identity theorem for holomorphic functions, it is sufficient to check that £*¢ and £%¢ coincide

on the set 7, = Hglﬂ N Hgil, since % is a non-empty sector contained in Z.

Let z € 2;. We have Re(ze'?) > ¢+ 1 for all 6 € [01,60] (simple geometric property, or
property of the superlevel sets of the cosine function) thus, for any ¢ € C*,

arg( € [01,02] = [e”*p(Q)] < Ael. (41)
The two Laplace transforms can be written
Rein

o) = [ o= pm [T e e =12

but, for each R > 0, the Cauchy theorem implies

Roif2 Reif1 .
( / - / )e—%(odc: / eHp(O)dC,  C={Re’|0c[01,0,])
0 0 C

and, by (41), this difference has a modulus < AR(fs—6;)e %, hence it tends to 0 as R — co. [

9.3 Lemma 9.4 allows us to glue toghether the various Laplace transforms:

Definition 9.5. For I open interval of R of length |I| < 7 and v: I — R locally bounded, we
define

2(1,7) = 4,
oel

which is an open subset of C (see Figure 1), and, for any ¢ € N'(I,7), we define a function £/}
holomorphic in Z(I,7) by

L1o(2) = £9p(z) with 0 € I such that z € HZ(Q)
for any z € 2(1,7).
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Figure 1: 1-summability in an arc of directions. Right: ¢({) € N(I,) is holomorphic in the
union of a disc and a sector. Left: the domain 2(I,~) where £!¢(z) is holomorphic.

Observe that, for a given z € Z(I,~), there are infinitely many possible choices for , which
all give the same result by virtue of Lemma 9.4; Z(1I,) is a “sectorial neighbourhood of co”

centred on the ray argz = —0* with aperture m + |I|, where 6* denotes the midpoint of I, in
the sense that, for every € > 0, it contains a sector bisected by the half-line of direction —6*
with opening 7w+ || — ¢ (see | D.

We extend the definition of the linear map £! to C§ @ N(I,7) by setting £16 = 1.

Definition 9.6. Given an open interval I, we say that a formal series $o(z) € C[[z7!]] is 1-
summable in the directions of I if By € C6 @ N (I). The Borel-Laplace summation operator is
defined as the composition

ST =rloB (42)

acting on all such formal series, which produces functions holomorphic in sectorial neighbour-
hoods of oo of the form Z(I,+), with locally bounded functions v: I — R.

There is an analogue of Corollary 7.6: the product of two formal series which are 1-summable
in the directions of I is itself 1-summable in these directions, as a consequence of Lemma 9.3 and
of the stability under multiplication of fine-summable series, and the properties (34) and (35)
hold for the summation operator .7/ too. As for the property of Gevrey-1 asymptotic expansion,
it takes the following form: if @g(z) is 1-summable in the directions of I, then there exists a
locally bounded function v: I — R such that

ZTE0(2) ~1 Bo(2), z € D(J, 1) (43)

for every relatively compact subinterval J of I (use Theorem 7.2 and Lemma 9.3).
The reader may check that the above definition of 1-summability in an arc of directions I
coincides with the definition of k-summability in the directions of I given in | | when k = 1.

Remark 9.7. Suppose that go(z) € B~ (CS®N(1,7)), so that the Borel sum po(z) = .1 5o(2)
is holomorphic in 9(1,~) with the aforementioned property of Gevrey-1 asymptotic expansion.
Of course it may happen that pg is 1-summable in the directions of an interval which is larger
than I, in which case there will be an analytic continuation for o with Gevrey-1 asymptotic
expansion in a sectorial neighbourhood of oo of aperture larger than m + |I|. But even if it is
not so it may happen that po admits analytic continuation outside 2(I,7).
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An interesting phenomenon which may occur in that case is the so-called Stokes phenomenon:
the asymptotic behaviour at co of the analytic continuation of g may be totally different of what
it was in the directions of P(I,7), typically one may encounter oscillatory behaviour along the
limiting directions —0* + %(7‘(‘ + |I|) (where 0 is the midpoint of 1) and exponential growth
beyond these directions. Examples can be found in Section 10 (Euler series: Remark 10.1 and
Ezxercise 10.1) and § 153.3 (exponential of the Stirling series).

9.4 What if |I| > 77 First observe that, if |I| > 27, then N(I) coincides with the set of entire
functions of bounded exponential type and the corresponding formal series in z are precisely
the convergent ones by Lemma 9.8:

I]>2r = B YCiaN()=C{z}.

This case will be dealt with in § 9.5. We thus suppose 7 < |I| < 27.

For ¢ € N(I,7), we can still define a family of holomorphic functions ¢y = £%% holomorphic
on my = ng) (0 € I), with the property that 0 < 0 —0; <™ = mg, Ny, # 0 and vy, = o,
on Ty, N my,, but the trouble is that also for m < 6 — 01 < 27 is the intersection of half-planes
Ty, N T, non-empty and then nothing guarantees that oy, and g, match on my, N 7g,.

The remedy consists in lifting the half-planes mp and their union Z(I,~) to the Riemann
surface of the logarithm C = {re® | r > 0, t € R} (see Section 24 for the definition of C
and the notation e which represents a point “above” the complex number el’). For this, we
suppose () > 0, so that my is the set of all complex numbers z = rel’ with r > () and
te ( — 6 — arccos @, —0 + arccos @) (and adding any integer multiple of 27 to t yields the
same z). We set

fg={z=reteC|r>~0), te (—G—arccos@,—Q—i-arccos@) 1, D(1,7) = Uﬁg
el

(this time e and 7 e/(t+27) are regarded as different points of C) and consider pg = £} as
holomorphic in 7y. By gluing the various ¢y’s we now get a function which is holomorphic in
2(1,~) c C and which we denote by £!¢.

The overlap between the half-planes 7y, and 7, for 62 — 61 > 7 is no longer a problem since
their lifts 7y, and 7y, do not intersect (they do not lie in the same sheet of @) and £1p may
behave differently on them.?

Therefore, one can extend Definition 9.6 to the case of an interval I of length > m and define
1-summability in the directions of I and the summation operator /1 the same way, except that
the Borel sum #1¢y of a 1-summable formal series @y is now a function holomorphic in an
open subset of the Riemann surface of the logarithm C.

9.5 As already announced, the Borel sum of a convergent formal series coincides with its
ordinary sum:

Lemma 9.8. Suppose ¢o € C{z7'} and call ¢o(z) the holomorphic function it defines for |z|
large enough. Then (g is 1-summable in the directions of any interval I and .#'@g coincides
with @0 -

3Notice that N'(I,~) = N(27 +I,7), but the functions £ and L9727} must now be considered as different:
they are a priori defined in domains 71y and 7g4+2. which do not intersect in C. Besides, it may happen that £9¢

admit an analytic continuation in a part of #g42, which does not coincide with £0+27 .

21



Pt im QLIT0)

Figure 2: Borel sums of the Euler series. Left and middle: ¢ is holomorphic in the cut plane

2(J*,0). Right: Analytic continuation of ¢, = Pl (e <0} through iR™.

Proof. Let ¢g = a+@ witha € C and $(2) = > anz "1 50 p(2) = a+Y a2z~ " ! for |z| large
enough. By Lemma 9.8, ¢ = B¢ is a convergent formal series summing to an entire function and
there exists ¢ > 0 such that ¢ € N,(e! RY) for all §# € R. Lemma 9.4 allows us to glue together
the Laplace transforms £%¢: we get one function ¢, holomorphic in (Jyeg I = { |2| > ¢}, with
the asymptotic expansion property ¢.(2z) ~1 ¢(z) in { |z| > ¢1 } for ¢1 > c.

The function ®,: t — ¢,(1/t) is thus holomorphic in the punctured disc {0 < |t| < 1/c}.
Inequality (29) with N = 0 shows that ®, is bounded, thus the origin is a removable singularity
and ®, is holomorphic at t = 0. Now inequality (29) with N = 1,2,... shows that 3_ a,t"* is
the Taylor expansion at 0 of ®,(t), hence a + ¢.(1/t) = ¢o(1/t). O

10 Return to the Euler series

As already mentioned (right after Definition 9.2), $E € N (I,0) with I = (—m, 7). We can thus
extend the domain of analyticity of & = L9%E, a priori holomorphic in 7y = {Rez > 0}, by
gluing the Laplace transforms £/GE, —m < § < =, each of which is holomorphic in the open
half-plane 7y bisected by the ray of direction —# and having the origin on its boundary. But if
we take no precaution this yields a multiple-valued function: there are two possible values for
Re z < 0, according as one uses 6 close to m or to —.

A first way of presenting the situation consists in considering the subinterval J* = (0, 7),
the Borel sum ¢t = .7" @E holomorphic in Z(J*,0) = C \ iR" which extends analytically oF
there, and J~ = (—7,0), ¢~ = .7 @E analytic continuation of ¢ in 2(J~,0) = C\iR™. See
the first two parts of Figure 2.

The intersection of the domains C \ iR* and C \ iR~ has two connected components, the
half-planes {Rez > 0} and {Rez < 0}; both functions ¢ and ¢~ coincide with ¢F on the
former, whereas a simple adaptation of the proof of Lemma 9.4 involving Cauchy’s residue
theorem yields

Rez<0 = 7 (2) —p (2) =2mie". (44)

(This corresponds to the cohomological viewpoint presented in | : (pt, ™) defines a
0-cochain.)
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Another way of putting it is to declare that ¢F = .#/3F is a holomorphic function on
P(1,0)={2€C| - <argz < 37}

(cf. Section 9.4) and to rewrite (44) as

g <argz < 37” = B(ze ) — pB(2) = 2mie”. (45)
Remark 10.1. [Stokes phenomenon for ¢F.] Let us consider the restriction ¢, of the above
function ¢~ to the left half-plane {Rez < 0}. Using (44) we can write it as T (2) — 2wie?,
where pt is holomorphic in an open sector bisected by iR~ , namely the cut plane 9T = C\iR™,
and the other term is an entire function: this provides the analytic continuation of ¢, through
the cut iR~ to the whole of 2. See the third part of Figure 2.

Observe that o™ ~1 @F in 2T, in particular it tends to 0 at oo along the directions contained
in 27, while the exponential €* oscillates along iR~ and is exponentially growing in the right half-
plane: we see that, for o~ , the asymptotic behaviour encoded by @¥ in the left half-plane breaks
when we cross the limiting direction iR~ ; the asymptotic behaviour of the analytic continuation is
oscillatory on iR~ (up to a correction which tends to 0) and after the crossing we find exponential
growth.

A similar analysis can be performed with ¢f = @E%ez <0} when one crosses iRY, writing it

as ¢~ (z) + 2mie*. This is a manifestation of the Stokes phenomenon evoked in Remark 9.7.

Exercise 10.1. Use (45) to prove that P is the restriction to Z(I,0) of a function which is
holomorphic in the whole of C. (Hint: Show that the formula z € C — ¢(z) == @B(z e 2™™) —
2mime? if m € Z and argz € (2rm — 2F, 2rm + 2F) makes sense.) In which sectors of C is the
Euler series asymptotic to this function?

Exercise 10.2. What kind of singularity has ¢¥(z) when |z| — 07 (Hint: Find an elementary
function L(z) such that L(ze ?™) — L(z) = —27ie® and consider ©F + L.)

Observe that the Euler equation —3—‘? + ¢ = 2z~ ! is a non-homogeneous linear differential

equation; the solutions of the associated homogeneous equation are the functions Ae®, A € C.
By virtue of the general properties of the summation operator .#?, any Borel sum of @ is an
analytic solution of the Euler equation. In particular, the Borel sums ¢t and ¢~ are solutions
each in its own domain of definition; on formula (44) we can check that their restrictions to
{Re z < 0} differ by a solution of the homogeneous equation, as should be. In fact, any two
branches of the analytic continuation of pE differ by an integer multiple of 27ie®. Among all
the solutions of the Euler equation, ©¥ can be characterised as the only one which tends to 0
T T T 3T

when z — oo along a ray of direction € (=7, §) (whereas, in the directions of (7, %), this is no

longer a distinctive property of ¢E: all the solutions tend to 0 in those directions!).

Exercise 10.3. How can one use variation of constants to find directly an integral formula for
the solution ©E of the Euler equation?

11 The Stirling series

The Stirling series is a classical example of divergent formal series, which is connected to Euler’s
gamma function. The latter is the holomorphic function defined by the formula

I(z) = /0 T ety (46)
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for any z € C with Rez > 0 (so as to ensure the convergence of the integral). Integrating by
parts, one gets the functional equation

I(z+1) ==2I'(2). (47)
This equation provides the analytic continuation of T" for z € C\ (—N) in the form

I'(z+n)

2(z4+1)---(z4+n—1) (48)

I'(z) =

with any non-negative integer n > — Re z; thus I' is meromorphic in C with simple poles at the
non-positive integers. Since I'(1) = 1, the functional equation also shows that

I'(n+1)=n!, n € N. (49)
Our starting point will be Stirling’s formula for the restriction of I' to the positive real axis:

Lemma 11.1. .

i 2z
(57) e T@) 1 (50)
Proof. This is an exercise in real analysis (and, as such, the following proof has nothing to do
with the rest of the text!). In view of the functional equation, it is sufficient to prove that the

function ( ) N et g
I'(z+1 © tTe t
g =Tzt n_ = e

T zre T pl/2

tends to v2m as * — 400. The idea is that the main contribution in this integral arises for ¢

close to x and that, for t = z + s with s — 0 il S exp(—%) and fjﬁo exp(—%) w‘f‘fZ =

9 zxefm

fj;% exp(—%) d¢, which converges to

/+OO e €246 = Vor (51)

o

as ¢ — +o00. We now provide estimates to convert this into rigorous arguments.
We shall always assume 2z > 1. The change of variable t = x + £/z yields

+oo
f@):/) 9@ ¢, wm1¢%5y2<xbgu+\2)—gwﬁng>¢ﬂ. (52)

—0oQ
Integrating 5 = 1 17, =1 =0+ %, we et log(l+7) =7 — [T §f =7 = 7°/2+ [T 547
for any 7 > —1, whence
VT 5 do €2 EVT 52 4o
- R 53
g(z,€) x/o o 2+x/0 . (53)

for any £ > —y/z. Since [ ”ff; = O(73) as 7 — 0, the last part of (53) shows that

g(x, &) —— —£2/2  for each € € R.
T—+00
We shall use the first part of (53) to show that
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(i) for —/z < £ <0, g(z,£) < —€2/2, whence 94 < Gy () == e/,
(ii) for 0 < € < /z, g(z,€) < —€2/4, whence e9(@8) < Gy(€) = e_52/4;
(iit) for & > \/x, g(x,€) < —€/2, whence 98 < G3(€) = e I€1/2,

This is sufficient to conclude by means of Lebesgue’s dominated convergence theorem, since this

will yield e9(®€) < G1(€) + G2(€) + G3(€) for all z > 1 and £ € R and the function G + G2 + G
+00

is independent of = and integrable on R, thus (52) implies f(z) —— lim e9(®4) d¢
T—+00 oo ET—FO00

and (51) yields the final result.
— Proof of (i): Assume —y/z < & < 0. Changing o into —o and integrating the inequality
125 > 0 over o € [O, |§]/\/§], we get g(z,§) = \il/\/f gdo < —1€)? /2.

1—0 =

— Proof of (ii): Assume 0 < ¢ < /x, observe that H—U > Z for 0 < o < {/\/x and integrate.
— Proof of (iii) Assume & > /z > 1. Notlclng that 7 > 3 for o > 1, we get fg/‘/gE odo

PV e > 552 hence g(x,€) < —36v/F < 5.

o

O]

Observe that the left-hand side of (50) extends to a holomorphic function in a cut plane:
1
V2m

(using the principal branch of the logarithm (115) to define 2277 = el in fact, A has a
meromorphic continuation to the Riemann surface of the logarithm C defined in Section 24).

Az) =

237%*T(z), zeC\R~ (54)

z 7—z)Logz

Theorem 11.2. Let I = (—Z,Z). The above function A can be written e P, where ji(z) €

202
2z 1C[[z7Y]] is a divergent odd formal series which is 1-summable in the directions of I, whose
formal Borel transform belongs to N'(I1,0) and is explicitly given by
) =2 (& < + -
O =2 (Seom$ 1), cecy@atuan) (53)

where A is the half-line +27i[1, +00), and whose Borel sum #!fi is holomorphic in the cut
plane 2(1,0) =C\ R™.

It is the formal series fi(z), the asymptotic expansion of log A(z), that is usually called the
Stirling series.

Exercise 11.1. Compute the Taylor expansion of the right hand side of (55) in terms of the
Bernoulli numbers By, defined by C =1- fC Z Bor C% o By =1/6, By = —1/30,

Bg = 1/42, etc.). Deduce that

1

. Bay, ok+1 L g L3 1 L5
S N L =t o . 56
Az) ; 2%(2k — 1) 2° “360° Tieo” T (56)

We shall see in § 13.3 that one can pass from i to its exponential and get an improvement
of (50) in the form of
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Corollary 11.3 (Refined Stirling formula). The formal series 5\(,2) = ef?) js 1-summable in

the directions of (=%, %) and its Borel sum is the function X, with

\/lz?z%_zezl“(z) ~Az) =1+ Zgnz_"_l, |z| > ¢, argz € (=03, ) (57)

n>0

for any ¢ > 0 and B € (0,7), with rationals go, g1, 92, - .. computable in terms of the Bernoulli
numbers:

g0 = 3Bs

91 = B3

92 = 15B3 + 13Ba

93 = 5583 + 5 B2By

5 2
94 = 535585 + 5 B3B1 + 5 Bs

Inserting the numerical values of the Bernoulli numbers,* we get
—z 2—% /5 1 -1 1 -2 139 _—3 571 _—4 163879 _—5
[(z) ~ie72772V2m(1+ 327 + 5552 " — 513007 — amsszo? |+ zoeoissso?  + o0 )- (58)

Proof of Theorem 11.2. a) We first consider \(x) = \/%a:%ﬂ”ex I'(x) for > 0. The functional

equation (47) yields
Mz +1) = (1+2 )2 %eA(z).
Formula (46) shows that, for x > 0, I'(z) > 0 thus also A(z) > 0 and we can define
p(x) = log A(z), x> 0. (59)
This function is a particular solution of the linear difference equation
plz+1) — p(z) = ¢(z), (60)

where 9(z) := log ((1+ mfl)_%_xe) =1-(3+az)log(l+az71).

b) Using the principal branch of the logarithm (115), holomorphic in C \ R™, we see that v is
the restriction to (0, +00) of a function which is holomorphic in C\ [—-1,0]:

Y(z) = —%Log(l +2 )+ 2(27 = Log (14 271).

We observe that 1 is holomorphic at oo (i.e. t — 1(1/t) is holomorphic at the origin); moreover
Y(2) = O(272) and its Taylor series at co is

~ 1- -1 = —92 —-1 7 (_1)77,—1 —n

0 = th) (7 L) e Y, B = - Y T

2
n>1

* and extending the notation “~1” used in (32) or (43) by writing F(z) ~1 G(2)@o(z) whenever F(2)/G(2) ~1
@o(2)
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With a view to applying Corollary 4.6, we compute the Borel transform 1/; = BIZJZ using I:(C ) =
- 2@1(—()"—1/71! = ("1(e7¢ — 1) and the last property in Lemma 4.5, we get

CHe ™t =1 = ¢t =1 = ¢le "

N | —

X
—~
~—
I
=
&
=
o
»n
o
o
E.
e}
et
@
»n
=5
=
=
Qo
=}

c) Corollary 4.6 shows that the difference equation ¢(z+1) —
in 27 *C[[z71]], whose Borel transform is

~
24 %Cl - (17;{ — = <—1 - g(; + e<11>> = f(C),

where [1(¢) is defined by (55). The formal series [i(¢) is convergent and defines an even holo-
morphic function which extends analytically to C\ (AT U A7) (in fact, it even extends mero-
morphically to C, with simple poles on 27i Z*).

d) Let us check that 4 € N(1,0) with I = (=%, F). For 6y € (0,7), we shall bound |f] in the
sector ¥ = {&el? | € >0, 6 € [0y, 0] }. Let & := min{r, 27 cos 6y}, so that ¥ does not intersect
the discs D(£27i, ). Since € > 0, the number

A(e) == sup {‘ cothg

ccec\ D(27rim,5)}
mEZ

is finite, because ¢ — Coth% is 2mi-periodic, continuous in the closed set { | Im (| < 7 }\ D(0,¢)
and tends to +1 as Re ( — +o0; A is in fact a decreasing function of e. For ¢ € ¥\ D(0,1), we
have [(¢)| < 3|¢|71A(e) + [¢|7% < A(e) + 1. Since i is holomorphic in the disc D(0,2n), the
number B := sup{|i(¢)|, ¢ € D(0,1)} is finite too, and we end up with

[i(Q)| < max{A(e) +1,B}, (€%,

whence we can conclude i € N(I,0, o) with a(#) = max { A(e(6))+1, B}, e(#) = min{r, 27| cos 6|}

e) On the one hand, we have a solution x — u(x) of equation (60): u(z + 1) — p(z) = ¥(x);
this solution is defined for x > 0 and Stirling’s formula (50) implies that p(z) tends to 0 as
T — +o00.

On the other hand, we have a formal solution fi(z) to the equation fi(z + 1) — fi(2) =
which is 1-summable, with a Borel sum p*(z2) := #!fi(z) holomorphic in 2(I,0) = C\ R™.
The property (34) for the summation operator .#/ implies that

pt(z+1) — pt(z) = 7P(2), ze€ C\R™.

But 1/; is the convergent Taylor expansion of 1 at oo, 4 is nothing but the analytic contin-
uation of (g 4o0). The restriction of pt to (0,400) is thus a solution to the same difference
equation (60). Moreover, the Gevrey-1 asymptotic property implies that ™ (x) tends to 0 as
T — +00.

The difference z — A(x) = put(z) — p(x) thus satisfies A(x + 1) — A(x) = 0 and it tends
to 0 as x — +00, hence A = 0. O
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Remark 11.4. Our chain of reasoning consisted in considering 10g (o, +o0) and obtaining its
analytic continuation to C\R™ in the form .#![i. As a by-product, we deduce that the holomor-
phic function X\ does not vanish on C\ R~ (being the exponential of a holomorphic function),
hence the function I' itself does not vanish on C\ R™, nor does its meromorphic continuation
anywhere in the complex plane in view of (48).

The formal series [i(z) is odd because [i(¢) is even and the Borel transform B shifts the powers
by one unit. This does not imply that /' [i is odd! The direct consequence of the oddness of fi

T 3T

is rather the following: [i is 1-summable in the directions of J = (5,5 ) and the Borel sums
pt =21 and p= = 7 i are related by

+(_Z)7 ZGC\R+7

because a change of variable in the Laplace integral yields LOfi(z) = —L%4Tu(—2). The func-
tion p~ 1is in fact another solution of the difference equation (60).

Exercise 11.2. — With the notations of Remark 11.4, prove that

1 .
pt(z) —p (2) = g e 2mmz Smz <0
m>1

by means of a residue computation (taking advantage of the existence of a meromorphic
continuation to C for fi(¢), with simple poles on 27iZ*, according to (55)).

— Deduce that, when we increase arg z above 7 or diminish it below —, the function p*(z) has
a multiple-valued analytic continuation with logarithmic singularities at negative integers.

— Deduce that A\(z) = Q—le),\(—z) for Smz < 0, thus the restriction Ajygm.<0y extends
meromorphically to C \ R* with simple poles at the negative integers.

— Compute the residue of this meromorphic continuation at a negative integer —k and check
that the result is consistent with formula (54) and the fact that the residue of the simple

. 1 —
pole of T at —k is (—1)*/k!. (Answer: —m:rij%k)

— Repeat the previous computations with Sm z > 0. Does one obtain the same meromorphic
continuation to C\ R* for Ajygm 2017 (Answer: no! But why?)

— Prove the reflection formula -

Pzl —=2) =

sin(mz)’ (61)
Exercise 11.3. Using (47), write a functional equation for the logarithmic derivative i(z) =
I'(2)/T(z). Is there any solution of this equation in C[[z71]]? Using the principal branch of
the logarithm (115) and taking for granted that x(z) = ¢(z) — Logz tends to 0 as z tends
to 400 along the real axis, show that y(z) is the Borel sum of a 1-summable formal series (to
be computed explicitly).

12 Return to Poincaré’s example

In Section 2, we saw Poincaré’s example of a meromorphic function ¢(t) of C* giving rise to
a divergent formal series ¢(t) (formulas (3) and (5)). There, w = e° was a parameter, with
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|lw| <1, i.e. Res <0, and we had

wk ~
¢(t) = Z ma d)(t) = Zantn

k>0 n>0

with well-defined coefficients a,, = (—1)"b,, depending on s.
To investigate the relationship between ¢(t) and ¢(t), we now set

k
R w 5 17, e
FE=o =Y @ =) = e (62)
k>0 n>0
(to place ourselves at oo and get rid of the constant term) so that ¢ is a meromorphic function
of C with simple poles at non-positive integers and @F(z) € z7'C[[z7!]]. The formal Borel
transform @F(¢) of P (z) was already computed under the name F(¢) (¢f. formula (6) and the

paragraph which contains it):
1
AP (M)
PO = 1o (63)
The natural questions are now: Is ¢P 1-summable in any arc of directions and is ¢F its Borel
sum? We shall see that the answers are affirmative, with the help of a difference equation:

Lemma 12.1. The function p¥ of (62) satisfies the functional equation

o(z) —wp(z+1) =21, (64)
For any z9 € C\ R™, the restriction of ©F to the half-line zo + R™ is the only bounded solution
of (64) on this half-line.
wk+1

Proof. We easily see that weP(z +1) = 3 177 = ¢P(2) — 271 for any z € C\ (-N). The
boundedness of ¢F on the half-lines stems from the fact that, for z € zp + RT and k € N,

|z + k| > |Sm(z + k)| = |Smz| and, if Smzo = 0, |2+ k| > 20 > 0, hence, in all cases,
;fk’ < A(zo)|wl* with A(zp) > 0 independent of z.

As for the uniqueness: suppose 1 and @2 are bounded functions on zop+R™ which solve (64),
then ¢ = ¢y — ¢ is a bounded solution of the equation ¥ (z) — wi(z + 1) = 0, which implies
P(z) = w"p(z +n) for any z € 2o + RT and n € N; we get ¢(2) = 0 by taking the limit as
n — 0. O

But equation (64), written in the form ¢ — wTi¢ = 271, can also be considered in C[[z7!]].
Lemma 12.2. The formal series p¥ of (62) is the unique solution of (64) in C[[z71]].

Proof. Tt is clear that the constant term of any formal solution of (64) must vanish. We thus
consider a formal series ¢(z) € 27 1C[[z7!]]. Let us denote its formal Borel transform by $(¢) €
CI[¢]]; in view of the second property of Lemma 4.5, ¢ is solution of (64) if and only if (1 —
we™¢)@(¢) = 1. There is a unique solution because 1 —we~¢ is invertible in C[[¢]] (recall that
w # 1 by assumption) and its Borel transform is (1 —we~¢)~!, which according to (63) coincides
with ' (¢) (recall that w = e®). O
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Figure 3: Borel-Laplace summation for Poincaré’s example. Left: (-plane. Right: z-plane.

Theorem 12.3. The formal series @F is 1-summable in the directions of I = (—=%,%) and
fine-summable in the directions %, with $¥ € N'(1,0) N No(iR*) N No(—iR™). Its Borel sum
TGP coincides with the function ©P in P(1,0) = C\ R™.

Let w, = s — 2mik for k € Z. Then, for each k € 7Z, the formal series @F is 1-summable
in the directions of Jy = (argwy, argwiy1) C (3, 28), with ¢P € N(Jy,7), (0) = cosf, thus
D(Ji,7y) is a sectorial neighbourhood of co containing the real half-line (—oo,1) (see Figure 3).

The Borel sum of @ in the directions of Ji is a solution of equation (64) which differs from ©F
by

e~ WkZ e Wkt12

P (2) — STk @P (2) = 25 = ~2m (65)

Remark 12.4. As a consequence of (65), we rediscover the fact that P not only is holomorphic

in C\ R~ but also extends to a meromorphic function of C, with simple poles at non-positive

integers (because we can express it as the sum of 271'11_66_%, meromorphic on C, and .#70pP,

holomorphic in a sectorial neighbourhood of oo which contains R~ ). Similarly, each function
LRGP is meromorphic in C, with simple poles at the positive integers.

In the course of the proof of formula (65), it will be clear that its right-hand side is ex-
ponentially flat at oo in the appropriate directions, as one might expect since it has Gevrey-1
asymptotic expansion reduced to 0. This right-hand side is of the form ¥ (z) = e %*x(z) with
a 1-periodic function x; it is easy to check that this is the general form of the solution of the
homogeneous difference equation ¥ (z) — wip(z + 1) = 0.

The proof of Theorem 12.3 makes use of

Lemma 12.5. Leto € (0,—Res) and § > 0. Then there exist A= A(c) >0 and B = B(d) >0
such that, for any ¢ € C,

Re(>—0 = [p7(Q]< A4, (66)

dist(¢,s +2mZ) > 6 = |pP(¢)] < Be¥ee. (67)
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Lemma 12.5 implies Theorem 12.3. Inequality (66) implies that
oP € N(I,0) N Np(iRT) N Ny (—iR™),

whence the first summability statements follow. Lemma 12.2 and the property (34) for the
summation operator ./ imply that .7/@P is a solution of (64); this solution is bounded on the
half-line [1, +00), because of the property (43) (in fact it tends to 0 on any half-line of the form
2o + R™), thus it coincides with ¢P by virtue of Lemma 12.1.

Since Re ¢ = y(arg()|¢|, inequality (67) implies that

@P € N(Jkafwak)

with ag: 0 € Ji — B(0x(0)), 6x(0) = min { dist(wg, e’RT), dist(wy11,eRT)}, whence the 1-
summability in the directions of Jy follows. Again, the Borel sum is a solution of the difference
equation (64), a priori defined and holomorphic in Z(J, ), which is the union of the half-planes
Hz(e) for @ € Ji; one can check that each of these half-planes has the point 1 on its boundary

and that the intersection 2 of Z(J,v) with C \ R™ is connected. Thus, to conclude, it is
/2

sufficient to prove (65) for z belonging to one of the open subdomains ;" = ng)  NIL " or
9] = Hz(e) 41

Without loss of generality we can suppose § # 7. If 0 € (5, 7), we proceed as follows: for
any integer £ < k, the horizontal line through the midpoint of (wy,we_1) cuts the half-lines R+
and iR in the points Rye'’ and iRy sin 6, where R, is a positive real number which tends to
+00 as £ — oo (see Figure 3). Thus, for 2 € 9", we have

N H;W/Q, with an arbitrary 6 € Ji (none of them is empty).

iR@Sine

PP(2) = L7PE0() = fim | TR,
Rgeie

S = L0¢(z) = fim | eGP dC.

Formula (63) shows that ¢F is meromorphic, with simple poles at the points w,,, m € Z, and
residue = 1 at each of these poles. Cauchy’s Residue Theorem implies that, for each ¢ < k,

iRy sin @ Ryelf ) . k .
(/0 _/0 > e PP ¢ = 27rlmzzeewmz + /Le e eP(¢) d¢, (68)

where Ly is the line segment [R,el?, iR, sin6]. As in the proof of Lemma 9.4, we have
argC € [5,0] = le72¢| < [V O)+1) — o= Re =[]
(we have used 1 > 4(8) + 1), thus ¢ € Ly = |e *¢P(¢)] < B(r)e ¥l < B(w)e Fesing,
Hence the integral in the right-hand side of (68) tends to 0 and we are left with the geometric
series e”WhF 4TI L = TR YT ) e~ 212 (since —wymz = —wpz — 2mi(k — m)z), which
yields (65).
If 0 € (m, 37“), we rather take £ > k +1 and z € ; and end up with

P(y) — #IeGP () = 7ioo_ oo e #SHP _
PP (2) — FHG(2) (/0 / > PP () A

o0
—2mi § e*szz—zme*wkZE e?minz

m=k—+1 n>1

which yields the same formula. O
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Proof of Lemma 12.5. In view of (63), for Re ¢ > —o we have |e*~¢| < e?T%¢% < 1 and inequal-
ity (66) thus holds with A = (1 — e7T%Res)~1,

Formula (63) can be rewritten as P (¢) = ot

<o Let C5 == {( € C|dist((,s +2miZ) >0}
and F(¢) == |e¢ —e®|. The function F is 2mi-periodic and does not vanish on Cj; since F(¢) tends
to +00 as fe ( — +oo0 and to |w| as Re { = —oo, we can find R > 0 such that F({) > |w|/2 for
|Re (| > R, while M :=min{ F(¢) | ¢ € Cs, |Re(| < R, |Im(| < 7} is a well-defined positive
number by compactness; (67) follows with B = max{2/|w|,1/M}. O

13 Non-linear operations with 1-summable formal series

13.1 The stability under multiplication of the space of 1-summable formal series associated with
an interval I was already mentioned (right after Definition 9.6), but it is often useful to have
more quantitative information on what happens in the variable ¢, which amounts to controlling
better the convolution products.

Lemma 13.1. Suppose that § € R and we are given locally integrable functions $1, po: e RT —
C and ®1,Dy: Rt — Rt such that

250 < @;(I¢l), ¢ ee’RF

for j =1,2 and 1, ®o are integrable on [0,1]. Then the convolution products s = @1 * P2 and
O3 = Oy x Dy defined by formula (24) satisfy

1@3(¢)] < @3([¢]), ¢ e YRT.

Proof. Write ¢3(() as fol ¢1(sQ)p2((1 — 5)¢)¢ ds and P3(¢) as fol Py (s&)P2((1—5)¢)&ds. O

Lemma 13.2. Suppose A is an open subset of C which is star-shaped with respect to 0 (i.e. it
is non-empty and, for every ( € A, the line segment [0, (] is included in A). Suppose @1 and P2
are holomorphic in A. Then their convolution product (which is well defined since 0 € A) is
also holomorphic in A.

Proof. The function (s,¢) — $1(s¢)p2((1 — s)¢) is continuous in s, holomorphic in ¢ and
bounded in [0, 1] x K for any compact subset K of A. O

13.2 As an application, we show that 1-summability is compatible with the composition oper-
ator associated with a 1-summable formal series and with substitution into a convergent power
expansion:

Theorem 13.3. Suppose I is an open interval of R, @o(z) = a+@(z) and o(z) are 1-summable
Jormal series in the directions of I, with a € C and ¢(z) € 2z~ 'C[[z7]], and H(t) € C{t}. Then
the formal series 1o o (id+@o) and H o ¢ are 1-summable in the directions of I and

(o o (i[d+@0)) = (o) o (id+770),  S(Ho@)=Ho S, (69)

More precisely, if Bg € N(I,~,a) and Bipg € C6 & N(I,~) with a,v: I — R locally bounded,
a >0, and p is a positive number smaller than the radius of convergence of H, then

B(to o (id+@0)) € C5 & N (I,m), 7 =7+ la| +Va, (70)
B(Hop)eCdaN(,v2), Yo =4+ p la, (71)
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ceIm) = 2+ PGo(n) € Ny),  2eDm) = PG <p (1)
and the identities in (69) hold in Z(v1,1) and P (2, 1) respectively.

Proof. By assumption, ¢ = By € N(I,7,a). The properties (72) are easily obtained as a
consequence of

0 I~ _ b 0 A
z € H’Yj(@) — 5” SO(Z) = ;C SO(Z) and |£ SO(Z)’ S M
for any 6 € I and j = 1,2. }
Let ¥o(2) = b+ () and H = ¢ + h(t) with b,c € C and (z) € z~'C[[z7}]], h(t) € tC{t},
so that
Yoo (id+@g) = b+ A, A=
Hop=c+p,

b o (id+o), (74)
ho p. (75)

=

We recall that A and ji are defined by the formally convergent series of formal series

A=Y 0@, =Y e (76)

£>0 E>1

where we use the notation h(t) = >~ hxt".
Correspondingly, in we have formally convergent series of formal series in C[[(]]: for instance,
the Borel transform of i is

i=" hp@™, where ¢*F =g x g€ (FTICI(]]. (77)
k=1 k factors

But the series in the right-hand side of (77) can be viewed as a series of holomorphic functions,
since ¢ is holomorphic in the union of a disc D(0, R) and of the sector ¥ = {¢el? | ¢ >0, 6 € T }:
the open set D(0, R)UY is star-shaped with respect to 0, thus Lemma 13.2 applies and each $**
is holomorphic in D(0, R) UX.. We shall prove the normal convergence of this series of functions
in each compact subset of D(0, R) UX and provide appropriate bounds.

Choosing R > 0 smaller than the radius of convergence of ¢, we have

|P(Q)] < A, ¢ € D(0, R),
B(Q)] < @o(€) = a(8) S, (ev,

with a positive number A, using the notations { = || and # = arg( in the second case. The
computation of @;k(f) is easy, since ®y can be viewed as the restriction to RT of the Borel
transform of a/(0)T_,(g)(27!); Lemma 13.1 thus yields

-
k—1
6401 < A, CeDO.R) (78)
k—
Q)] < () = alo) 06 (em (79)

These inequalities, together with the fact that there exists B > 0 such that |hy| < Bp~™* for
all k > 1 (because p is smaller than the radius of convergence of H), imply that the series of
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functions > hy@** is uniformly convergent in every compact subset of D(0, R) U Y; the sum
of this series is a holomorphic function whose Taylor coefficients at 0 coincide with those of fi,
hence /1(¢) € C{¢} and & extends analytically to D(0, R) U X.

Inequalities (79) also show that, for ¢ € X,

Mew(e)e

(k—1)!
hence |A(¢)| < a(0)Bp~texp ((v(0) + p~'a(0))E), i.e. i € N(I,v + p~'a). The dominated
convergence theorem shows that, for each # € [ and z € H32(9), L%(2) coincides with the
convergent sum of the series S hp(L90*%)(2) = 3 hs, (Legb(z))k, which is h(L£%(z)), whence
Fi(z) = h(1¢(2)). i
We now move on to the case of \. Without loss of generality we can suppose that a = 0, i.e.

that there is no translation term in @, since A = (T,1)) o (id +¢), thus it will be sufficient to
apply the translationless case of (69) and (70) to To¥) € B™H(N(I, + |a])): the identity (34)
for 1 will yield .71 ((Tan) o(id +¢)) = (LT ) o(id+713) = (L) o(id +a)o(id +1p) =
(1) o (id+a+.71@). )

~ When a = 0, in view of (76) and the first property in Lemma 4.5, the formal series A =
B € C[[¢]] is given by the formally convergent series of formal series

=Y = (O

k>0

|hip**(C)] < (8)Bp~!

We now view the right-hand side as a series of holomorphic functions. Diminishing R if necessary
so as to make it smaller than the radius of convergence of ¢ and taking o I — R locally
bounded such that ) € N (I,~,a’), we can find A’ > 0 such that

() < 4, ¢€ DO, R),
Q) < W(6) =’ (), Cex.
Lemma 13.1 and 13.2 show that the xx’s are holomorphic in D(0, R) U X and satisfy
A’gk r gh1 gk £k

|>A(k’(<‘)| k! (k— 1) (2]{)!, C € D(OaR)v (80)
k 2k
(01 < (G%0) * 9350) = /00" O @ e (81)

(we used (78), (79) and (26)). The series > xx is thus uniformly convergent in the compact
subsets of D(0,R) U X and sums to a holomorphic function, whose Taylor series at 0 is A.
Hence we can view \ as a holomorphlc function and the last inequalities imply that |)\( )| <

9) cosh (y/a( f)e7 08 < o/ (0)e VAN for ¢ € X This yields A € N(I,y + a) and,
since L% = %((%)kﬁezﬂ) (Lp)F (use the first property in Lemma 6.2 and the identity (33)
for £%), the dominated convergence theorem yields 7'\ = (.#1¢)) o (id +.71¢). O

Exercise 13.1. Prove the following multivariate version of the result on substitution in a
convergent series: suppose that r > 1, H(t1,...,t.) € C{t1,...,t.}, I is an open interval of R
and @1(2),..., P (2) € 271C[[z7!]] are 1-summable in the directions of I; then the formal series

X(z) = H(¢1(2),....¢0(2))
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is 1-summable in the directions of I and .#!y = Ho (S 1¢1,...,.715,).

13.3 Proof of Corollary 11.3. As a consequence of Theorem 13.3, using H(t) = e', we obtain

™ T

the 1-summability in the directions of I = (-7, ) of the exponential A of the Stirling series i,
whence the refined Stirling formula (57) for A = ¢”'# = .#1X.

Exercise 13.2. We just obtained that
['(z) ~ e_ZzZ_%\/27r<1 + ngz_k_l), |z| > ¢, argz € (=, )
k>0
for any ¢ > 0 and g8 € (0,7) (with the extended notation of footnote 4). Show that
1
) ~1 \/%GZZ_ZJF% (1 + kzm(l)kﬂgkz_k_l), |z| > ¢, argz € (—0,0)

for the same values of ¢ and 3.

Remark 13.4. Since n! = nl'(n) by (49) and (47), we get

* 12n * 288n2  51840n%  2488320n* + 209018880n° *

1 e” ( L—i— 1 n 139 o971 163879 +>
12n  288n2  51840n3  2488320n*  209018880n°

n! ~

n"v2mn ( 1 1 139 o971 163879 )

en

~—— (71—
n! npny2mn
See [ | for a direct proof.

Remark 13.5. In accordance with Remark 9.7, we observe a kind of Stokes phenomenon for
the function \: it is a priori holomorphic in the cut plane C\ R™, or equivalently in the sector
{—m < argz < 7w} of the Riemann surface of the logarithm C, but Ezercise 11.2 gives the
‘reflection formula’ A\(z) = m for —m < argz < 0, which yields a meromorphic
continuation for \ in the larger sector { —2m < argz < m} (with the points ke™™, k € N*, as
only poles); the asymptotic property \(z) ~1 5\(2) is valid in the directions of (—m, ) but not in
those of (—2m, —m]: the ray e "R is singular and the reflection formula implies that, in the
directions of (—2m, =), \(z) ~ —e2™% which is exponentially small (and e 2™ \(2) ~1 —A(2)
there).

In fact, iterating the reflection formula we find a meromorphic continuation to the whole
of C, with a ‘monodromy relation’ \(z) = —e*™*\(ze*™) (with the notations of Section 24).
Outside the singular rays, the asymptotic behaviour is given by

)\(Z) — (_1)1’),67271'11’1,2 )\(zngWin) ~1 (_1)n6727rinz 5\(2)

for |z| large enough and 2mn — B < arg z < 2mn—+ 3, with arbitrary n € Z and 8 € (0, 7). Except
in the initial sector of definition (n =0), we thus find exponential decay and growth alternating
at each crossing of a singular ray e VTRT or of a ray e2™"RT on which the behaviour is
oscillatory, according to the sign of nSm z (since |[e”2™n?| = 2™ Sm=2 ),

The last properties can also be deduced from formula (54).

13.4 We leave it to the reader to adapt the results of this section to fine-summable formal
series in a direction 6.
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FORMAL TANGENT-TO-IDENTITY DIFFEOMORPHISMS

14 Germs of holomorphic diffeomorphisms

A holomorphic local diffeomorphism around 0 is a holomorphic map F': U — C, where U is an
open neighbourhood of 0 in C, such that F(0) =0 and F’(0) # 0. The local inversion theorem
shows that there is an open neighbourhood V' of 0 contained in U such that F'(V') is open and F
induces a biholomorphism from V to F(V)). When we are not too much interested in the precise
domains U or V but are ready to replace them by smaller neighrbouhoods of 0, we may consider
the germ of F' at 0. This means that we consider the equivalence class of F' for the following
equivalence relation: two holomorphic local diffeomorphisms are equivalent if and only if there
exists an open neighbourhood of 0 on which their restrictions coincide.

It is easy to see that a germ of holomorphic diffeomorphism at 0 can be identified with the
Taylor series at 0 of any of its representatives. Moreover, our equivalence relation is compatible
with the composition and the inversion of holomorphic local diffeomorphisms. Consequently,
the germs of holomorphic diffeomorphisms at 0 make up a (nonabelian) group, isomorphic to
{F(t) € tC{t} | F'(0) # 0.

Germs of holomorphic diffeomorphisms can also be considered at co: via the inversion ¢ —
z =1/t, a germ F(t) at 0 is conjugate to f(z) = 1/F(1/z). We focus on the tangent-to-identity
case

Ft)y=t—ot>? =73+ ... =t(l—ot —1t> +---) € C{t} (0,7 €C). (82)

This amounts to considering germs of holomorphic diffeomorphisms at co of the form
f)=z2(1—0zt' =122+ ) l=z240+(r+oH +--- cid+C{z7}.  (83)

For such a germ f, there exists ¢ > 0 large enough and a representative which is an injective
holomorphic function in {|z| > ¢}. We use the notations

4 = id +C{z7"}
for the group of holomorphic tangent-to-identity germs of diffeomorphisms at oo, and
&, =id+o + 2 'C{z"'}

when we want to keep track of the coefficient o in (83).

15 Formal diffeomorphisms

Even if we are interested in properties of the group ¢, or even of a single element of ¢, it is
useful (as we shall see in Sections 32-37.4) to drop the convergence requirement and consider
the larger set

G =id +C[[z71]).

This is the set of formal tangent-to-identity diffeomorphisms at oo, which we view as a complete
metric space by means of the distance

d(f, ) = 27 vI=9) f=id+¢, h=id+¥, @, % € C[[z7Y]],
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as we did for C[[z~"]] in § 3.3. Notice that ¥ appears as a dense subset of ¥. We also use the
notation

Gy =id+o+2'Clle ] ={fz) =2+0+@(2) | ge'C[z" ||} c¥

for any o € C. Via the inversion z — 1/z, the elements of & are conjugate to formal tangent-
to-identity diffeomorphisms at 0, i.e. formal series of the form (82) but without the convergence
condition (the corresponding F(t) is in C[[t]] but not necessarily in C{t}); the elements of ¥,
are conjugate to formal series of the form F(t) =t — ot? + --- € C[[t]], by the formal analogue

of (83).
Theorem 15.1. The set 4 is a nonabelian topological group for the composition law
foh=id+x+ @o (id+%), f=id+¢, h=id4+%x,  &,x€C[[z7Y], (84)
with @ o (id +x) defined by (14). The subset
Gy =id+2"1C[[z 7Y
s a subgroup of 9.
Notice that the definition (84) of the composition law in & can also be written
foﬁzz%xkakf, h =id+¥, (85)
k>0
with the convention °f = f = id+@, df = 1+ 0p and dFf = §*¢ for k > 2.

Proof of Theorem 15.1. The composition (84) is a continuous map G x G — 9 because, for
f,f* h,h* € 4, formula (85) implies

foh*—foh=(h /8f (1 —t)h+th*) dt (86)

(where 0 fo ((1 — t)fz + tﬁ*) is a formal series whose coefficients depend polynomially on ¢ and

integration is meant coefficient-wise); this is a formal series of valuation > val(h* — k), by virtue
of (15), hence the difference

f*ofl*—foil:(f*—f)oil*—|—foﬁ*—fo}~l

is a formal series of valuation > min { val(f* — f), val(h* — h)} (using again (15)), i.e
d(foh, f*oh*) <max{d(f, f*),d(h,h*)}.

The subset % is clearly stable by composition.

The composition law of gf when restricted to ¢, boils down to the composition of holomor-
phic germs which is associative (¢ is a group) and ¥ is a dense subset of ff thus composition
is associative in ¢4 too. It is not commutative in ¢ since it is not commutative in 4. The
element id is clearly a unit for composition in ¢ thus we only need to show that there is a
well-defined continuous inverse map h e — h°-Y € & and that this map leaves %, invariant.
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We first show that every element h € ¢ has a unique left inverse Z(h). Given h = id +¥,
the equation f o h =id is equivalent to the fixed-point equation

1
f=¢f), <) ::id—(f‘oﬁ—f):id—f(/o df o (id +tx) dt (87)

(we have used (86) to get the last expression of €). The map €: ¥ — ¢ is a contraction of
our complete metric space, because the difference

“(7) - € () = —x / O(F* — J) o (id +7) dt (88)

has valuation > val(f* — f) 4+ 1 (because of (15): v (8(f* —f)o(id +tx)) = val (8(f* — f)) >
val(f* — f) 41 for each t), hence d(‘f(f) C(f* ) < 1d(f f*). The Banach fixed-point theorem

)
implies that there is a unique solution f=2 (fz) obtained as the limit of the Cauchy sequence
Zn(h) =% 0---0%(0) as n — oco.
n times

We observe that, if h € %, then €(¥) C %, thus Z,(h) € % for each n > 0 and clearly
Z(h) € % in that case.

The fact that each element has a unique left inverse implies that each element is invertible:
given h € @, its left inverse f = 2(h) is also a right inverse because h* = Z(f) satisfies
h*=h*o(foh)=(h*o floh=h,ie hof=id.

Finally, we check that . is continuous. For h, h* € g , we denote by €, €* the corresponding
maps defined by (87). For any f, f*, the difference €*(f) — Cf(f) fo h— foh* has valuation
> val(h* — h) (as already deduced from (86)), while val (%*(f* > val(f*— f)+1 (as
already deduced from (88)), hence d(%( N, e*(f *)) < max {d( (h, h* ,3d(f, f*) } It follows by
induction that d(.Z,(h), Z,(h*)) = d(€(Lu-1(h)), €*(Ln-1(h*))) < d(h,h*) for every n > 1,
hence d(.i”(ﬁ),.i”(ﬁ*)) < d(h, h*). O

(/)
(7
h,

Notice that % = { f € ¢ | d(id, f) < 3= {fe9|d(d, f) <1} is a closed ball as well as
an open ball, thus it is both closed and open for the Krull topology of 9.

16 Inversion in the group g

There is an explicit formula for the inverse of an element of ¢, which is a particular case of the
Lagrange reversion formula (adapted to our framework):

Theorem 16.1. For any X € C[[z7']], the inverse of h = id+X can be written as the formally
convergent series of formal series

L ve(—1) s (=DF oo
(1d+%)°CY =id+> Tak L), (89)
k>1
The proof of Theorem 16.1 will make use of
Lemma 16.2. Let ¥ € C[[z7!]] and n > 1. Then, for any ¢ € C[[z""]],



Proof of Lemma 16.2. Let us call Hpt the left-hand side of (90). We have Hyp = Y% —
°(xvp) = 0. It is thus sufficient to prove the recursive formula

Hyi1¢ = —0H, (YY) + X OH b — n(0X) Hyth.

n

n+1) = 0 and compute

To this end, we use the convention (7”1) = (

n

ot (i) = Y- (-0 Jolv o 1)
k=—1
n+1

_ Z(_l)k (k i 1>8[>~<n+1—k an—l(gk&)]
k=0

(shifting the summation index to get the last expression), while

n+1

XOHyh =3 (-1)" (Z)»zaw-k 0" (X))
k=0
The Leibniz rule yields
~ ~ n+1 n n N
— OHn(X9) + X OHpth = ) _(—1)* [(k - 1) + <k>]>z"+” " (X")
k=0

n+1

+ kz_o(_nk ((n+1-k) (k " 1) +(n— k) (Z)}gn—k(ag)a"—l(x%).

The expression in the former bracket is ("Zl), hence the first sum is nothing but Hn+11/~);
the expression in the latter bracket is n times (";1) + (Zj) = (}), hence the second sum is
n(0X) Hp . O

Proof of Theorem 16.1. Let h=id+ye¥. Lemma 16.2 shows that the right-hand side of (89)
defines a left inverse for h. Indeed, denoting by f = id —|—</3 this right-hand side, we have

- o 3 L 1 -~
foh—id=x+@o(id+x)=x+ Z 'E' "a’”‘f 1<X,€)ZZEH”
0>0,k>1 n>1 "
with H, = 3 (=1)*(7)x* 9" 1(x*), the last sum running over all pairs of non-negative integers
(k,£) such that k + ¢ = n (absorbing the first y in H; and taking care of k& = 0 according as

n =1 orn > 2; formal summability legitimates our Fubini-like manipulation), then Lemma 16.2
with ¢ = 1 says that H, = 0 for every n > 1. O

Exercise 16.1 (Lagrange reversion formula). Prove that, with the same convention as
n (85),

fo f+z a’f YgFof),  h=id+y.

k>1 ‘

(Hint: Use Lemma 16.2 with ¢ = 9(f —id) = —1 + 9f.)
Exercise 16.2. Let h = id+x € ¢, i.e. with x € C{z7'}. We can thus choose ¢y, M > 0 such
that |x(z)| < M for |z| > ¢o. Show that h°(=1)(z) is convergent for |z| > ¢o + M. (Hint: Given
8 > M, use the Cauchy inequalities to bound |0*~1(x*)(2)| for |z| > ¢o + 6.)
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17 The group of 1-summable formal diffeomorphisms in an arc
of directions

Among all formal tangent-to-identity diffeomorphisms, we now distinguish those which are 1-
summable in an arc of directions.

Definition 17.1. Let I be an open interval of R. Let v,a: I — R be locally bounded functions
with a > 0. For any o € C we define

G(1,v,a) ={f=id+¢o | po € BHCION(I,7,0)) }, %, v,0) =91, v,a)NY,,
g],'y .:{f:1d+g00|<,0063 (C5€BN(I,’Y))}, ga(L'Y) ::gf(lv'}/)mgzﬂ
G(I)={f=id+@o | po € B (CsdN(])) }, 7. (I)=91)N%.

We extend the definition of the Borel summation operator .7/ to ¢(I) by setting
f=id+goe9(l,7) = Sf2)=2+7"3(), 2€2(1,7).

For |I| > 2, 4(I) coincides with the group ¢ of holomorphic tangent-to-identity diffeomor-
phisms and .7/ is the ordinary summation operator for Taylor series at co, but

Il<2r = 9591 S9.

For f € 4(I), the function .¥ { f is holomorphic in a sectorial neighbourhood of co (but not in
a full neighbourhood of oo if f ¢ ¢); we shall see that it defines an injective transformation in
a domain of the form Z(I,~). We first study composition and inversion in ¢(1).

Theorem 17.2. Let I be an open interval of]R and v,a: I — R be locally bounded functions
with o > 0. LetaTe(Candfeg( a), § € 9.(I1,7). Then jo f € Gyyr(I, 1) with
=~ + |o| + va, the function ! f maps @( 1) i D(1,v) and

FHGo f)=(F1g) o (F1f) on (I, 7).
Proof. Apply Theorem 13.3 to ¢g = f—id and ¢ == § — id. O

Theorem 17.3. Let f € 9,(I,v,a). Then h = f°CY € G_ (I, ~* a) withv* = v+ |o|+2V/a
and

LTF(2(1,m)) € 2(1,7Y), (ZTh) o #1f =id on 2(I,v), (91)

FTh(D(1,72)) € 2(1,7), (Z1f)oSTh=id on 2(I,7), (92)

with y1 =+ 2|o| + (1 + V2)Va and 7o = v +|o| + (1 + v2)\/a.
Moreover, /! f is injective on 2(I,7v+ (14+V2)V/a).

Proof. We first assume f € %NO(I7 v,a). By (89), we have h = id +Y with Y given by a formally
convergent series in z~1C[[z71]]:

vk
(= Xk Xk= ( k:ll) "N (@").

k>1

40



Correspondingly, By is given by a formally convergent series in C[[(]]:

¢
X = Xks Xk = TR p*
k>1
(beware that the last expression involves multiplication by —%, not convolution!). We argue

as in the proof of Theorem 13.3 and view x as a series of holomorphic functions in the union of
a disc D(0, R) and a sector ¥ in which ¢ itself is holomorphic; inequalities (78) and (79) yield

2(k—1)
(0] < A* g ¢ e D0, R), (93)
2(k—1)
(O <0@ g™ Cen (04)

where £ = |(] and § = arg(. The series of holomorphic functions >y is thus uniformly
convergent in every compact subset of D(0, R) UX and its sum is a holomorphic function whose
Taylor series at 0 is x. Therefore x € C{(} extends analytically to D(0, R) U X; moreover, since

2(k—1) .
k!(klfl) < llgé(k o (94) yields

a0V (26)2(k=1)
IOIEDD (:) ((2253_ 1))!67(6’)5 < a(f) NO+2V/al)e

E>1
for ¢ € ¥. Hence h € 9(I,~ + 2v/a, @) when o = 0.

In the general case, we observe that f = (id +0) o § with § == (id —0) o f € %(I,7, a), thus
D =1id +X € G(I,v+ 2y/a,a) and h = fo1) = > o (id —¢) = id —o + T_,¥X, which
1mphes he 54( ;7 + 2y/a+ |o], ) by the third property in Lemma 4.5

Since h o f = f o h = id, we can apply Theorem 17.2 and get (Ylh) o jﬂff = id and
(&7 y f) o #Th = id in appropriate domains; in fact, by analytic continuation, these identities
will hold in any domain Z(I,~ + 01), resp. Z(I,7 + d2), such that

(@I y+6)) Cc 2(1,7),  Lh(2(1,7+6)) C 2(1,7).

Writing f = id+0 + ¢ with Bg € N(I,~, ), with the help of (73) one can easily show that
01 =v1 — v and &9 = 9 — v satisfy this.

For the injectivity statement, we write again f = (id +0) 0 g and apply the previous result to
G € %(1,v,a). The function .’ g maps 2 := 2(I,v+(1+v2)y/a) in the domain 2 (I, v+2\/a),
on which yI( °(=1)) is well-defined, and .7 (§5°(-1) 0.1 § = id on 2, therefore .#!§ is injective
on ¥, and so is the function Ylf:a+§”1 : O

Corollary 17.4. For any open interval I, 4(I) and %o(I) are subgroups of 4.

Exercise 17.1. Consider the set id +C[[z7!]]; of Gevrey-1 tangent-to-identity formal diffeo-
morphisms, so that

9(1) G id+C[le "1 G 9.

Show that id +C[[z~!]]; is a subgroup of ¢. (Hint: View C[[z~!]]; as B! (Cé & C{¢}) and

imitate the previous chain of reasoning.)
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We shall see in Section 34 how 1-summable formal diffeomorphisms occur in the study of a
holomorphic germ f € 4.

THE ALGEBRA OF RESURGENT FUNCTIONS

18 Resurgent functions, resurgent formal series

Among Gevrey-1 formal series, we have distinguished the subspace of those which are 1-
summable in a given arc of directions and studied it in Sections 9-17. We shall now study
another subspace of C[[27!]]1, which consists of “resurgent formal series”. As in the case of
1-summability, we make use of the algebra isomorphism (22)

B: Cllz" 1)1 = Cs @ C{¢}

and give the definition not directly in terms of the formal series themselves, but rather in terms
of their formal Borel transforms, for which, beyond convergence near the origin, we shall require
a certain property of analytic continuation.

For any R > 0 and (p € C we use the notations

D(Co, R) :=={CeC[|(—C| <R}, (95)
Dg:=D(0,R), D% :=Dg\{0}. (96)

Definition 18.1. Let 2 be a non-empty closed discrete subset of C, let ¢(¢) € C{(} be a
holomorphic germ at the origin. We say that ¢ is an Q-continuable germ if there exists R > 0
not larger than the radius of convergence of ¢ such that Dj N = () and ¢ admits analytic
continuation along any path of C \ 2 originating from any point of D},. See Figure 4. We use
the notation

Fe, = { all Q-continuable germs } ¢ C{¢}.

We call Q-resurgent function any element of Cd @ Ko, ie. any element of Cd @ C{(} of the
form a d + ¢ with a = a complex number and ¢ = an {2-continuable germ.

We call Q-resurgent formal series any ¢g(z) € C[[z7!]]1 whose formal Borel transform is an
Q-resurgent function, i.e. any @ belonging to

Ro =B (Cs® %q) C Cllz 1.

Remark 18.2. In the above definition, “path” means a continuous function v: J — C\ Q,
where J is a compact interval of R; without loss of generality, all our paths will be assumed
piecewise continuously differentiable. As is often the case with analytic continuation and Cauchy
integrals, the precise parametrisation of v will usually not matter, in the sense that we shall
get the same result from two paths v: [a,b] — C\ Q and ~': [d/,b'] — C\ Q which only
differ by a change of parametrisation (v =+ oo with o: [a,b] — [a’,V] piecewise continuously
differentiable, increasing and mapping a to a’ and b to b').

Our definitions are particular cases of Ecalle’s definition of “continuability without a cut” (or
“endless continuability”) for germs, and “resurgence” for formal series (we prescribe in advance
the possible location of the singularities of the analytic continuation of ¢, whereas the theory
is developed in Vol. 3 of [ | without this restriction). Here we stick to the simplest cases;
typical examples with which we shall work are 2 = Z or 27wiZ.
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Figure 4: Q-continuability. Any path v starting in D%}, and contained in C\ £ must be a path
of analytic continuation for ¢ € Zq.

Remark 18.3. Let p(2) :== min {|w|, w € Q\ {0}}. Any ¢ € Aq is a holomorphic germ at 0
with radius of convergence > p(2) and one can always take R = p(§2) in Definition 18.1. In
fact, given an arbitrary (o € D,q), we have

¢ germ of holomorphic function of D,q) admitting analytic continuation

P € Ry —
along any path v: [0,1] — C such that ¥(0) = (o and ¥((0,1]) C C\ ©

(even if (o = 0 and 0 € Q: there is no need to avoid 0 at the beginning of the path, when we still

are in the disc of convergence of ¢).

Example 18.1. Trivially, any entire function of C defines an {2-continuable germ; as a conse-
quence,

C{z71} ¢ Za.

Other elementary examples of (2-continuable germs are the functions which are holomorphic in

C\ 2 and regular at 0, like W with m € N* and w € Q \ {0}.

Lemma 18.4. — The Euler series ¢¥(z) defined by (37) belongs to %7{_1}.

~ Given w = ¢* with Re's < 0, the series GP(z) of Poincaré’s example (62) belongs to Zq with
Q:=s+2miZ.

— The Stirling series i(z) of Theorem 11.2 (explicitly given by (56)) belongs to Roriz.
Proof. The Borel transforms of all these series have a meromorphic continuation:
— Euler: ¢E(¢) = (1 +¢)~! by (38).

— Poincaré: ¢P(¢) = H%_c by (63).

~ Stirling: p(¢) = ¢~2 (g coth § — 1) by (55).
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Exercise 18.2. Any {0}-continuable germ defines an entire function of C. (Hint: view C as
the union of a disc and two cut planes.)

Exercise 18.3. Give an example of a holomorphic germ at 0 which is not {2-continuable for
any non-empty closed discrete subset 2 of C.

But in all the previous examples the Borel transform was single-valued, whereas the interest
of Definition 18.1 is to authorize multiple-valuedness when following the analytic continuation.
For instance, the exponential of the Stirling series A = e, which gives rise to the refined Stirling
formula (57), has a Borel transform with a multiple-valued analytic continuation and belongs
to L%T’g,riz, although this is more difficult to check (see Sections 22 and 30.1). We now give
elementary examples which illustrate multiple-valued analytic continuation.

Notation 18.5. If ¢ is a holomorphic germ at y(a) which admits an analytic continuation
along 7, we denote by cont, ¢ the resulting holomorphic germ at the endpoint ~(b).

Example 18.4. Consider $(¢) = Zn>1 -2 this is a holomorphic germ belonging to ,%’{1} but
its analytic continuatlon is not single- Valued Indeed, the disc of convergence of ¢ is D and, for
any ¢ € Dy, ¢ fC di = —Log (1 — ¢) with the notation (115) for the principal branch of
the logarithm, hence the analytic continuation of ¢ along a path v originating from 0, avoiding 1
and ending at a point (; is the holomorphic germ at (; explicitly given by

conty ¢(¢) = / ¢ / (¢ close enough to (1),

which yields a multiple-valued function in C \ {1} (two paths from 0 to ¢; do not give rise to
the same analytic continuation near {; unless they are homotopic in C\ {1}). The germ ¢ is
Q-continuable if and only if 1 € Q.

Example 18.5. A related example of {0, 1}-continuable germ with mutivalued analytic contin-

uation is given by En>0 o= —%Log (1—(), for which there is a principal branch holomorphic

in the cut plane C\ [1,400) and all the other branches have a simple pole at 0. This germ is
Q2-continuable if and only if {0,1} C €.

Example 18.6. If w € Q\ {0} and ¢ € C{¢} extends analytically to C\ €, then, for any branch
of the logarithm Zog, the formula ¢(¢) = Qp(C)fog(C — w) defines a germ of R with non-
trivial monodromy around w: the branches of the analytic continuation of ¢ differ by integer
multiples of 27711&.

Example 18.7. If w € C* and m € N*, then (Zog (¢ — w))m € Q{w} for any branch of the
logarithm; if moreover w # —1, then (,iﬂog (¢ — w))_m € %A’{w’wﬂ}.

Example 18.8. Given «a € C, the incomplete Gamma function is defined for z > 0 by

+oo
INa, 2) ::/ e ftolae
z

and it extends to a holomorphic function in C\ R~ (notice that I'(«a, 2) o I'(a) if Rea > 0).
z—r
The change of variable t = z({ + 1) in the integral yields the formula

D(a,z) =e*2%(1@a)(2),  @al() =1+, (97)
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where I = (-7, %) and we use the principal branch of the logarithm (115) to define the holo-

morphic function (1 + ¢)* ! as e(*DLog (140 The germ ¢, is always {—1}-resurgent; it has
multiple-valued analytic continuation if o ¢ Z. Hence

2% T (a, 2) ~1 Palz) = Z(Oé —D(a—2)---(a—n)z "1, (98)

n>0

which is always a I-summable and {—1}-resurgent formal series (a polynomial in 2! if o € N*,
a divergent formal series otherwise).

Fe, and Zq clearly are linear subspaces of C{¢} and C[[z7!]];. We end this section with
elementary stability properties:

Lemma 18.6. Let Q be any non-empty closed discrete subset of C. Let B € Ho. Then
multiplication by B leaves Xq invariant. In particular, for any c € C,

$(Q) € Za = —(p(() € B and e “¢(C) € Zo.

The operator d% too leaves #q invariant.
As a consequence, X, is stable by & = % and T.. Moreover, if 1 € %o Nz 2C[[z"]], then
2 € Kq and the solution in 2~ C[[zY]] of the difference equation

Gz +1) — (2) = ¥(2)
belongs to Royomize -

Proof. Exercise (use the fact that multiplication by B commutes with analytic continuation:
the analytic continuation of B¢ along a path v of C\ Q starting in ID);(Q) exists and equals

B(¢) cont, ¢(C); then use Lemma 4.5, (21), (23) and Corollary 4.6). O

19 Analytic continuation of a convolution product: the easy
case

Lemma 18.6 was dealing with the multiplication of two germs of C{(}, however we saw in
Section 5 that the natural product in this space is convolution. The question of the stability
of Zq under convolution is much subtler. Let us begin with an easy case, which is already of
interest:

Lemma 19.1. Let Q) be any non-empty closed discrete subset of(C and suppose B is an entire
function of C. Then, for any ¢ € Ro, the convolution product B x © belongs to Ra; its analytic
continuation along a path v of C\ ) starting from a point (o € D, and ending at a point (1
is the holomorphic germ at (1 explicitly given by

N

¢ . <.
conty (B * $)(C) = /0 B~ 6)p(€)de + / BC-9p9de+ [ Be-ope e 09)

for € close enough to (1. As a consequence,

By e C{z"'}, o € Zo = Bo@o € Z#q. (100)
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Remark 19.2. Formulas such as (99) require a word of caution: the value of B( — ) is
unambiguously defined whatever ¢ and & are, but in the notation “p(§)” it is understood that we
are using the appropriate branch of the possibily multiple-valued function ¢; in such a formula,
what branch we are using is clear from the context:

— ¢ is unambiguously defined in its disc of convergence Dy (centred at 0) and the first integral
thus makes sense for (o € Dy;

— in the second integral £ is moving along v which is a path of analytic continuation for ¢, we
thus consider the analytic continuation of ¢ along the piece of v between its origin and &;

19

— n the third integral, “p” is to be understood as cont. ¢, the germ at (1 resulting form the
analytic continuation of ¢ along vy, this integral then makes sense for any ¢ at a distance
from (1 less than the radius of convergence of cont., ¢.

Using a parametrisation v: [0,1] — C\Q, with v(0) = (o and y(1) = (1, and introducing the
truncated paths s = 70,5 for any s € [0, 1], the interpretation of the last two integrals in (99)
18

1
[ B98¢ = [ B - 1(s))(conts, D)2 (5)ds, (101)
Y 0
¢ <.
[ Be-p@ = [ BE-eont p)a (102)

Proof of Lemma 19.1. The property (100) directly follows from the first statement: write By =
a+ B and g = b+ p with a,b € C and A, € 2~'C[[z7']] and apply Lemma 9.8 to B.

To prove the first statement, we use a parametrisation v: [0,1] — C\ 2 and the truncated
paths v, := 79,5 We shall check that, for each ¢ € [0, 1], the formula

. ¢ .
B(¢ - £)p(§) dg +/ B(¢ = §)@(§) dg (103)

~(t)

¢
o) = [ BC-9o©dc+
0 Tt
(with the above conventions for the interpretation of “®(§)” in the integrals) defines a holomor-
phic germ at ~(t) which is the analytic continuation of B x ¢ along ;.

The holomorphic dependence of the integrals upon the parameter ( is such that ¢ —

B(¢C—=&)¢ d§+f% B(¢ —€)@(€) d€ is an entire function of ¢ and ¢ fc B((—¢&)p(&) d¢
is holomorphlc for ¢ in the disc of convergence D; of cont,, ¢ (centred at fy(t)) we thus have a
family of analytic elements (x¢, Dy), t € [0,1], along the path .

For ¢ small enough, the truncated path ~; is contalned in Do, then for ( € Dy, the Cauchy
theorem implies that %;(¢) coincides with A % ¢(¢ fo P(&) d¢ (since the rectilinear
path [0, (] is homotopic in Dy to the concatenatlon of [0, CO] Ve and [v(t),<]).

For every t € [0, 1], there exists £ > 0 such that 7((t—5, t+e)NJo, 1]) C Dy; by compactness,
we can thus find N € N* and 0 =tg < t; < -+ <ty =1 so that y([t;,t;+1]) C Dy, for every j.
The proof will thus be complete if we check that, for any ¢t < ¢’ in [0, 1],

")/([t,tl]) CD = x¢t=xpin DN Dy.
This follows from the observation that, under the hypothesis 'y([t, t’]) C Dy,

€ [t,t'] and £ € D,N Dy = cont,, $(§) = contn, $(£),
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Figure 5: Integration paths for the convolution in the easy case.

thus, when computing xy (¢) with ¢ € Dy N Dy, the third integral in (103) is

¢ ¢ .
/ B(C — &) conty, p(€)de = [ B(C — &) conty, $(€) dé
y(t') ~y(t')

and, interpreting the second integral of (103) as in (101), we get

t y(t)
20(0) = %(0) = / B(C — (s))( conty, ¢)(v(s))7'(s) ds + / 4, BC- o 2)(€) s
t y(t!
t ()
= [ B(C — 1(s))(contu, @) (v(s))7/(s) ds + / B(C — €)(conts, $)(€) dE = 0

t ()

(see Figure 5). O
Remark 19.3. Lemma 19.1 can be used to prove the -resurgence of certain formal series
solutions of non-linear functional equations—see Section 3/ (with Q = 27iZ) and [ , §8]
(with Q = 7).

20 Analytic continuation of a convolution product: an example

We now wish to consider the convolution of two {2-continuable holomorphic germs at 0 without
assuming that any of them extends to an entire function. A first example will convince us that
there is no hope to get stability under convolution if we do not impose that €2 be stable under
addition.

Let wy,wy € C* and

Their convolution product is

o ¢ 1 .
WO = b0 = | e I < min (el eal).

The formula

1 ! ( Lo, )
E—w)((—€E—ws) (—wi—wr \E—w1 (—E&—wo
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shows that, for any ¢ # wi + ws of modulus < min {|wi|, |ws|}, one can write

1 ¢ od¢
x\(() = —— (L +L , L;(¢) = / 104
W= (O @), L= [ 2 (104)
(with the help of the change of variable £ — ¢ — £ in the case of Lg).

Removing the half-lines w;[1,400) from C, we obtain a cut plane A in which x has a
meromorphic continuation (since [0, (] avoids the points w; and we for all { € A). We can in
fact follow the meromorphic continuation of ¥ along any path which avoids w; and we, because

L;(¢) = —/OCM 1d_§§ ~Tog (1~ fj) € Ry

(cf. example 18.4). We used the words “meromorphic continuation” and not “analytic con-
tinuation” because of the factor C—m%uzz The conclusion is thus only x € @Q, with Q =
{wl,wg,wl + WQ}.

—If w = wj +ws € A, the principal branch of x X (i.e. its meromorphic continuation to A) has
a removable singularity at w, because (L1 + La)( fé‘) S+ [ fdf.)z = 0 in that case (by the
change of variable £ — w — & in one of the 1ntegrals) ThlS IS consistent with Lemma 13.2 (the
set A is clearly star-shaped with respect to 0). But it is easy to see that this does not happen
for all the branches of x: when considering all the paths v going from 0 to w and avoiding w;
and wo, we have

dg

vf_wj’

conty Lj(w) =

J=12,

hence 5t (conty L1 (w) + conty La(w)) is the sum of the winding numbers around w; and wy of
the loop obtained by concatenating v and the line segment [w, 0]; elementary geometry shows
that this sum of winding numbers can take any integer value, but whenever this value is non-zero
the corresponding branch of x does have a pole at w.

— The case w ¢ A is slightly different. Then we can write w; = r; e with r1,r9 > 0 and
consider the path ~y which follows the segment [0, w] except that it circumvents w; and we by
small half-circles travelled anti-clockwise (notice that w; and wy may coincide)—see the left part

of Figure 6; an easy computation yields

T2 d
cont, Ly (w) = / /F 1 é
-1 0

where Ty is the half-circle from —1 to 1 with radius 1 travelled anti-clockwise (see the right
part of Figure 6), hence cont,, L1(w) = In {2 + i, similarly cont,, Lo(w) = In {1 4 i, therefore
cont, Ly (w) + contyy Lo(w) = 27i is non- zero and this again yields a branch of x with a pole
at w (and infinitely many others by using other paths than 7).

In all cases, there are paths from 0 to w; 4+ we which avoid w; and we and which are not
paths of analytic continuation for x. This example thus shows that Zy,,, ., is not stable under

convolution: it contains ¢ and 1[1 but not ¢ * 1&
Now, whenever (2 is not stable under addition, one can find wy, w9 € € such that wy +ws & Q
and the previous example then yields ¢, v € Zq with ¢ *x ¢ ¢ Zq.
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Figure 6: Convolution of aligned poles.

21 Analytic continuation of a convolution product: the general
case

21.1 The main result of this section is

Theorem 21.1. Let 2 be a non-empty closed discrete subset of C. Then the space Hq is stable
under convolution if and only if Q is stable under addition.

The necessary and sufficient condition on 2 is satisfied by the typical examples Z or 2wiZ,
but also by N*, Z+iZ, N*+iN or {m+n+/2 | m,n € N*} for instance. An immediate consequence
of Theorem 21.1 is

Corollary 21.2. Let Q be a non-empty closed discrete subset of C. Then the space Zq of
Q-resurgent formal series is a subalgebra of C[[z71]] if and only if Q is stable under addition.

The necessity of the condition on €2 was proved in Section 20. In the rest of this section we
shall prove that the condition is sufficient. However we shall restrict ourselves to the case where
0 € Q, because this will allow us to give a simpler proof. The reader is referred to | ] for
the proof in the general case.

21.2 We thus fix 2 closed, discrete, containing 0 and stable under addition. We begin with a
new definition (see Figure 7):

Definition 21.3. A continuous map H: I xJ — C, where I = [0,1] and J is a compact interval
of R, is called a symmetric Q2-homotopy if, for each t € J,

s €I Hy(s) = H(s,t)
defines a path which satisfies
i) Hy(0) =0,
i) Hy((0,1]) cC\ Q,
i11) Hy(1) — Hy(s) = Hy(1 — s) for every s € I.
We then call endpoint path of H the path
Fp:teJ— Hy(l).

Writing J = [a, b], we call H, (resp. Hp) the initial path of H (resp. its final path).
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Figure 7: Symmetric Q-homotopy (H, = initial path, H, = final path, v = endpoint path T'g).

The first two conditions imply that each path H; is a path of analytic continuation for any
Y E Zq, in view of Remark 18.3.

We shall use the notation Hy, for the truncated paths (Hy)|jo,s, s € I, t € J (analogously
to what we did when commenting Lemma 19.1). Here is a technical statement we shall use:

Lemma 21.4. For a symmetric Q-homotopy H defined on I x J, there exists 6 > 0 such that,
for any ¢ € Zq and (s,t) € I x J, the radius of convergence of the holomorphic germ contg, , ¢
at He(s) is at least §.

Proof. Let p = p(Q) (¢f. Remark 18.3). Consider
U= {(s,t) eI xJ|H([0,s] x {t}) CD,s}, K=IxJ\U.

Writing K = { (s,t) € I x J | 3s' € [0, ] s.t. H(s',t) € C\D,/5 }, we see that K is a compact
subset of I x J which is contained in (0, 1] x J. Thus H(K) is a compact subset of C \ 2, and
0 = min { dist (H(K), Q),p/2} > 0. Now, for any s and ¢,

— either (s,t) € U, then the truncated path Hy, lies in D, /5, hence conty, ¢ is a holomorphic
germ at Hy(s) with radius of convergence > §;

— or (s,t) € K, and then dist(H(s),§2) > 0, which yields the same conclusion for the germ
contp, P.

O]

The third condition in Definition 21.3 means that each path H; is symmetric with respect
to its midpoint 2 H;(1). Here is the motivation behind this requirement:

Lemma 21.5. Let v: [0,1] — C\ Q be a path such that ¥(0) € D, (c¢f. Remark 18.3). If
there exists a symmetric Q2-homotopy whose endpoint path coincides with ~v and whose initial
path is contained in D, q), then any convolution product @*1/3 with @, 1& € %o, can be analytically
continued along 7.

Proof. We assume that v = I'y with a symmetric (>-homotopy H defined on I x J. Let
0, € Xq and, for t € J, consider the formula

. ¢ .
xe(€) = /H P(OV(C— &) dg + /( | P(v(¢— &) d¢ (105)
t ~(t
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(recall that v(t) = Hy(1)). We shall check that x; is a well-defined holomorphic germ at ~(t)
and that it provides the analytic continuation of ¢ % 1) along 7.

a) The idea is that when £ moves along Hy;, £ = H;(s) with s € I, we can use for “¢(§)” the
analytic continuation of ¢ along the truncated path Hy; correspondingly, if ¢ is close to v(t),
then ¢ — ¢ is close to v(t) — & = Hy(1) — Hy(s) = Hy(1 — s), thus for “d(C — €)” we can use
the analytic continuation of 1& along Hy;_g. In other words, setting ¢ = 7(t) + o, we wish to
interpret (105) as

1
Xe(y(t) + o) = /0 (cont, , @) (Hy(s))(cont,, , $)(Hi(1—s)+ o) Hj(s)ds
1
+ / (contz, @)(Y(t) + uo)((1 — w)o)o du  (106)
0

(in the last integral, we have performed the change variable £ = () + uo; it is the germ of 1[1
at the origin that we use there).

Lemma 21.4 provides § > 0 such that, by regular dependence of the integrals upon the
parameter o, the right-hand side of (106) is holomorphic for |o| < §. We thus have a family of
analytic elements (x¢, Dy), t € J, with Dy :={ (e C||¢—~(t)] < }.

b) For ¢ small enough, the path H; is contained in D,(q) which is open and simply connected;
then, for || small enough, the line segment [0, (] and the concatenation of H; and [v(?), (] are
homotopic in D,q), hence the Cauchy theorem implies X(¢) = ¢ * 1(().

c) By uniform continuity, there exists € > 0 such that, for any ¢o,t € J,
[t —to] <e = |Hi(s) — Hy(s)] <d/2 forallsel. (107)

To complete the proof, we check that, for any tg,¢ in J such that tg < ¢t < tg + &, we have
Rto = Xt in D(y(to),0/2) (which is contained in Dy, N Dy).
Let to,t € J be such that to < t < tg + ¢ and let ¢ € D(y(to),0/2). By Lemma 21.4
and (107), we have for every s € T
contrr, ¢ (Hy(s)) = contr, , $(Hi(s)).
conty,,_, (¢ — Hy(s)) = contr, (¢~ Hi(s))
(for the latter identity, write (—Hy(s) = Hy(1—s)+(—(t) = Hy, (1—s)+C—y(to)+Hy, (s)—He(s),

thus this point belongs to D (H(1—s),8)N.D(Hy,(1—s),d)). Moreover, [y(t),(] C D(v(t),6/2)
by convexity, hence conty, ¢ = contp, ¢ on this line segment, and we can write

1 ~
(0) = / (cont, |, ) (Hi(s))(contm, . $)(C — Hy(s)) Hi(s)ds

¢ .
T / (contr,, ¢)(E)H(C — &) de.
~(t)

We then get x+,(¢) = x¢(¢) from the Cauchy theorem by means of the homotopy induced by H
between the concatenation of H;, and [y(to),(] and the concatenation of H; and [y(¢),(]. O

o1



Remark 21.6. With the notation of Definition 21.3, when the initial path Hy is a line segment
contained in D,q), the final path Hy is what Ecalle calls a “symmetrically contractible path”

in [ |. The proof of Lemma 21.5 shows that the analytic continuation of ¢ * 7,/3 until the
endpoint Hy(1) = T'g(b) can be computed by the usual integral taken over Hy:

cont (¢ % $)(€) = /H HOBC—EdE,  v=Th, ¢=~0) (108)

(with appropriate interpretation, as in (106)). However, it usually cannot be computed as the
same integral over v = 'y itself, even when the latter integral is well-defined).

21.3 In view of Lemma 21.5, the proof of Theorem 21.1 will be complete if we prove the
following purely geometric result:

Lemma 21.7. For any path v: I = [0,1] — C\ Q such that v(0) € D7 ), there eists a
symmetric Q-homotopy H on I x I whose endpoint path is v and whose initial path is a line
segment, i.e. I'yy =~ and Hy(s) = s7(0).

Proof. Assume that - is given as in the hypothesis of Lemma 21.7. We are looking for a
symmetric 2-homotopy whose initial path is imposed: it must be

s €I~ Hy(s) == sv(0),
which satisfies the three requirements of Definition 21.3 at ¢ = 0:
(i) Ho(0) =0,
(i) Ho((0,1]) cC\ €,
(iii) Ho(1) — Ho(s) = Ho(1 — s) for every s € I.
The idea is to define a family of maps (¥¢);c[o,1) so that
Hy(s) == W (Ho(s)), s€el, (109)

yield the desired homotopy. For that, it is sufficient that (¢,¢) € [0,1] x C — ¥;(¢) be continu-
ously differentiable (for the structure of real two-dimensional vector space of C), ¥y = id and,
for each ¢ € [0,1],

(") We(0) =

(ii’) U, (C\ Q) C C\Q,

(iii”) Wy (7(0) = ¢) = W4 (v(0)) — W4(¢) for all ¢ € C,
(iv') e (7(0)) = (1)

In fact, the properties (i’)—(iv’) ensure that any initial path Hy satisfying (i)—(iii) and ending
at v(0) produces through (109) a symmetric Q-homotopy whose endpoint path is 7. Conse-
quently, we may assume without loss of generality that v is C! on [0,1] (then, if 7 is only
piecewise C', we just need to concatenate the symmetric -homotopies associated with the
various pieces).
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The maps ¥; will be generated by the flow of a non-autonomous vector field X (¢, t) associated
with 7 that we now define. We view (C,| - |) as a real 2-dimensional Banach space and pick” a
C* function n: C — [0, 1] such that

{CeCln(()=0}=1.
Observe that D(¢,t) == n(¢) + n(y(t) — ¢) defines a C* function of (¢,¢) which satisfies
D(¢,t) >0 forall (e Candte]|0,1]

because  is stable under addition; indeed, D((,t) = 0 would imply ¢ € Q and ~(t) — ¢ € Q,
hence 7(t) € €, which would contradict our assumptions. Therefore, the formula

X((,t) =

)’Y/(t) (110)

defines a non-autonomous vector field, which is continuous in (¢,t) on C x [0,1], C! in ¢ and
has its partial derivatives continuous in ((,t). The Cauchy-Lipschitz theorem on the existence
and uniqueness of solutions to differential equations applies to % = X((,t): for every ¢ € C
and ¢y € [0, 1] there is a unique solution ¢ — ®':¢({) such that &0t (() = (. The fact that the
vector field X is bounded implies that ®%*(() is defined for all ¢ € [0, 1] and the classical theory
guarantees that (tg,t,¢) — ®'4(¢) is C' on [0,1] x [0,1] x C.

Let us set U := ®%¢ for ¢ € [0, 1] and check that this family of maps satisfies (i’)-(iv’). We
have

X(w,t) =0 forall w e, (111)
X(v(t) = ¢ t) =+"(t) — X((,t) foral(eC (112)
for all t € [0,1] (by the very definition of X). Therefore

e (i") and (ii’) follow from (111) which yields ®%!(w) = w for every ty and ¢, whence
+(0) = 0 since 0 € €2, and from the non-autonomous flow property ®° o ®%¢ = id (hence
+(¢) = w implies ¢ = ®"0(w) = w);

e (iv’) follows from the fact that X (y(¢),t) = +/(¢), by (111) and (112) with ¢ = 0, using
again that 0 € Q, hence ¢ — v(t) is a solution of X;

e (iii") follows from (112): for any solution ¢ — ((t), the curve t — &(t) == ~(t) — ((¢)
satisfies £(0) = v(0) — ¢(0) and &'(t) = 7/(t) — X(¢(t),t) = X (&(t),t), hence it is a
solution: £(t) = ¥ (y(0) — ¢(0)).

As explained above, formula (109) thus produces the desired symmetric 2-homotopy. ]

21.4 Note on this section: The presentation we adopted is influenced by [ ] (the example
of Section 20 is taken from this book). Lemma 21.7, which is the key to the proof of Theorem 21.1

5 For instance pick a C' function @wo: R — [0,1] such that {z € R | po(z) = 1} = {0} and @o(z) = 0 for
|z| > 1, and a bijection w: N — €; then set 8§ := dist (w(k), 2\ {w(k)}) > 0 and o () =", vo (M) for

each ¢ € C there is at most one non-zero term in this series (because k # ¢, |¢ —w(k)| < dx/2 and | — w( )| < de/2
would imply |w(k) — w(£)| < (8 + 8¢)/2, which would contradict |w(k) — w(€)| > 6k and d;), thus o is C*, takes
its values in [0, 1] and satisfies { ¢ € C | 0(¢) = 1} = Q, therefore n :== 1 — ¢ will do.
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Figure 8: From 7 to the integration path H; used for cont. (¢ * ) (v(1)).

and which essentially relies on the use of the flow of the non-autonomous vector field (113), arose
as an attempt to understand a related but more complicated (somewhat obscure!) construction

which can be found in an appendix of | ]. See [ | and [ | for other approaches
to the stability under convolution of the space of resurgent functions.
For the proof of Lemma 21.7, according to | | and | |, one can visualize the

realization of a given path 7 as the enpoint path I'y of a symmetric Q-homotopy as follows:
Let a point ¢ = (t) move along 7 (as ¢ varies from 0 to 1) and remain connected to 0 by an
extensible thread, with moving nails pointing downwards at each point of { — €2, while fixed
nails point upwards at each point of Q (imagine for instance that the first nails are fastened
to a moving rule and the last ones to a fixed rule). As t varies, the thread is progressively
stretched but it has to meander between the nails. The path H; used as integration path for
cont (P * ¥)(y(1)) in formula (108) is given by the thread in its final form, when ¢ has reached
the extremity of v; the paths H; correspond to the thread at intermediary stages. See Figure 8
(or Figure 5 of [ ]). The point is that none of the moving nails ( — w’ € ¢ — Q will ever
collide with a fixed nail w” €  because we assumed that v avoids {w’ + w"} C Q.

21.5 Asymmetric version of the result. Theorem 21.1 admits a useful generalization, concerning
the convolution product of two resurgent germs which do not belong to the same space of -
continuable germs:

Theorem 21.8. Let Q1 and Qo be non-empty closed discrete subsets of C. Let
Q=0 UQaU (1 + Q2),
where Q1 + Qg = {w1 +wa | w1 € Y, we € Qo }. If Q is closed and discrete, then
@E@Ql and 1269?92 = @*&E,@Q

We shall content ourselves with giving hints about the proof when both ; and 29 are
assumed to contain 0, in which case
Q=04+

since both ©; and Qg are contained in 1 + Q9 (the general case is obtained by adapting the
arguments of | ]). Assuming this, we generalize Definition 21.3 and Lemma 21.5:

54



Definition 21.9. A continuous map H: IxJ — C, where I = [0,1] and J is a compact interval
of R, is called an (921, Q9)-homotopy if, for each t € J, the paths s € I — Hy(s) := H(s,t) and
s€lw— H/(s) = Hi (1) — H(1 — s) satisfy

i) Hy(0) =0,
i) Hy((0,1]) € C\ @,
iti) Hy((0,1]) € C\ Q.
We then call t € J +— H;(1) the endpoint path of H.

Lemma 21.10. Let v: [0,1] — C\ Q be a path such that v(0) € D,q,) N Dyq,). Suppose
that there exists an (1,€9)-homotopy whose endpoint path coincides w}‘th v and such that
HO(I) C D,y and Hi(I) C Dyq,). Then any convolution product ¢ x ¢ with € %q, and

11} € 9?92 can be analytically continued along .

Idea of the proof of Lemma 21.10. Mimick the proof of Lemma 21.5, replacing the right-hand
side of (106) with

1
| (conta, @) () contig, G (1) + ) Hi(s) ds
0
1
+ [ (eontin, ) (0) + un)i((1 - wo)ordu
0

and showing that this expression is the value at ~v(t) + o of a holomorphic germ, which is
cont.y, (P * ). O

To conclude the proof of Theorem 21.8, it is thus sufficient to show

Lemma 21.11. For any path «y: [0,1] — C such that v(0) € D;(Ql) N ]D);(QQ) and v((0,1]) C
C\ Q, there exists an (Q1,Q2)-homotopy H on I x [0, 1] whose endpoint path is vy and such that
Ho(s) = $7(0).

Indeed, if this lemma holds true, then all such paths v will be, by virtue of Lemma 21.10,
paths of analytic continuation for our convolution products ¢ * ¢, which is the content of
Theorem 21.8.

Idea of the proof of Lemma 21.11. Tt is sufficient to construct a family of maps (W¥y)sc[o,1) such
that (¢,¢) € [0,1] x C — ¥4(¢) € C be continuously differentiable (for the structure of real
two-dimensional vector space of C), ¥y = id and, for each ¢ € [0, 1],

(i") We(0) =

(i) W(C\ Q) C C\ Qy,

(iii") the map ¢ € C s W (C) = 7() — By (¢) satisfies TH(C\ Qp) € C\ Oy,
) Te(v(0)) =~(t).

(iv’
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Indeed, the formula Hy(s) := W;(sv(0)) then yields the desired homotopy, with H;(s) = ¥ ((1—
$)7(0)).

As in the proof of Lemma 21.7, the maps ¥; will be generated by the flow of a non-
autonomous vector field associated with v. We view (C,| - |) as a real 2-dimensional Banach
space and pick C! functions n1,72: C — [0, 1] such that

{CeClni(Q)=0}=9;, j=12
Observe that D((,t) == n1(¢) + n2(v(t) — ¢) defines a C' function of (¢,t) which satisfies
D((,t) >0 forall(eCandtel0,1],

since D((,t) = 0 would imply ¢ € Q7 and ~(t) — { € Q9, hence v(t) € Q1 + Qo, which would
contradict our assumptions. Therefore, the formula

(<)
m(¢) +nm(v(t) = ¢

X(Cat) = )’Y/(t) (113)

defines a non-autonomous vector field and the Cauchy-Lipschitz theorem applies to % = X(¢,t):
for every ¢ € C and ty € [0,1] there is a unique solution ¢t € [0,1] ~ ®'2'(¢) such that
0" (¢) = ¢; the flow map (to,t,¢) — ®2'(¢) is C* on [0,1] x [0,1] x C.

Setting W, := @gét for t € [0,1], one can check that this family of maps satisfies (i’)—(iv’) by

mimicking the arguments in the proof of Lemma 21.7 and using the fact that the corresponding
family of maps (¥}) in (iii’) can be obtained from the identity

7(t) = ®Y(¢) = 5% (1(0) - ),

where we denote by (to,t,() q»gg;f(g ) the flow map of the non-autonomous vector field

n2(¢)

no® -0 +mo

X*(Ct) = (t) - X(v(t) = (1) =

22 Non-linear operations with resurgent formal series

From now on, we give ourselves a non-empty closed discrete subset {2 of C which is stable under
addition.

We already mentioned the stability of P, under certain linear difference /differential opera-
tors in Lemma 18.6. Now, with our assumption that €2 is stable under addition, we can obtain
the stability of 2-resurgent formal series under the non-linear operations which were studied
in Sections 13 and 17. However this requires quantitative estimates for iterated convolutions
whose proof is beyond the scope of the present text, we thus quote without proof the following

Lemma 22.1. Let v be a path of C\ starting from a point (o € D) and ending at a point (i .

Let R > 0 be such that D(C1, R) C C\ Q. Then there exist a positive number L and a set ¢ of
paths parametrized by [0, 1] and contained in Dp \ Q such that, for every ¢ € Xq, the number

1@l = sup|conty 4 (7(1))]
YEE
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is finite, and there exist A, B > 0 such that, for every k > 1 and @,1[1 € %o, the iterated

convolution products
*k

—_——
k factors

@

and 1& * p*F (which admit analytic continuation along v, according to Theorem 21.1) satisfy

N BY Lk
|cont, ¢ k(()| < Aﬂ(H@H%) )
—— Bk . N
|cont (1 * ™) ()] < AH’W (g(”%p (5) )
for every ¢ € m
The proof can be found in | ]. Taking this result for granted, we can show

Theorem 22.2. Suppose that ¢(z),10(z),X(z) € Zq and that X(z) has no constant term. Let
H(t) € C{t}. Then ) ) i
Yo (id+p) € Zo,  HoX € Za. (114)

Proof. We can write ¢ = a+¢1, zﬁ = b—|—1/~11, where a,b € C and ¢ and 1[11 have no constant term.
With notations similar to those of the proof of Theorem 13.3, we write the first formal series
in (186) as b+ A(z) and the second one as ¢+ ji(z), where ¢ = H(0). Since A = (Ty)1) o (id +¢1),
where T, ai[)l is Q-resurgent (by Lemma 18.6) and has no constant term, we see that it is sufficient
to deal with the case a = b = 0; from now on we thus suppose ¢ = @1 and ¢ = ¢);. Then

f=doldtg) =Y L@, i=Y mit

E>0 E>1

where H(t) = ¢+ > 15 hit® with |hy| < CDF for some C, D > 0 independent of k, and the
corresponding formal Borel transforms are

A=Y (R # e, =Y

k>0 E>1

These can be viewed as formally convergent series of elements of C][[(]], in which each term
belongs to 7 (by virtue of Theorem 21.1). They define holomorphic germs in D,q) because
they can also be seen as normally convergent series of holomorphic functions in any compact
disc contained in D,q) (by virtue of inequalities (78) and (80)).

To conclude, it is sufficient to check that, given a path v: [0,1] — C\ Q starting in D,q),

for every t € [0,1] and R; > 0 such that D(y(t), Rt) C C\ Q the series of holomorphic functions

1 ~k v
Z i conty , (((—C)k%b) * @ k) and th conty , (x k)

are normally convergent on D(v(t), Rt) (indeed, this will provide families of analytic elements
which analytically continue \ and ). This follows from Lemma 22.1. O

Example 22.1. In view of Lemma 18.4, since 27iZ is stable under addition, this implies that
the exponential of the Stirling series A = e/ is 27i Z-resurgent.
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Recall that 4 = id +C[[z~"]] is the topological group of formal tangent-to-identity diffeo-
morphisms at oo studied in Section 15.

Definition 22.3. We call Q-resurgent tangent-to-identity diffeomorphism any f = id+¢ € 4
where ¢ is an ()-resurgent formal series. We use the notations

GRES(Q) = {f=id+¢ | peZa},  9YEES(Q) =9RESQ)NY, for o € C.

Observe that QZRES(Q) is not a closed subset of ¢ for the topology which was introduced in
Section 15; in fact it is dense, since it contains the subset & of holomorphic tangent-to-identity
germs of diffeomorphisms at co, which itself is dense in ¥.

Theorem 22.4. The set gRES(Q) is a subgroup of 4, the set %RES(Q) is a subgroup of %.

Proof. The stability under group composition stems from Theorem 22.2, since (id +2/~))o(id +Q) =
id4+¢+ o (id+9).
For the stability under group inversion, we only need to prove

hoidigedRSQ) — oD e GRES(Q).

It is sufficient to prove this when ¥ has no constant term, i.e. when h € %RES(Q), since
we can always write h = (id+%1) o (id +a) with a formal series X1 = T_o(—a + X) € Zq
which has no constant term (taking a = constant term of y and using Lemma 18.6) and then
ho=1 = (id +x1)°Y — a.

We thus assume that Y = x1 € A has no constant term and apply the Lagrange reversion
formula (89) to h = id +x. We get 2°(—1) = id —@ with the Borel transform of ¢ given by

R _ZCk_l -

formally convergent series in C[[¢]], in which each term belongs to Zq. The holomorphy of $ in
D) and its analytic continuation along the paths of C \ © are obtained by invoking inequali-
ties (93) and Lemma 22.1, similarly to what we did at the end of the proof of Theorem 22.2. [J

SIMPLE SINGULARITIES

23 Singular points

When the analytic continuation of a holomorphic germ @(C ) has singularities (i.e. & does not
extend to an entire function), its inverse formal Borel transform ¢ = B lpisa divergent formal
series, and the location and the nature of the singularities in the (-plane influence the growth
of the coefficients of . By analysing carefully the singularities of &, one may hope to be able
to deduce subtler information on ¢ and, if Borel-Laplace summation is possible, on its Borel
sums.

Therefore, we shall now develop a theory which allows one to study and manipulate singu-
larities (in the case of isolated singular points).
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First, recall the definition of a singular point in complex analysis: given f holomorphic in
an open subset U of C, a boundary point w of U is said to be a singular point of f if one cannot
find an open neighbourhood V' of w, a function g holomorphic in V, and an open subset U’ of U
such that w € OU" and fiy/ny = gjunv-

Thus this notion refers to the imposssibility of extending locally the function: even when
restricting to a smaller domain U’ to which w is adherent, we cannot find an analytic continuation
in a full neighbourhood of w. Think of the example of the principal branch of logarithm: it can
be defined as the holomorphic function

¢d
Log( := ; for (e U=C\R". (115)
1
Then, for w < 0, one cannot find a holomorphic extension of f = Log from U to any larger open
set containing w (not even a continuous extension!), however such a point w is not singular: if
we first restrict, say, to the upper half-plane U’ := {Im{ > 0}, then we can easily find an
analytic continuation of Log ;» to U UV, where V' is the disc D(w, |wl): define g by

wo-([+[)%

with any path v: [0,1] — C such that v(0) = 1, 7((0,1)) € U’ and (1) = w. In fact, for
the function f = Log, the only singular point is 0, there is no other local obstacle to analytic
continuation, even though there is no holomorphic extension of this function to C*.

If w is an isolated® singular point for a holomorphic function f, we can wonder what kind
of singularity occurs at this point. There are certainly many ways for a point to be singular:
maybe the function near w looks like log(¢{ — w) (for an appropriate branch of the logarithm),
or like a pole ﬁ, and the reader can imagine many other singular behaviours (square-root

branching (¢ — w)'/?, powers of logarithm (log(C - w))m, iterated logarithms log (log(C - w)),

etc.). The singularity of f at w will be defined as an equivalence class modulo regular functions
in Section 25. Of course, by translating the variable, we can always assume w = 0. Observe
that, in this text, we make a distinction between singular points and singularities (the former
being the locations of the latter).

As a preliminary, we need to introduce a few notations in relation with the Riemann surface
of the logarithm.

24 The Riemann surface of the logarithm

The Riemann surface of the logarithm C can be defined topologically (without any reference to
the logarithm!) as the universal cover of C* with base point at 1. This means that we consider
the set & of all paths” v: [0,1] — C* with (0) = 1, we put on & the equivalence relation ~

5 As a rule, all the singular points that we shall encounter in resurgence theory will be isolated even when the
same holomorphic function f is considered in various domains U (i.e. no “natural boundary” will show up). This
does not mean that our functions will extend in punctured dics centred on the singular points, because there may
be “monodromy”: leaving the original domain of definition U’ on one side of w or the other may lead to different
analytic continuations.

“In this section, “path” means any continuous C-valued map defined on a real interval.
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of “homotopy with fixed endpoints”, i.e.

vy~ <= dH: [0,1] x [0,1] — C* continuous, such that H(0,-) =9, H(1,-) =1,
H(s,0) = 40(0) and H(s,1) = (1) for each s € [0, 1],

and we define C as the set of all equivalence classes,
C=2 ] ~.

Observe that, if v ~ 79, then (1) = ~9(1): the endpoint (1) does not depend on v but
only on its equivalence class [y]. We thus get a map

m: €= C,  w(¢) =~(1) for any v € & such that [1] = ¢

(recall that the other endpoint is the same for all paths v € &2: v(0) = 1).

Among all the representatives of an equivalence class ¢ € C, there is a canonical one: there
exists a unique pair (r,0) € (0,4+00) x R such that ( is represented by the concatenation of the
paths ¢ € [0,1] — € and ¢t € [0,1] — (1 +t(r —1))e!’. In that situation, we use the notations

so that we can write m(re?) = rel?. Heuristically, one may think of § — ¢ as of a non-periodic
exponential: it keeps track of the number of turns around the origin, not only of the angle
modulo 27.

There is a simple way of defining a Riemann surface structure on C. One first defines a
Hausdorff topology on C by taking as a basis { D(¢,R) | ¢ € C, 0 < R < |7(¢)| }, where D(¢, R)
is the set of the equivalence classes of all paths v obtained as concatenation of a representative
of ¢ and a line segment starting from 7(¢) and contained in D(w({), R) (cf. notation (95)).
(Exercise: check that this is legitimate, i.e. that { D(¢,R) } is a collection of subsets of C which
meets the necessary conditions for being the basis of a topology, and check that the resulting
topology satisfies the Hausdorff separation axiom.) It is easy to check that, for each basis
element, the projection 7 induces a homeomorphism 7 z: D(¢, R) — D(n(¢), R) and that, for
each pair of basis elements with non-empty intersection, the transition map m¢ g o wa}% is the
identity map on D(w(¢), R) N D(n({'), R') C C, hence we get an atlas {m¢ r} which defines a
Riemann surface structure on C, i.e. a 1-dimensional complex manifold structure (because the
identity map is holomorphic!).

Now, why do we call C the Riemann surface of the logarithm? This is not so apparent
in the presentation that was adopted here, but in fact the above construction is related to a
more general one, in which one starts with an arbitrary open connected subset U of C and
a holomorphic function f on U, and one constructs (by quotienting a certain set of paths) a
Riemann surface in which U is embedded and on which f has a holomorphic extension. We
shall not give the details, but content ourselves with checking the last property for U = C\ R~
and f = Log defined by (115), defining a holomorphic function .#: C — C and explaining why
it deserves to be considered as a holomorphic extension of the logarithm.

We first observe that U = 7~ 1(U) is an open subset of C with infinitely many connected
components,

Up ={re?cC|r>0,2rm—n<0<2rm+7}, m € 7Z.
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By restriction, the projection 7 induces a biholomorphism
o Ug SU

(it does so for any m € Z but, quite arbitrarily, we choose m = 0 here). The principal sheet of
the Riemann surface of the logarithm is defined to be the set Uy C C, which is identified to the
cut plane U C C by means of m.

On the other hand, since the function £ — 1/ is holomorphic on C*, the Cauchy theorem
guarantees that, for any v € &2, the integral fv % depends only on the equivalence class [y], we
thus get a function

_ [

= i i
This function is holomorphic on the whole of (@, because its expression in any chart domain
D(¢o, R) is

Z:C—-c, 2

Q) d¢
20=26+ [ F
m(¢o) &
which is a holomorphic function of 7(¢).
Now, since any ¢ € Uy can be represented by a line segment starting from 1, we have

9%00 = LOg o .

In other words, if we identify U and Uy by means of 7o, we can view £ as a holomorphic
extension of Log to the whole of C.

The function . is usually denoted log. Notice that .Z(re?) = Inr + if for all 7 > 0 and
6 € R, and that .2 = log is a biholomorphism C — C (with our notations: .2~ (z+iy) = e* ).
Notice also that there is a natural multiplication (ry 91917742 9192) > T172 el(01+62) iy @, inherited
from the addition in C.

25 The formalism of singularities

We are interested in holomorphic functions f for which the origin is locally the only singular
point in the following sense:

Definition 25.1. We say that a function f has spiral continuation around 0 if it is holomorphic
in an open disc D to which 0 is adherent and, for every L > 0, there exists p > 0 such that f
can be analytically continued along any path of length < L starting from D N D7 and staying
in D7 (recall the notation (96)). See Figure 9.

In the following we shall need to single out one of the connected components of 7~!(D) in C,
but there is no canonical choice in general. (If one of the connected components is contained in
the principal sheet of C, we may be tempted to choose this one, but this does not happen when
the centre of D has negative real part and we do not want to eliminate a priori this case.) We
thus choose ¢y € C such that 7(¢p) is the centre of D, then the connected component of 7~ (D)
which contains ¢y is a domain D of the form D({y, Ro) (notation of the previous section) and
this will be the connected component that we single out.
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Figure 9: The function f is holomorphic in D and has spiral continuation around O.

~ v
Since 7 induces a biholomorphism D — D, we can identify f with f = f ow viewed as

~ i
a holomorphic function on D. Now, the spiral continuation property implies that f extends
analytically to a domain of the form

V(h) ={¢=re? |0<r<h(d), R} cC,

with a continuous function h: R — (0, +00), but in fact the precise function h is of no interest
to us.® We are thus led to

Definition 25.2. We define the space ANA of all singular germs as follows: on the set of all

pairs (}’, h), where h: R — (0, +00) is continuous and ]v“: V(h) — C is holomorphic, we put the
equivalence relation

(f1.h1) ~ (farha) <2 fi =f5 on V(hy) N V(hy),

and we define ANA as the quotient set.

Heuristically, one may think of a singular germ as of a “germ of holomorphic function at
the origin of C” (except that C has no origin!). We shall usually make no notational difference
between an element of ANA and any of its representatives. As explained above, the formula

f= fow allows one to identify a singular germ Jv“ with a function f which has spiral continuation
around 0; however, one must be aware that this presupposes an identification, by means of 7,
between a simply connected domain D of C* (e.g. an open disc) and a subset D of a domain of
the form V(h) (and, given D, there are countably many choices for D).

Example 25.1. Suppose that f is holomorphic in the punctured disc D7, for some p > 0; in
particular, it is holomorphic in D = D(g, g) and we can apply the above construction. Then,

~ \A
for whatever choice of a connected component of 7=1(D) in C, we obtain the same f := for

8 Observe that there is a countable infinity of choices for ¢y (all the possible “lifts” of the centre of D in @)
Vv
thus, a priori, infinitely many different functions f associated with the same function f; they are all of the form

JVC(C e?™™) 'm € 7, where ]v‘(C) is one of them, so that if JV‘ is holomorphic in a domain of the form V(h) then each
of them is holomorphic in a domain of this form.
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holomorphic in V(h) with a constant function h(6) = p. The corresponding element of ANA
identifies itself with the Laurent series of f at 0, which is of the form

S an¢" = S(1/¢) + R(), (116)

ne”

with R(C) = )_,50an(" of radius of convergence > p and S(§) = >, ga—n&" of infinite
radius of convergence. Heuristically, the “singularity of f” is encoded by the sole term S(1/();
Definition 25.3 will formalize the idea of discarding the regular term R(().

Example 25.2. Suppose that f is of the form f(¢) = $(¢)Log(, where & is holomorphic in the
disc D, for some p > 0, and we are using the principal branch of the logarithm. Then we may

define }"(C) = A( (¢)) log( for ¢ € V(h) with a constant function h(f) = p; this corresponds to
the situation described above with D = D(27 £) and D = the connected component of 7~ (D)
which is contained in the principal sheet of C (choosing some other connected component for D

would have resulted in adding to the above f an integer multiple of 27i goow) The corresponding
element of ANA identifies itself with

(Z ancn) log ¢,

n>0
where ) - an(" is the Taylor series of ® at 0 (which has radius of convergence > p).

Example 25.3. For a € C* we define “the principal branch of (*” as elosC for ¢ € C\R™. If
we choose D and D as in Example 25.2, then the corresponding singular germ is

Ca — ¥ 10gC,
which extends holomorphically to the whole of C. One can easily check that 0 is a singular
point for ¢ if and only if o ¢ N.

Exercise 25.4. Consider a power series ), ., a,§" with finite radius of convergence R > 0
and denote by ®(&) its sum for £ € Dg. Prove that there exists p > 0 such that

f(¢) = @(¢ Log()

is holomorphic in the half-disc D, N {#e( > 0} and that 0 is a singular point. Prove that f has
\A
spiral continuation around 0. Consider any function f associated with f as above; prove that

\
one cannot find a constant function h such that f is holomorphic in V(h).

Exercise 25.5. Let o € C* and )

folQ) = o=
(notation of Example 25.3). Prove that f, has spiral continuation around 0 if and only if o & iR.
\A
Suppose that « is not real nor pure imaginary and consider any function f, associated with f,
\
as above; prove that one cannot find a constant function i such that f, is holomorphic in V(h).
The set ANA is clearly a linear space which contains C{(}, in the sense that there is a

natural injective linear map C{¢} < ANA (particular case of Example 25.1 with f holomorphic
in a disc D,). We can thus form the quotient space:
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Definition 25.3. We call singularities the elements of the space SING := ANA /C{(}. The
canonical projection is denoted by sing, and we use the notation

ANA — SING
singg:

} = }ZSingo(}(C))-

Vv v v
Any representative f of a singularity f is called a major of f.

The idea is that singular germs like log ¢ and log { + ﬁ have the same singular behaviour
near 0: they are different majors for the same singularity (at the origin). Similarly, in Exam-

ple 25.1, the singularity sing, (}(C )) coincides with sing, (S(1/¢)). The simplest case is that of
a simple pole or a pole of higher order, for which we introduce the notation

(—1)kk!

) for k > 0. (117)

0 = sing, (2;(),

oo
The singularity of Example 25.1 can thus be written 27?12 (_kll)ka,k,lé(k).
k=0

Remark 25.4. In Example 25.2, a singular germ ]\é was defined from f(¢) = ~<,A0(C)L9g ¢, with
() € C{C}, by identifying the cut plane U = C\ R~ with the principal sheet Uy of C, and we

\
can now regard f as a major. Choosing some other branch of the logarithm or identiying U with
some other sheet U,, would yield another major for the same singularity, because this modifies
the major by an integer multiple of 2771(29(() which is regular at 0. The notation

log€> (118)

bA . A

= sin
$ %0 (w(C) 5
is sometimes used in this situation. Things are different if we replace $ by the Laurent series
of a function which is holomorphic in a punctured disc 7, and not regular at O; for instance, if

we denote by ZLog( a branch of the logarithm in the half-plane V = {Re ( < 0}, the function

5 {fog{ defines a singular germ, hence a singularity, for any choice of a connected com-
i

ponent V of 7Y V) in C, but we change the singularity by an Zinteger multiple of 2mid if we
change the branch of the logarithm or the connected component V.

Example 25.6. Let us define

v v v o—1
by = singo(F), 1o)== =gy Pro €C\Z (119)

(notation of Example 25.3). For k € N, in view of the poles of the Gamma function (cf. (48)),
we have (1 —e~2™9)['(g) — 2mi(—1)*/k!, which suggests to extend the definition by setting
o——

v —1)*E! v
I_(¢) = ;mg)kﬂa Ik
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(we could have noticed as well that the reflection formula (61) yields I o(¢) = 5=e™T(1—0)¢ 1,

— 27
Vv Vv
which yields the same [_j when o = —k). If n € N*, there is no limit for I, as 0 — n, however
o—1 _ Cn—l

(1 — e 279)1'(0) which tends to the limit

v
I, can also be represented by the equivalent major

Y ¢"t log¢
I =
n(Q) (n—1)! 27’
n—1 1
therefore we set I n = sing ((nc—l)' gif) We thus get a family of singularities (} U)a cc
Observe that . ,
singo(C771) = (1 — e *™)l(0)l,, 0 €C, (120)

with the convention (1 —e™2™)'(¢) = 27i(—1)*/k! if 0 = —k € —N (and this singularity is 0
if and only if 0 =n € N¥).

We shall not investigate deeply the structure of the space SING, but let us mention that
there is a natural algebra structure on it: one can define a commutative associative product % on
SING, for which § is a unit, and which is compatible with the convolution law of C{(} defined
by Lemma 5.3 in the sense that

s dogCye o galogCN o roa a o logg

singy ($(0) 52 ) ¥ singy ((0) 52 ) = singy (85 ) (O 57) (121)
for any g??,l?; € C{¢}. See [ I, [ , §3.1-3.2] for the details. The differentiation operator
d% passes to the quotient and the notation (117) is motivated by the relation ok = (d%)ké.

Let us also mention that 6%) can be considered as the Borel transform of 2* for k € N, and
more generally I o as the Borel transform of 277 for any ¢ € C: there is in fact a version of
the formal Borel transform operator with values in SING, which is defined on a class of formal
objects much broader than formal expansions involving only integer powers of z.

There is a well-defined monodromy” operator ]V‘(C ) € ANA — JV”(C e~ ?™) € ANA (recall that

multiplication is well-defined in C), and the variation map ]Y‘“(( ) — ]v"(C ) — }"(C e~2™) obviously
passes to the quotient:

Definition 25.5. The linear map induced by the variation map Jv”(C) — f(¢) — jv”(( e ) is
denoted by
SING — ANA

var:

f=singo(f) = f(¢) = F() — f(¢ce™™™).
The germ ]A“ = Varjv“ is called the minor of the singularity ]v”

A simple but important example is

var (singy (4(0)°555 ) ) = £(0) (122)

2mi

9The operator }(C ) € ANA }(C e >™) € ANA reflects analytic continuation along a clockwise loop around
the origin for any function f holomorphic in a disc D € C* and such that f = f o7 on one of the connected
components of 7~ (D).
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for any & holomorphic in a punctured disc D7. Another example is provided by the singular
germ of (* (notation of Example 25.3): we get var (singy(¢*)) = (1 — e~2™%) sing,(¢®), hence

o—1

(o)

Varlv'a: for all o € C\ (—N),

but var [ _x = var0®) = 0 for k € N. Clearly, the kernel of the linear map var consists of the
singularities defined by the convergent Laurent series ) ., a,¢" of Example 25.1.

26 Simple singularities at the origin

26.1 We retain from the previous section that, starting with a function f that admits spiral
continuation around 0, by identifying a part of the domain of f with a subset of C, we get

a function }’ holomorphic in a domain of C of the form V(h) and then a singular germ, still

denoted by Jv” (by forgetting about the precise function h); we then capture the singularity of f
at 0 by modding out by the regular germs.

The space SING of all singularities is huge. In this text, we shall almost exclusively deal
with singularities of a special kind:

Definition 26.1. We call simple singularity any singularity of the form

10g<)

¢ = ad + sing (@(C) e

with a € C and $(¢) € C{¢}. The subspace of all simple singularities is denoted by SINGS™P,
We say that a function f has a simple singularity at 0 if it has spiral continuation around 0 and,
for any ChOlce of a domain D C C which projects injectively onto a part of the domain of f, the

formula f =fo Tp defines the major of a simple singularity.

In other words, SING*™P is the range of the C-linear map

log ¢
2mi

ad+3(C) € Co®CTL{C} — ad+sing, (&(g) ) € SING, (123)

and a function f defined in an open disc D to which 0 is adherent has a simple singularity at 0

if and only if it can be written in the form

a n, o ZLog(
omic TP 50

f(Q) = R(), (€D, (124)

where a € C, $(¢) € C{(}, Log( is any branch of the logarithm in D, and R(C ) € C{¢}. Notice
that we need not worry about the choice of the connected component D of 7! (D) in this case:
the various singular germs defined from f differ from one another by an integer multiple of &
and thus define the same singularity (cf. Remark 25.4).

The map (123) is injective (exercise'"); it thus induces a C-linear isomorphism

Cé @ C{¢} = SINGS™P, (125)

0Use (122).
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which is also an algebra isomorphism if one takes into account the algebra structure on the space
of singularities which was alluded to earlier (in view of (121)). This is why we shall identify
sing, (4(¢) logC) with ¢ and use the notation

27

singg (f(¢)) =@ =ad +@(¢) € C5® C{¢} ~ SINGH™P (126)

in the situation described by (124), instead of the notation a & + " which is sometimes used in
other texts. (Observe that there is an abuse of notation in the left-hand side of (126): we should

\ ~ \
have specified a major f holomorphic in a subset of C and written sing, ( f(¢ )), but there is no

ambiguity here, as explained above.) The germ & is the minor of the singularity (¢ = var )
and the complex number a is called the constant term of .

26.2 The convolution algebra Cé @ C{(} was studied in Section 5 as the Borel image of the
algebra C[[z!]]; of Gevrey-1 formal series. Then, in Section 9, we defined its subalgebras C § @
N (e?R*) and C §@N (I), Borel images of the subalgebras consisting of formal series 1-summable
in a direction 6 or in the directions of an open interval I, and studied the corresponding Laplace
operators.

It is interesting to notice that the Laplace transform of a simple singularity ¢ = a d +(¢) €
C6 @ N (e?RT) can be defined in terms of a major of ¢: we choose ¢(¢) = the right-hand side
of (124) with R(¢) = 0, or any major ¢ of ¢ for which there exist 8,y > 0 such that this major
extends analytically to

{¢eC|0-3F <arg( <0+ Fand[¢| <4} USsUSj,

where S5 and 5’(’5 are the connected components of 7! (Sg\Dg) C C which contain €' and el(?—27)
(see Figure 10), and satisfies

1P(O)| < Aelé, CelSsuUSs

for some positive constant A; then, for 0 < ¢ < § and

zee {2z eC|Rezg>vand argzg € (-5, %) 1,
we have
(#B7'9)(2) = a+ (L79)(2) = / e *p(¢) d¢, (127)
FG,E

with an integration contour I'y . which comes from infinity along el0=2m (¢, 4 00), encircles the
origin by following counterclokwise the circle of radius €, and go back to infinity along €![e, +00)
(a kind of “Hankel contour”—see Figure 10). The proof is left as an exercise.!!

The right-hand side of (127) is the “Laplace transform of majors”. It shows why the notation
¢ = ¢6 + & is consistent with the notations used in the context of 1-summability and suggests
far-reaching extensions of 1-summability theory, which however we shall not pursue in this text
(the interested reader may consult | Jor | , §3.2]).

HUse (122) for ¢ € e[, +00) and then the dominated convergence theorem for € — 0.
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Figure 10: Laplace transform of a magjor. Left: the domain of C where ¢ must be holomorphic
and its projection Sg in C. Right: the contour I'y. for ¢ (above) and the domain where z
belongs (below).
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Figure 11: The alien operator Al’g measures the singularity at w for the analytic continuation
along ~v of an {2-continuable germ.

ALIEN CALCULUS FOR SIMPLE RESURGENT FUNCTIONS

27 Simple (-resurgent functions and alien operators

We now leave aside the summability issues and come back to resurgent functions. Let €2 be a
non-empty closed discrete subset of C (for the moment we do not require it to be stable under
addition). From now on, we shall always consider Q-resurgent functions as simple singularities
(taking advantage of (125) and (126)):

Co®d Ao C Co@®C{C} ~ SINGS™P,

where the germs of Zq are characterized by Q-continuability.

More generally, at least when 0 € 2, we define the space SINGq of Q-resurgent singularities
as the space of all ¢ € SING whose minors ¢ = var € ANA are Q-continuable in the following
sense: denoting by V(h) € C a domain where $ defines a holomorphic function, & admits
analytic continuation along any path 5 of C starting in V(h) such that 7 o 4 is contained
in C\ Q. We then have the following diagram:

Cd & Zq = SINGI™ NSING —— Cd @ C{¢} = SING™ - SING

i e

C{z"1} ¢ Z20 Cll=~h
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Definition 27.1. Suppose that w € Q, 7 is a path of C\ €2 starting at a point (y € DZ(Q) and
ending at a point (; such that there exists an open disc D C C\ Q centred at ¢; to which w
is adherent, and £ € C satisfies m(€) = —w + (1. We then define a linear map, called the alien
operator associated with (w,~,§),

AVE: Co@® Rq — SING

by the formula

ATE(ad + 3) = singy (£(Q)),  f(C) = conts, Gw+w(C)) for C € D(€),  (128)

where D(¢) C C is the connected component of 7' (—w + D) which contains €. See Figure 11.

This means that we follow the analytic continuation of ® along v and get a function cont o
which is holomorphic in the disc D centred at (;, of which w € 0D is possibly a singular point;
we then translate this picture and get a function

¢ = f(¢) = conty P(w + ()

which is holomorphic in the disc —w + D centred at —w + {3 = w(£), of which 0 € 9(—w + D)
is possibly a singular point; the function f has spiral continuation around 0 because o is Q-
continuable: choosing € > 0 small enough so that D(w,e) N = {w} (which is possible since
is discrete), we see that cont, @ can be continued analytically along any path starting from ¢
and staying in D(w,e)U D, hence Jv“ is holomorphic in V(h)U D with h(#) = € and formula (128)
makes sense.

Remark 27.2. It is clear that the operator Al’g does not change if v is replaced with a path
which is homotopic (in C\ Q, with fixred endpoints) to «y, nor if the endpoints of v are modified
in a continuous way (keeping satisfied the assumptions of Definition 27.1) provided that & is
modified accordingly. On the other hand, modifying & while keeping v unchanged results in an
elementary modification of the result, in line with footnote 8 on p. 62.

In a nutshell, the idea is to measure the singularity at w for the analytic continuation along
of the minor . Of course, if w is not a singular point for cont,, @, then Al’g @ = 0. In fact, the
intersection of the kernels of all the operators A)¢ is C§ @ ¢(C), where €(C) is the set of all
entire functions. In particular,

BloeC{z} = Afop=0.

Example 27.1. We had $,(¢) == (1+¢)*! with o € C in Example 18.8, in connection with the
incomplete Gamma function. Here we can take any ) containing —1 and we have A]J’g SA% =0
whenever w # —1, since —1 is the only possible singular point of a branch of the analytic
continuation of ¢. For w = —1, the value of .Al’f nga depends on v and &. If v is contained in
the interval (—1,0), then we find f(¢) = $o(—1+ ¢) = the principal branch of ¢*~! and, if we
choose ¢ in the principal sheet of C, then

AT G, = (1 — e (o) ],

which is 0 if and only if & € N* (¢f. (120)). If 4 turns N times around —1, keeping the same
2miNa. 2mim

endpoints for v and the same £, then this result is multiplied by e ; if we multiply € by e )
then the result is multiplied by e=2™™%  (In both cases the result is unchanged if a € Z.)
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Example 27.2. Let $(¢) = 1Log (1 4 ¢) (variant of Example 18.5) and Q = {—1,0}; we shall
describe the logarithmic singularity which arises at —1 and the simple pole at 0 for every branch
of the analytic continuation of ». Consider first a path  contained in the interval (—1,0) and
ending at (; = —%. For any ¢ projecting onto 0 + (; = —%, we find .Ag’f =0 (no singularity
at the origin for the principal branch), while for £ projecting onto 1+ ¢; = %,

2mi

1-=¢

_11+<(27rim+10gg)> =—

(using the notation (126)). If v turns N times around —1, then the analytic continuation of ¢

is augmented by 27r<iN which is regular at —1 but singular at 0, hence .AV & still coincides with

2”2 (the logarithmic singularity at —1 is the same for every branch) but

2miN

§=—3e¥m = AP D = sing, () = (2ri)* NG,

Exercise 27.3. Consider $(¢) = —%Log (1 —¢) as in Example 18.5, with Q = {0,1}, and a
path 7 contained in (0, 1) and ending at (; = % Prove that AY’g o=— 12:[2 for any & projecting

onto —1 4+ (1 = —%. Compute _,4375@ for v turning N times around 1 and £ projecting onto
0+G =3

Examples 18.5 and 27.2 (but not Example 18.8 if o ¢ N) are particular cases of

Definition 27.3. We call simple Q-resurgent function any Q-resurgent function ¢ such that, for
all (w, 7, ) as in Definition 27.1, A  is a simple singularity. The set of all simple Q-resurgent
functions is denoted by .

Coe R,

where @Smp is the set of all simple Q2-resurgent functions without constant term. We call simple
Q-resurgent series any element of

A" = BHC s Z"™) C Zaq.
Lemma 27.4. Let w,v,£ be as in Definition 27.1. Then
peCédpRg = AP eSING_yiq
peCoaAy™ = AFPecCiaR™P,.

Moreover in the last case, AY; <€ o does not depend on the choice off in 7Y (—w+¢1); denoting
it by A), @, we thus define an operator A): C§ @ %Slmp —Cop QSTJFQ

Proof of Lemma 27.). Let ¢ € C§&®%q and 1/1 AVE § € SING, 1/1 = Varw € ANA. With the
notations of Definition 27.1 and ¢ as in the paragraph which follows it, we consider the path +/
obtained by concatenatlng 0% and a loop of D(w,e)UD that starts and ends at (; and encircles w

clockwise. We then have ¢ f 9 with
JV‘(C) = conty p(w+m(¢)) and g(¢) = cont, H(w +m(¢)) for ¢ € D,

where D is the connected component of 7—!(D) which contains €.
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For any path X of C which starts at ¢ and whose projection A = 7o X is contained in

C\ (—w + ), the analytic continuation of ]vc and ¢ along \ exists and is given by

conts f(¢) = contr $(w +7(C)),  conty §(¢) = contr Blw + (),

where I' is obtained by concatenatlng ~v and w+ A, and I by concatenating 4" and w+ A. Hence
the analytic continuation of w along any such path \ exists, and this is sufficient to ensure that
w € SINGq, which was the first statement to be proved.

If we suppose ¢ € C§ @@gmp, then ;vb € SING®™P_ and the second statement follows from Ex-
ample 25.1 and Remark 25.4: changing £ amounts to adding to }“ an integer multiple of 72) which
is now assumed to be regular at the origin, and hence does not modify sing, (}“(C)) Putting

these facts together, we obtain AY¢ @ € SING_, 1 oNSINGS™ = C§ @ %sme independent
of &. O

In other words, an Q-resurgent function ¢ is simple if and only if all the branches of the
analytic continuation of the minor $ = var ¢ have only simple singularities; the relation Al =

ad+ 12({) then means

ZLog(
27

conty $(w +¢) = 5 + () + R(C) (129)

2m C
for ¢ close enough to 0, where Zog( is any branch of the logarithm and R(¢) € C{(}.

Notation 27.5. We just defined an operator A} : C 5@%31mp — C 5@%““ +o- We shall denote
by the same symbol the counterpart of this operator in spaces of formal series:

A7

Coa® A —= Co o Z™,

2 T B 2 T B
) Al
S1IMP Slmp
‘@Q %7w+9
Definition 27.6. Let w € Q. We call alien operator at w any linear combination of composite
operators of the form

A’Yr .0 A’Y2

w—wp_1 © w2 —w1

o ,,471

(viewed as operators C 4§ & %mmp —-Cio %Slm " or, equivalently, %Slmp — %Slf Vo) with any
r>1, wi,.weer € Q0 belng any path of C\ (—wj—1 + Q) starting in IDDP( Q) and
ending in a disc D; C D\ (—wj—1 + €2) to which w; — w;_ is adherent, with the conventions

wo = 0 and w, = w, so that A% .@Slmp i %Slm e is well defined.

Clearly Céda 0(C) Cc Co @ %Smp (since an entire function has no singularity at all!), hence
C{z"1Y c %™,

and of course all alien operators act trivially on such resurgent functions. Another easy example
of simple Q-resurgent function is provided by any meromorphic function $ of ¢ which is regular
at 0 and whose poles are all simple and located in €. In this case A7, & does not depend on ~:
its value is 27ic,d, where ¢, is the residuum of ® at w
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Example 27.4. By looking at the proof of Lemma 18.4, we see that we have meromorphic
Borel transforms for the formal series associated with the names of Euler, Poincaré and Stirling,
hence

~E simp ~P simp ~ Ssimp
€ %{ 1}’ € Aoz fi € Rmige

and we can compute

. . 1
AT OF = 2rié, .ALQWUC PP = 274, A27r1m = %5,

for k € Z, m € Z* with any v (and correspondingly A” ; pE As+2mk QP =2mi, A = i).

A less elementary example is A= ef'; we saw that N\ € Homiz in Example 22.1, we shall see in
Section 30.1 that it belongs to %;ﬁnz and that any alien operator maps A to a mult1ple of \.

Here is a variant of Lemma 18.6 adapted to the case of simple resurgent functions:

Lemma 27.7. Let Q) be any non-empty closed discrete subset of C.
- If 1A3 is an entire function, then multiplication by ZA? leaves @gmp mvariant, with
A N A A A AN N
ALp=ad+¢(() = ALBY) = B(w)ad+ B(w+ ()1(¢). (130)

~ As a consequence, for any ¢ € C, the operators d and T, (deﬁned by (21) and (23)) leave
Cé @%Slmp invariant or, equivalently, % SImp o stable by O = d— and T,; one has

B0 € " = AY(0%0) = (—w+ ) ALpo and A)(T.@o) = e “T.(AYGo).  (131)
— If¢ € 272C{z7"}, then the solution in z~'C[[z~"]] of the difference equation
Pz +1) = ¢(z) = P(=)
belongs to @;?;g*, with A), § = —27Ti12(w) 0 for all (w,~y) with w € 2mi7Z*.

A
Proof. Suppose that AY® = ad + ¥(¢). Since multiplication by B commutes with analytic
continuation, the relation (129) implies

cont (ég??) (w+¢) = (w +¢) conty, p(w + () = 32(7:2@ n é(w + C)@(C) ngC + R0
with B*(C) = R(¢) + a2 +2€r)i§_ Bw) ¢ ciey, hence A1(BY) = Bw)ad + Blw + Ob(0).

Suppose now that @y € @gmp has Borel transform ¢y = ad + ¢ with a € C and $ as above.
According to (21) and (23), we have 99y = —C&(¢) and T,$o = ad+e~H(C); we see that both
of them belong to Cé ® .@gmp by applying the first statement with B (¢) = —Core , and

AL (0%) = —wad + (—w — O(C) = (—w + D). ALdg

AT (Toupy) = e%ad + e~ @HOg(¢) = e~ To(AL,),



which is equivalent to (131).

1
e=¢—1

For the last statement, we use Corollary 4.6, according to which = é@ with B €)=

and @?}(C ) € ¢O(C): the function ¢ is meromorphic on C and all its poles are simple and located
in Q = 27iZ*, therefore it is a simple Q-resurgent function and we get the values of AJQ by
computing the residues of ¢ (¢f. the paragraph just before Example 27.4). O

Exercise 27.5. Given s € C with Re s > 1, the Hurwitz zeta function'? is defined as

Z ze€ C\R™
k:O z—i—k

(using the principal branch of (z 4 k)® for each k). Show that, for s € N with s > 2,

1 1 L (s+2%k—1 Bay,
SH(Y e &b
Ok (s —1)zs—1 + 228 + ’; < s—1 > (s + 2k — 1)zst2k—1

(where the Bernoulli numbers By are defined in Exercise 11.1) is a simple 27iZ*-resurgent
formal series which is 1-summable in the directions of I = (-7, §), with

((s,2) = (F10)(z) ~1 (=)
Hint: Use Lemma 27.7 and prove that ((s, z) coincides with the Laplace transform of

Cs—l

Pl(Q) = )1 —e ) (132)

Remark 27.8. Ifs € C\N has Re s > 1, then (132) is not regular at the origin but still provides
an example of 2mwi Z-continuable minor (in the sense of the definition given in the paragraph just

before Definition 27.1). In fact, there is an extension of 1-summability theory in which the

Laplace transform of gAOE in the directions of (=%, %) is still defined and coincides with ((s, z)

(see [ /[ , 83.2]).

We end this section with a look at the action of alien operators on convolution products in
the “easy case” considered in Section 19.

Theorem 27.9. Suppose that éo eCé @,@Simp with B = var éo entire. Then, for any w € €,
all the alien operators C8§ @ %Slmp —Csp %Slm Vo commute with the operator of convolution

with BO.

Proof. Tt suffices to show that, for any v C C\ 2 starting at a point {y € ]D):(Q) and ending at
the centre ¢; of a disc D C C\ Q to which w is adherent, and for any ¢, € Cd ® Q?zimp,

AL(Bo * ¢o) = Bo * (A}, ¢p).

We can write . .
Bo=05+B, $y=co+0, Algy=ad+1.

12 Notice that ¢(s, 1) is the Riemann zeta value ¢(s).
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Then By * b0 = bpg + cB+ B+ ® and A]J(éo * o) = bAY Oy + AZ(é % $), hence we just need
to prove that Ag(é * ) = B AY . i.e. that

AN AN A

AZ(é*gAO) =aB+ Bx.
According to Lemma 19.1, we have

NA o A A A A Wt A A
cont (B (w¢) = /O Blotc—e)b(¢) de+ / Blawt¢—e)b(¢) de+ / Blwt¢—o)3(¢) de
Y 1

for ( € —w + D, where it is understood that Q)({ ) represents the value at £ of the appropriate
branch of the analytic continuation of ¢ (which is cont & for the third integral). The standard
theorem about an integral depending holomorphically on a parameter ensures that the sum
R1(C) of the first two integrals extends to an entire function of (. Let A := —w + D (a disc to
which 0 is adherent). Performing the change of variable £ — w + £ in the third integral, we get

¢

contv(é * c,Ao)(w +¢) = R1(¢) —I—/ lAS’(C — &) cont,, <,A0(w +¢&)d¢, ¢ eA.

—w+(1

Now, according to (129), we can write
conty (w+ &) = S(€) + Ra(€), €€ AND;,

a A Logé

h - <8BS

where S(6) = 3% + DO AL,

Ry(&) € C{¢}, and p > 0 is smaller than the radii of convergence of @Ab and Ry. Let us pick
o € AND7} and set

ZLog& being a branch of the logarithm holomorphic in A,

(e

R(O) = Ri(O) + / B(¢ = €) conty, B+ €) de,

—w+C1

so that

A A ¢ A A
cont (B * ¢)(w + () = R(C) + B(¢ — &) conty o(w + &) d&, ¢ € A.

(e

We see that R(() extends to an entire function of ¢ and, for ( € AN D7, the last integral can
be written

¢ A (N
/ B¢ — &) conty $low + )de = F(O) + Rs(Q),  F(O) = / B(C - €)5(6) de

with R3(() defined by an integral involving R (&) and thus extending holomorphically for ¢ € D,,.

The only possibly singular term in cont,y(é %) (w+C) is thus f(¢), which is seen to admit analytic
continuation along every path I' starting from o and contained in D7; indeed,

contr £(¢) = /F B(C— €)5(6) de. (133)

In particular, f has spiral continuation around 0. We now show that it defines a simple singu-
A AN N
larity, which is none other than aB + B * .
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Let us first compute the difference g :== f* — f, where we denote by fT the branch of the
analytic continuation of f obtained by starting from A N D7, turning anticlockwise around 0
and coming back to AN D7. We have

9(¢) = /C Bc-os@©d,  (eAnD;,
¢

where C¢ is the circular path ¢ € [0,2n] — (e'’. For any € € (0,1), by the Cauchy theorem,

A

¢ A A
9(0) = / B ob© e+ /C B( - ©)s(6) de,
€ eC

because ST — S = 12 Keeping ( fixed, we let € tend to 0: the first integral clearly tends to

B 12(( ) and the second one can be written

B(¢—¢) ho o Logl
a /C ) dé + / B¢ - o228 4 =

2mi€ Cec 2mi

A

A 2 A . .
aB(¢) +/0 B(¢ — €Celt)1/1(5<e1t)ln€ +$9gC + ltig

it
de¢
21 ce

(because the analytic continuation of .Zog is explicitly known), which tends to aB (¢) since the
last integral is bounded in modulus by Ce (C’ + |In 5\) with appropriate constants C,C’. We
thus obtain

9(¢) = aB(() + B 1(0).

Since this function is regular at the origin and holomorphic in D,, we can reformulate this result
on f* — f by saying that the function

Log (

2mi

¢ € ANDy = h(() = f(¢) —9(¢)

extends analytically to a (single-valued) function holomorphic in D7, i.e. it can be represented
by a Laurent series (116).

We conclude by showing that the above function A is in fact regular at the origin. For
that, it is sufficient to check that, in DTUI’ it is bounded by C (C” + In ﬁ) with appropriate
constants C,C’ (indeed, this will imply ¢h(¢) m 0, thus the origin will be a removable
singularity for h). Observe that every point of ]D)‘*U| can be written in the form ¢ = cue' with
0 <u:=]|¢|/|o] <1and 0 < v < 2m, hence it can be reached by starting from ¢ and following the
concatenation I'¢ of the circular path ¢ € [0, v] — oe' and the line segment ¢ € [0, 1] — oelz(t)
with z(t) =1 —t(1 — u) > 0, hence

(contr, h)(C) = (contr, f)(¢) — 2L7Tig(<)(contrC Zog)(¢)

= [ B~ 95 e~ 59()(Logo + nu+iv)
FC Tl
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Figure 12: An example of path + used in the definition of A _, here with & = (—, +, —).

w,e?

(using (133) for the first term). The result follows from the existence of a constant M > 0 such

that |é] < M on Dy, |g| < M on D, and |S(§)| < M/|{] for £ € D, because the first term in
the above representation of h(¢) has modulus <

v AN . . . 1 AN . . .
/ B(¢ — oe™)S(oe™)aie dt + / B(¢ — oez(t)) S (oex(t))oea’ () dt| < M*v + M In 1
0 0 u

O]

28 The alien operators A and A,

We still denote by €2 a non-empty closed discrete subset of C. We now define various families of
alien operators acting on simple 2-resurgent functions, among which the most important will

be (Af)wea oy and (Aw)weofo0}-

28.1 Definition of A"

wey Af and A,
Definition 28.1. Let w € Q\ {0}. We denote by < the total order on [0,w] induced by

t €10,1] — tw € [0,w] and write
0,w] N Q = {wo, w1, -+, Wr—1,Wr}, O=w)<wi < <wp—1 KWy =W (134)

(with r € N* depending on w and ). With any € = (¢1,...,&,_1) € {+, —}"~! we associate an
alien operator at w . .

AD 0 BT — AT (135)
defined as AE},E = A], for any path v chosen as follows: we pick § > 0 small enough so that the
closed discs D; :== D(wj,d), j = 0,1,...r, are pairwise disjoint and satisfy D; N Q = {w,}, and
we take a path v connecting |0, w[N Dy and |0, w[N D, by following the line segment ]0, w[ except
that, for 1 < j < r — 1, the subsegment |0,w[N D; is replaced by one of the two half-circles

which are the connected components of |0, w[NdD;: the path v must circumvent w; to the right
if e; = +, to the left if ¢; = —. See Figure 12.

Observe that the notation (135) is justified by the fact that, in view of Remark 27.2, the
operator Aﬁ,{e does not depend on ¢ nor on the endpoints of .
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Definition 28.2. For any w € Q \ {0}, we define two particular alien operators at w

+ . gpSimp Zsimp
Ay, Ay By = F_ g

by the formulas

A, = Z p(e)!q(e)! A%

T' w,E?

(136)

4. 40
AL = AL 1)

where 7 = r(w, ) is defined by (134) and p(e) and g(e) represent the number of symbols ‘4’
and ‘—’ in the tuple € (so that p(e) + q(e) =r — 1).

We thus have (still with notation (134)), for r = 1,2, 3:

+ _ g0 = A
Af = AL ), Ay = As )
1 1
+o_ 0 = - A% «
AL =AD , Bup = 5 Ay (1) 5 A (-
1 1 1 1
+ _ g0 = - A ‘L 5 o
Aly = Ay (4,4 Awy = 3 A (+.4) *6 Ads(+.2) *% A (-4) 3 Avs=)-

Of course, the operators AL, A, Aga can all be considered as operators Cd & @Smp —-Coi

%ffiﬂ as well.

Remark 28.3. Later on, in Sections 3/-37.4, we shall assume that Q is an additive subgroup
of C, so —w+Q = Q and Aj,Aw,A&E are operators from ngp to itself; we shall see in
Section 30.4 that, in that case, @Smp is a subalgebra of R (which is itself a subalgebra of
C[[z71]] by Corollary 21.2) of which each A, is a derivation (i.e. it satisfies the Leibniz rule).

For that reason the operators A, are called “alien derivations”.

Observe that, given 7 > 1, there are r possibilities for the value of p = p(e) and, for each p,

there are (7;1) tuples € such that p(¢) = p; since in the definition of A,, the coefficient in front

of Af},s is the inverse of r <;(_€)1), it follows that the sum of all these 2"~! coefficients is 1. The
resurgent function A, (¢d + $) can thus be viewed as an average of the singularities at w of the
branches of the minor ¢ obtained by following the 2"~! “most direct” paths from 0 to w. The
reason for this precise choice of coefficients will appear later (Theorem 29.1).

As a consequence, when the minor ¢ is meromorphic, both A, (¢d+ ) and A} (cd+ () coin-
cide with 2mic,d, where ¢, is the residuum of ¢ at w (¢f. the remark just before Example 27.4).
For instance, for the resurgent series associated with the names of Euler, Poincaré, Stirling and
Hurwitz,

1  (27im)*~!

A_1PP =2, Agporik@’ =27,  Aonimft = oo Agrim @ = 2mi (137)

for k € Z and Re s < 0 in the case of Poincaré, m € Z* for Stirling, and s € N with s > 2 for
Hurwitz, in view of Example 27.4 and Exercise 27.5.
We note for later use an immediate consequence of formula (131) of Lemma 27.7:
Lemma 28.4. Let ¢ € @ghﬂp and ¢ € C. Then
AL0p = (—w+0)ALS, D.0p = (~+ 0)Aug, (138)
AST.¢ = e “T.AY @, AT =e YT AL, (139)

w

where 0 = éi—z and T¢ is defined by (16).
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28.2 Dependence upon ()

Lemma 28.5. Suppose that we are given w € C* and Q1,Qs closed discrete such that w €

Q1 N Qy. Then there are two operators “A}” defined by (136), an operator @Siﬂp %Slfﬂh

and an operator %’s mh %Slgl+ﬂ , but they act the same way on @giﬂp N @g;ﬂp. The same is
true of “Ay”.

The point is that the sets ]0,w[ N Qy and ]0,w[ N Qy may differ, but their difference is
constituted of points which are artificial singularities for the minor of any ¢ € ,@Sinp N ,@E’gnp,
in the sense that no branch of its analytic continuation is singular at any of these points. So
Lemma 28.5 claims that, in the above situation, we get the same resurgent series for AL o

blm sun
whether computing it in % w+Q or in # w+92

Proof. Let Q:=Qq, Q* =01 UQy and ¢ € %N’E)illnp N %T’Ss)i;np. As in (134), we write
10,w[NQ={w1 <+ <wr_1}, 10,w[NQ* ={w] <+ <wi i},

with 1 < r < s. Given ¢* € {+,—}*"!, we have AS;* @ = A&Egﬁ with € := €], i.e. the tuple
e € {+,—}""! is obtained from &* by deleting the symbols e} corresponding to the fictitious
singular points w; € €2 \ Q.

In view of formula (136a), when €* = (+,...,+) we get the same resurgent series for AL o
whether computing it in %Slmpm or in 5P wrq» Which yields the desired conclusion by exchanging
the roles of 1 and . -

We now compute A,¢ in %77 by applying formula (136b) and grouping together the
tuples €* that have the same restriction e: with the notation ¢ := s — r, we get

SRR SR DI R o (J IUCELIUERD I
o e S O P s A (r+c)! e
thﬂﬂ_g

which yields the desired result because
S (¢)tala st v
S \a (r+c)! 7!

for any non-negative integers p, g, with r = p 4+ ¢ 4+ 1, as is easily checked by rewriting this
identity as

alp! blg! !

T (p+a)(g+0b)! (r+c)!

c=a+b

and observing that the generating series ) (paT;)' X% = (1—X)"P~! gatisfies (1—X) P~ 1(1—

X))t =(1-X)"L O

Remark 28.6. Given w € C*, we thus can compute AL @ or A,p as soon as there exists Q so
that w € Q and ¢ € Zg"", and the result does not depend on Q2. We thus have in fact a family
of operators AY, Ay ZHF — — FP

wiqs indezed by the closed discrete sets Q which contain w,
and there is no need that the notation for these operators depend explicitly on €.
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28.3 The operators A} as a system of generators

Theorem 28.7. Let 2 be a non-empty closed discrete subset of C and let w € Q. Any alien
operator at w can be expressed as a linear combination of composite operators of the form
+ — AT + +
A = By 000 By 0 Ay, (140)
with s > 1, n1,...,ns-1 € Q, s = w, m # 0 and nj # njy1 for 1 < j < s, with the conven-
tion A} = AL for s =1 (viewing A;{l as an operator C6 ® %" — Cé @ %S_IS_EQ or,

equivalently, %?Zimp — @S_IZIEQ )

s lls

Observe that the composition (140) is well defined because, with the convention 19 = 0, the
operator A,‘Z_m_ | maps %’fg}‘il Lq into %Tiiﬂ We shall not give the proof of this theorem,

but let us indicate a few examples: with the notation (134),

Q _ At Q _ At + +
AW27(+) - A('-)2’ AWQ,(—) - AUJQ - AOJwal © Awl
Q — At Q _ AT _ AT + Q _ AT _ AT +
Aw37(+7+) - Aws’ 'Aws,(*Hr) - Aws Aw3—w1 © Awl’ ‘Awg,(+,7) - AW3 Aw3—wz °© sz’
Q _ AT + + + + + + +
‘AW3,(—,—) - szs - Awgfm © Aw1 - Awrfdz © sz + Awsfwz °© Awrm © Awr

Remark 28.8. One can omit the 4+’ in Theorem 28.7, i.e. the family {Ay,} is a system of
generators as well. This will follow from the relation (142) of next section.

Exercise 28.1. Suppose that 1 <s <7 —1and €,e* € {+, —}"! assume the form

e =a(—)b, e* = a(+)b, with a € {+, —}*7,

i (€1,...,65-1) = (8’1K7 s ’8:—1) =a,e5=—, € =+, (Es41,..-,6r-1) = (€:+1v e 75:—1) =b.
Prove that
Q _ A9 Q Q
‘Awr,s - Awr,e* - Awr—ws,b © ‘Aws,a

with the notation (134). Deduce the formulas given in example just above.

Remark 28.9. There is also a strong “freeness” statement for the operators A,J{ : consider an
arbitrary finite set F of finite sequences m of elements of 2, so that each n € F is of the form
(m,...,ns) for some s € N, with m # 0 and n; # nj41 for 1 < j < s, with the convention n = ()
and Aa = 1Id for s = 0; then, for any non-trivial family (i")neF of simple Q-resurgent series,

A R DD
nekl
is a non-trivial linear map: one can construct a simple Q-resurgent series which is not annihi-
lated by this operator. There is a similar statement for the family {A,}. See [ , Vol. 3] or
adapt | , §12].
29 The symbolic Stokes automorphism for a direction d

29.1 Exponential-logarithm correspondence between {A]} and {A,}

For any w € C*, we denote by < the total order on [0,w] induced by t € [0,1] — tw € [0, w].
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Theorem 29.1. Let Q2 be a non-empty closed discrete subset of C. Then, for any w € Q\ {0},

_ (=1t + +
Au = Z s Z A Ns—1 OATD -m OA?—; (141)
sEN* (M1,--,ms—1)€X(5,w,0)
AI = % Z Appyy 0 -0 Bpypy 0 Ay, (142)

sEN*  (n1,...,m5-1)ES(s,w,Q)
where 3(s,w, Q) is the set of all increasing sequences (N1, ...,ns—1) of |0,w[ N Q,
O<m < =<1 <w,

with the convention that the composite operator A+ . e A;;’Q m © A+ is reduced to AJ
when s = 1 (in which case (1, w, Q) is reduced to the empty sequence) and similarly for the

composite operator appearing in (142).
With the notation (134), this means
Ay, = A
Ay, =AY, — SAS o A

w2 —Ww1

Ay = AL — L (AL . 0 AL + AL

w3 —w1 w3 —w2

o AL)+ 1AL oAb oA

w3 —w2 w2 —w1

AL = Ay,
AY, = Ay, + %sz—m oAy,

Aj.;g = AUJ3 + % (AW3—w1 o AM + Awa—w2 © sz) + %Aw’_u& o AW2—w1 o AM

We shall obtain Theorem 29.1 in next section as a consequence of Theorem 29.2, which is in
fact an equivalent formulation in term of series of homogeneous operators in a graded vector
space.

29.2 The symbolic Stokes automorphism and the symbolic Stokes infinitesi-
mal generator

From now on, we fix Q and a ray d = {te' | t > 0}, with some § € R, and denote by < the total
order on d induced by ¢ + tel?. We shall be interested in the operators A}, and A, with w € d.
Without loss of generality we can suppose that the set 2N d is infinite and contains 0; indeed, if
it is not the case, then we can enrich (2 and replace it say with Q* := QU {N el | N € N}, and
avail ourselves of Remark 28.6, observing that @Smp < P and that any relation proved
for the alien operators in the larger space induces a relation in the smaller, with A:} and A
annihilating the smaller space when w* € OQ* \ Q.
We can thus write {2 Nd as an increasing sequence

QNnd={wntmen, wWo=0=<wi<wy=<-- (143)

For each w = w,, € QN d, we define
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A ~

e F,(9) as the space of all functions ¢ which are holomorphic at w, which can be analyt-
ically continued along any path of C \ € starting close enough to w, and whose analytic
continuation has at worse simple singularities;

. lv?w () as the vector space Cd,, & ZA?W(Q), where each ¢, is a distinct symbol'® analogous
to the convolution unit &;

V. Vv

e F,(9Q,d) as the space of all functions f holomorphic on the line segment |wyy,, Wy, +1[ which
can be analytically continued along any path of C\ Q starting from this segment and
whose analytic continuation has at worse simple singularities.

We shall often use abridged notations éw or Ew. Observe that there is a linear isomorphism
Coe ™, = E
T OF wra @ (144)
ad—i—@ = aéw—{’@w? @w(c) = @(C_w)v

and a linear map

\4
= Twm+1 gvov SVO = Singo (f(wm+1 + C))

<

The idea is that an element of EV?W(Q) is nothing but a simple {-resurgent singularity “based

at w” and that any element of EW(Q, d) has a well-defined simple singularity “at wp,+1”, i.e. we
L] M . v . . . o, .

could have written of =sing,, ( f(¢ )) with an obvious extension of Definition 25.3.

We also define a “minor” operator u and two “lateral continuation” operators Z+ and /_
by the formulas
v i 4 V.
E, — E, . E, — FEu,,
n I gi : v v
ady+¢ (rb\ Jwm wm41] f = cont~, f

where v, resp. 7_, is any path which connects |wy,, wm+1[ and |wpm+1, wm+2[ staying in a neigh-
bourhood of |wy,, wm+2[ whose intersection with € is reduced to {wpm+1} and circumventing wy,+1
to the right, resp. to the left.
v Vv
Having done so for every w € 2 Nd, we now “gather” the vector spaces F, or E, and
consider the completed graded vector spaces

A A

EQd) =@ E.Q)., EQd=E@ E.d

weNd weNNd

\ \
(we shall often use the abridged notations E or E). This means that, for instance, E is the

\
cartesian product of all spaces E,, but with additive notation for its elements: they are infinite

series
o= E SVD“)GEVU, gvo“’elv?w for each w € QN d. (145)
weNNd

”

1340 be understood as a “the translate of § from 0 to w”, or “the simple singularity at w represented by m
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V. Vv
This way E,,,, — E can be considered as the subspace of homogeneous elements of degree m for
Vv
each m. Beware that ¢ € E may have infinitely many non-zero homogeneous components ¢“—

i
this is the difference with the direct sum'* @ E,.

weNNd
We get homogeneous maps

e
.
<
1
o<

v v e V v
w: B —= B, o: F—F,
by setting, for instance,

LY #) = X b

weNNd weNNd

The maps 2+, 7_ and & are 1-homogeneous, in the sense that for each m they map homoge-
neous elements of degree m to homogeneous elements of degree m+1, while p is 0-homogeneous.
Notice that . .

po o= by — 0_. (146)

[ v v
For each » € N*| let us define two r-homogeneous operators A+, A,: E — E by the formulas

T

~e

Py o | | .
Al = 506_:10/1,’ A, = Z M&o 0. 0.0

r r! e1 O My (147)
56{""7_}7‘71 ’

with notations similar to those of (136).

Theorem 29.2. (i) For each m € N and r € N*, the diagrams

Ssimp AIerT_LUm Ssimp Zsimp AmerT_wm Ssimp
C 6 @ %_wm‘i‘Q C 5 EB %_MTVLJ,»T’J’_Q C 5 @ %—wm“‘g C 6 @ %_w'm+r+ﬂ
Twm l \L Twm+r Twm l i Twm+r
° 4 °
v AT v v Ar v
Ewm (Q7 d) Ewm+r (Q’ d) Ewm (Q7 d) Ewm+r (Q7 d)
commute.

ii) The formulas AT =1d + LAY and A, = . AT define two operators
d reN d reN

A, Ay B(Q,d) - E(Q,d),
the first of which has a well-defined logarithm which coincides with the second, i.e.

S A=Y (‘1)1< > &), (148)

reN* seN* reN*

\4
14 One can define translation-invariant distances which make £ and E complete metric spaces as follows: let
Vv
ord: E — N U {oo} be the “order function” associated with the decomposition in homogeneous components,
Vv V.
ie. ordp = min{m € N | $*™ # 0} if ¢ # 0 and ord0 = oo, and let dist(¢y,p,) = 27 °4P2=P and

v
similarly for . This allows one to consider a series of homogeneous components as the limit of the sequence of
its partial sums; we thus can say that a series like (145) is convergent for the topology of the formal convergence
(or “formally convergent”). Compare with Section 3.3.
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iii) The operator A, has a well-defined exponential which coincides with AT, i.e.
d
L[] 1 L] S
ey & - (X 4. (149)
reN* seN 7T NpreN#

Proof of Theorem 29.2. (i) Put together (136), (144) and (147).

(ii) The fact that A : E — B and its logarithm are well-defined series of operators stems
from the r-homogeneity of Aj for every r > 1, which ensures formal convergence.
The right-hand side of (148) can be written

where we have omitted the composition symbol “o” to lighten notations, made use of (147),
and availed ourselves of (146) to introduce the (r — 1)-homogeneous operators

A D D e S O A A VA RPN @ P A DA
a2 21

with the convention By = Id. It is an exercise in non-commutative algebra to check that

' ' [} [ ]
P S GG

|
T
ee{+,—}r—1

(viewed as an identity between polynomials in two non-commutative variables EJF and E_),
hence (147) shows that ¢B,u = A, and we are done.

(iii) Clearly equivalent to (ii).
O

Definition 29.3. — The elements of EE(Q, d) are called Q-resurgent symbols with support in d.
— The operator A;‘ is called the symbolic Stokes automorphism for the direction d.

— The operator A is called the symbolic Stokes infinitesimal generator for the direction d.

The connection between A; and the Stokes phenomenon will be explained in next section.
This operator is clearly a linear invertible map, but there is a further reason why it deserves
the name “automorphism”: we shall see in Section 30.2 that, when 2 is stable under addition,
there is a natural algebra structure for which A;r is an algebra automorphism.

Theorem 29.2 implies Theorem 29.1. Given ) and a ray d, Theorem 29.2(i) says that

A

-1 At
= Twm+r © AC*Jm.-',-rf"-)wz oT A ¥

+ -1
v —
"|Buwm Wm? " Ewm, = Twpyr © Awm+T—wm O Toom (150)

v
for every m and r. By restricting the identity (148) to F( and extracting homogeneous compo-
nents we get the identity

A (1=t Z A+ AT At
v s A~ e
AT|E0 g . Al v 0---0 Aml%wrl o A”IUVEO

T’S‘Ew
sEN* ri+etrs=r R
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for each € N*, which is equivalent, by (150), to

_ (=1t + + +
Awr - Z s Z Awr—wT1+.4.+TS_1 ©---0 ALUTlJrTQ—le © Awrl . (151)
sEN* it Ts =T
Given w € 2\ {0}, we can apply this with the ray {tw | t > 0}: the notations (134) and (143)
agree for 1 < m < r, with r € N* defined by w = w,; the identity (151) is then seen to be
equivalent to (141) by the change of indices

m = w’r‘la e = w’!’1+7‘27 vy Ns—1 = wr1+"'+7'571'

The identity (142) is obtained the same way from (149). O

Exercise 29.1. Show that, for each r € N*, the r~-homogeneous component of
_ -1
Ay =exp(—Ay) = (A))

< [ °r—1

is A, :=—o00o/l_ "oy, giving rise to the family of operators A = — .,48 (o) W E Q\{0}.

T

29.3 Relation with the Laplace transform and the Stokes phenomenon

We keep the notations of the previous section, in particular d = {te'? | t > 0} with § € R
fixed. With a view to use Borel-Laplace summation, we suppose that I is an open interval of
length < 7 which contains 6, such that the sector {£el? | € > 0, # € I} intersects Q only
along d:

QN{ce? |£€>0,0 €l}={wmtmen Cd, wo=0<w <wy < -

We then set
It ={6"ecl|o" <0}, I"={60"€l|6” >0}

(mark the somewhat odd convention: the idea is that the directions of I are to the right of d,
and those of I~ to the left).

Let us give ourselves a locally bounded function v: It UI~ — R. Recall that in Section 9.2
we have defined the spaces NV (I*, ), consisting of holomorphic germs at 0 which extend ana-
lytically to the sector { ¢ elf* | € >0, 6% € I}, with at most exponential growth along each ray
R*el?™ as prescribed by v(#%), and that according to Section 9.3, the Laplace transform gives
rise to two operators £/ and £! defined on C6 ® N'(I*,~) and C6 & N'(I~,~), producing
functions holomorphic in the domains Z(I*,v) or 2(1~,7).

The domains Z(I",~) and 2(I~,~) are sectorial neighbourhoods of co which overlap: their
intersection is a sectorial neighbourhood of oo centred on the ray argz = —6, with aper-
ture 7. For a formal series ¢ such that B¢ € Co @ (N(IT,7) NN (I7,7)), the Borel sums
S16 = LI"BG and .#T ¢ = £17 By may differ, but their difference is exponentially small
on 2(I",y)N 2(I,7). We shall investigate more precisely this difference when B¢ satisfies
further assumptions.

Notation 29.4. For each m € N, we set é(Q,d, m) = @éwj (©2) and denote by [-],, the

canonical projection

o= Y 9 cBQd) s [0, =) & € E(Q,d.m).
weNNd 7=0
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Figure 13: From the Stokes phenomenon to the symbolic Stokes automorphism.

For each w € 2N d, we set

\

B0 e (030 (8 N N ) B

m
We also define B (Q,d,m) = @Z”ij C ]E%(Q,d,m), on which we define the “Laplace
7=0

operators” £ and £~ by

m m
; . iz T s
= g ®“i 1+ LE® holomorphic in 2(I+,v), LE®(z) = g ezl (ijlfbwﬂ)(z).
=0 =0

Theorem 29.5. Let m € N and & € ]_v'?I’V(Q,d,m). Suppose that [Ag@]m € ]_Z?I’W(Q,d,m).
Then, for every real constant p such that |wy,| < p < |wm+1]|, one has

LYB(2) = LT[AS @], (2) + O(e P Re(72)) (152)

for z€ 2(I,y)N2(1",7).

Pmof It is sufﬁc1ent to prove it for each homogeneous component of ®, so we can assume
= ady, +¢ € E ’V(Q), with 0 < j <m. Given z € 2(I*t,y)N2(1",~v ), we choose 61 € I

and #~ € I~ so that ¢ — e % is exponentially decreasing on the rays R*e®*. Then LED(2)
ot

i0
can be written ae %% + fj] * e~ $(¢)d¢ (by the very definition of Tw;). Decomposing the
integration path as indicated on Figure 13, we get

LYO() —ae™* + / A /M* /C )e(¢) d¢

P

9y / L@ [ T e
r=1 7"

Cp
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where the contour C, consists of the negatively oriented half-line [p el? el 00) followed by the
positively oriented half-line [p eie,e19+oo). We recognize in the m — j terms of the sum in the
right-hand side the Laplace integral of majors (cf. Section 26.2) applied to the homogeneous
components of [A;@]m; all these integrals are convergent by virtue of our hypothesis that
[A}®],, € IZII"Y(Q, d, m), and also the last term in the right-hand side is seen to be a convergent
integral which yields an O(e=?%¢(¢”2)) error term. O

Observe that the meaning of (152) for ® = ¢ € 7 (Q), i.e. ¢ € 25" NN (I*, )N (17, 7),
18
£9+¢ = £97¢ + e_w1Z£97 A+ @(2) —|— . + e_wm2£97 AImgb(Z) + O(e—/?ﬂ?e(e‘gz))_

w1
The idea is that the action of the symbolic Stokes automorphism yields the exponentially small
corrections needed to pass from the Borel sum £9+¢ to the Borel sum £7 ¢. Tt is sometimes
possible to pass to the limit m — oo and to get rid of any error term, in which case one could

be tempted to write
“Lh=L"o A:{”. (153)

Example 29.2. The simplest example of all is again provided by the Euler series, for which
there is only one singular ray, d = R™. Taking any (2 C R™ containing —1, we have

A @F = @F 4 2mid_y (154)

(in view of (137)). If we set I := (Z, ) and I~ = (m, 2F), then the functions ¢ = LT@F and
@~ = L~ PP coincide with those of Section 10. Recall that one can take v = 0 in this case, so pT
is holomorphic in Z(I*,0) (at least) and the intersection 2(I7,0) N 2(1~,0) is the half-plane

{Re z < 0}, on which Theorem 29.5 implies
ot = 4 2mie,
which is consistent with formula (44).

Example 29.3. Similarly, for Poincaré’s example with parameter s € C of negative real part,
according to Section 12, the singular rays are dj = Rtel%, k € Z, with w, = s + 2wik and

Or = argwy € (3, 37”) We take any ) contained the union of these rays and containing
s+ 2miZ. For fixed k, we can set [T :== J,_1 = (argwyp_1,argwy), I~ = Jy = (argwy, arg wyy1),

and () = cosf. Then, according to Theorem 12.3, the Borel sums £L¥@P = .#7s-13P and
L¢P = 77k @P are well defined. In view of (137), we have

A;kgép = @P + 27id,,, hence LTGP = L7pP 4 2rie k>
by Theorem 29.5, which is consistent with (65).

Example 29.4. The asymptotic expansion @H(z) of the Hurwitz zeta function was studied in
Exercise 27.5. For s > 2 integer, with I = (=%, %), we have

pt(z) =) (k) =715l(2)
keN

for z € 2(1,0) = C\ R™. With the help of the difference equation p(z) — p(z +1) = z7%, it is
an exercise to check that
e () ==Y (z-k)

keN*
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coincides with the Borel sum .77/ @l defined on 2(J,0) = C\R™, with J = (%, %) or (-2, —2).
In this case, we can take 2 = 27iZ* and we have two singular rays, iR™ and iR, for each of which
the symbolic Stokes automorphism yields infinitely many non-trivial homogeneous components:

indeed, according to (137),

R 2 o= . e . R 2 — e
AﬂR-&- QOE = QOIS{ + m Z (27T1m)s 1527rim7 Ajﬂ_@— 1= SDLEI + F(S) Z (—27‘(1m)5 16—271'im-
m=1 m=1

Applying Theorem 29.5 with IT = (0, %) and I~ = (§,n), or with I* = (—7m,—F) and I~ =
(=%,0), for each m € N we get

3

Imz<0 = ¢"(z)=¢ Loz 4 Qe 2mm RIS o (155)

’1‘[\3

. m
Smz>0 = ¢ (2)= Z —2if)*1e?™I7 4 O (e~ 2™t JISmzly = (156)

In this case we see that we can pass to the limit m — oo because the finite sums involved in
(155)—(156) are the partial sums of convergent series. In fact this could be guessed in advance:
since T and ¢~ satisfy the same difference equation ¢(2) — ¢(z + 1) = 27%, their difference

yields 1-periodic functions holomorphic in the half-planes {Sm 2z < 0} and {Sm z > 0}, which
thus have convergent Fourier series of the form!”

(QD—’— —¢ |{%m 2<0} — Z Ame—Qmmz (90+ - {\rmz>0} Z BmGQmmz
m>0 m>0

but the finite sums in (155)—(156) are nothing but the partial sums of these series (up to sign for
the second). So, in this case, the symbolic Stokes automorphism delivers the Fourier coefficients
of the diffence between the two Borel sums:

oo
I?(Tg) Z (27Tim)sfle*2”imz for Smz < 0,
Y (z+k) = m=1
keZ 1_2\(7!‘51) Z (_1)8(27_‘_im)s—1627rimz for Smz > 0.
m=1

Example 29.5. The case of the Stirling series i studied in Section 11 is somewhat similar,
with (137) yielding

1R+:U’ :U’ + Z 527r1m7 Ajﬂ_{—ﬂ = ﬂ - Z %5—27rim' (157)
mEN* meN*
Here we get

o0
Smz<0 = ph(z)=p (2)+ » Le 2™ = 7 (2) —log(l — e %), (158)

m=1

o
Smz>0 = p (2)=p"(2) - Z %e%imz = ut(2) + log(1 — ™) (159)

m=1

(compare with Exercise 11.2).

15 See Section 36.
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29.4 Extension of the inverse Borel transform to ()-resurgent symbols

In the previous section, we have defined the Laplace operators £1 and £~ on
v I v v v
EV(Q,d,m) C E(Q,d,m) C E(Q,d),

i.e. the Q-resurgent symbols to which they can be applied are subjected to two constraints:
finitely many non-trivial homogeneous components, with at most exponential growth at infinity

for their minors. There is a natural way to define on the whole of é(Q,d) a formal Laplace
operator, which is an extension of the inverse Borel transform B~! on Cd & %?;mp' Indeed,
replacing the function e™% = £L*§,, by a symbol e %%, we define

N
E,(Q) =e %0 for weQnd,  E(Qd) = E.(Q), (160)
wenNd
i.e. we take the completed graded vector space obtained as cartesian product of the spaces

%S_igffg, representing its elements by formal expressions of the form ® = Y weand efwziw(z),

where each ®,(z) is a formal series and e “* is just a symbol meant to distinguish the various
homogeneous components. We thus have for each w € Q2 Nd a linear isomorphism

w

Tt B(2) € B e P(2) € El(9),
which allow us to define
B, =m,0Bo7t: E, ()5 é‘w(Q)

The map By can be identified with the Borel transform B acting on simple (2-resurgent series;
putting together the maps B, w € 2 Nd, we get a linear isomorphism

B: E(Q,d) = E(Q,d),

which we can consider as the Borel transform acting on “Q2-resurgent transseries in the di-
rection d”, and whose inverse can be considered as the formal Laplace transform acting on
{l-resurgent symbols in the direction d.

Observe that, if e*“’Z@gz) € FE,(Q) is such that ¢(z) is l-summable in the directions of
It U T, then B(e™“*@) € ELY(Q) and

LEB(e*p) = e =T .

Beware that in the above identity, e~“? is a symbol in the left-hand side, whereas it is a function
in the right-hand side.

Via B, the operators A;r and A, give rise to operators which we denote with the same

symbols: 3 3
AT, Ay E(Q,d) = E(Q,d),

so that we can e.g. rephrase (154) as
AL @F = @F 4 2mie? (161)
or (157) as

1 ; 1 .
A-l— P . —2mimz + o - 27r1mz.
ReA=Qt Y e o DR A=A— ) e (162)
meN* meN*
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In Section 30.2, we shall see that, if {2 is stable under addition, then E(Q,d) and thus also
E(Q,d) have algebra structures, for which it is legitimate to write

. 1 . . 1 ;
- log(l - e—27r1z) _ Z - e—27r1mz’ log(l - e?mz) _ Z - eQmmz_ (163)
m

m
meN* meN*

Remark 29.6. One can always extend the definition of 0 = % to E(Q,d) by setting

PR, = e VP) = e (~w+ 0)p.
(When Q is stable under addition 0 will be a derivation of the algebra E(S, d), which will thus
be a differential algebra.)

On the other hand, writing as usual @ Nd = {0 = wp < w1 < w2 < -}, we see that the
homogeneous components of A:l' and A, acting on E(2,d) (Borel counterparts of the opera-

tors A, A, E—E defined by (147)) act as follows on E,(Q) for each w = wy, € QN d:
. Af(eomg) = AL L, 8,
peR ) 0 = (164)

.
—WmZz X — W z ~
Ar(e m SO) =€ e A"Jm+rfwms0'

Formula (138) then says
Afoo=0Ale, Aop=0A7¢
for every ¢ € E(Q,d), whence A; ocd=20o0 AI and Aj00 =00A,.

30 The operators A, are derivations

We now investigate the way the operators A,, and A} act on a product of two terms (convolution
product or Cauchy product, according as one works with formal series or their Borel transforms).
Let ' and Q" be non-empty closed discrete subsets of C such that

Q= uUQ"uE+Q") (165)
is also closed and discrete. Recall that, according to Theorem 21.8,
geRy and ¥ € By = @€ Xa.
30.1 Generalized Leibniz rule for the operators A

We begin with the operators A .
Theorem 30.1. Let ¢ € @g}np and 1) € @g,{?p. Then G € @Smp and, for every w € Q\ {0},

Af(g0) = (L)) + > AaLe)ald)  + a(Ald). (166)

7
/ w !

w=
W' e N)0,w[,w”€N’N]0,w|
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Proof. a) The fact that ¢gip € ngp follows from the proof of formula (166) and Theorem 28.7,
we omit the details.

b) To prove formula (166), we define
Yo ={nel0w|neQuUuQorw-—neQu’}

and write B = ad + ¢, B = bd + 1), with a,b € C, ¢ € %f’?zifnp, Ve t%é’?;fflp,

BAY G = ayd+ &y, ay €C, @y €AY, nev,U{w}  (167)
BAY 0 =bund+ o,  boy€C, by e o) me{0}UT,.  (168)

Since BAL (¢0) = bAL G + aAt e + At (¢ % 1)), formula (166) is equivalent to

AL (¢ = 1&) = Z (an 6 + &p) * (bu—n 6 + &w—n)» (169)
ne{0,wlus,

with the convention ag = 0, ¢g = ¢ and by = 0, 1/30 = 1[1

Consider a neighbourhood of [0, w] of the form Us = {¢ € C | dist (¢, [0,w]) < 6 } with 6 >0
small enough so that Us \ [0,w] does not meet Q. Let u = we™ with 0 < a < §, a small
enough so that u € Us and the line segment ¢ := [0, u| can be considered as a path issuing from 0
circumventing to the right all the points of ]0,w|[U Q. We must show that conty(¢ % ¢))(w + ¢)
has a simple singularity at 0 and compute this singularity.

c) We shall show that, when all the numbers a,, and b,,_, vanish,

f(C) = COIltg(@ * 121)((4} + C) = ( Z @TI * 12;w_n> "i(;-glg + R(C), (170)

ne{0,w}U,,

where Zog( is a branch of the logarithm and R({) € C{¢}. This is sufficient to conclude,
because in the general case we can write

~

b ) 20 0% Tk Ak R " o
and, by Theorem 27.9, the anti-derivatives ¢* and ¥* satisfy
A;(ﬁ* =ay + 1% (15777 AI_UT;* _ bw—n 11« @w_n

instead of (167)—(168), thus we can apply (170) to them and get

. - - Z
contg(¢**¢*)(w+C) — ( Z anbwn(—{—anc*d)wn+bwng*¢n+<*¢n*¢wn> 2?5(
n€{0,w}UZy
+ R(¢),

whence, by differentiating twice, a formula whose interpretation is precisely (169) (because
(d%(g x A))/¢ and (¢ x A)/¢? are regular at 0 for whatever regular germ A).

d) From ow on, we thus suppose that all the numbers a, and b,_, vanish. Our aim is to
prove (170). We observe that DT := {{ € D(w,d) | Sm({/w) < 0} is a half-disc such that, for all
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Figure 14: Integration paths for ¢ * 1& Left: Ly for argw — 27 < arg( < argw — 7. Right:
Uy and Ly for argw — 37 < arg( < argw — 27. (Case when X, has two elements.)

¢ € D, the line segment [0, ¢] does not meet Q\ {0}, hence conty (@) (¢ fo GEP(C—E) de

for such points. We know by Section 21 that f has spiral continuation around 0. Followmg the

ideas of Section 25, we choose a determination of argw and lift the half-disc —w + DT to the

Riemann surface of logarithm by setting Dt := {¢=rele C |r<§, argw—7m <60 < argw }.
V

Vv
This way we can write f = f om, where f is a representative of a singular germ, explicitly
defined on D% by

cebt — fO= [ s@dw+a(0) -9 with g = 0wt (17)
m(¢)

Vv
The analytic continuation of f in

D ={¢(=re’ecC|r<d argw—3r<f <argw—nm}

is given by
~ Vv ~
ced” = fO= [ pleiern0 -9 (172)
(<)
where the symmetrically contractible path L) is obtained by following the principles ex-
pounded in Section 21 (c¢f. particularly (108)); this is illustrated in Figure 14.
We first show that

ceDt = FO-fCe™ = S Gyt (173)

ne{0,w}UT,,

The point is that ¥, is symmetric with respect to its midpoint ¢, thus of the form {n; < ---n,_1}
with 1,_; = w — 7, for each j, and when (¢ travels along a small circle around w, the “moving
nail” ¢ — n; turns around the “fixed nail” 7,_;, to use the language of Section 21.4. Thus, for
¢ € D, we can decompose the difference of paths lr¢) — Lr(¢) as on Figure 15 and get

JVC(O_ £ = </(C) - /w+v
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: w+TUS) X (@727&
w+Y :: R e

w ro
’)ﬁr O mr)

0 @m -y 0@3’

Figure 15: Computation of the variation of the singluarity at w of ¢ 1&

where 7 goes from ¢ e~ to ¢ by turning anticlockwise around 0, whereas I' goes from ¢ e=2™
to ¢ the same way but then comes back to ¢ e=?™ (see Figure 15). With an appropriate change
of variable in each of these integrals, this can be rewritten as

(0 — Fee?m) = /

~

p(r(C) — E)i(w + €) de + / o+ OD(r(C) — ) de

Y

+ 3 [ oln+ i -+l -6 de.

neXy

In the first two integrals, since

P +6) = 5 Dul) Logt + R(E),  @lw+8) = 5 pul€) Zogt + R'(6),

with R’ and R” regular at 0, and we can diminish § so that £ and 7(¢) — ¢ stay in a neigh-
bourhood of 0 where @, ¥, R, $., R” and ¢ are holomorphic, the Cauchy theorem cancels
the contribution of R’ and R”, while the contribution of the logarithms can be computed by
collapsing v onto the line segment [¢ e=2™, 0] followed by [0, (], hence the sum of the first two
integrals is ¢ * zﬁw + Qo * 1/; Similarly, by collapsing I' as indicated on Figure 15,

. 1 .
[ otn+ &b —n+ 70 - g =5 [ G+ (humnlr(€) ~ O Lo8E + Run(©) de
r mi Jr
(with some regular germ R,,_,) is seen to coincide with f7 P(n + E)thy—y((C) — €) d€, which is
itself seen to coincide with ¢, * @Z}w*n (¢) by arguing as above. So (173) is proved.

e) We now observe that, since g(() = ]v”(g“) — }‘(gg—%i) is a regular germ at 0,

R() = F(C) — g(0) 228S

2mi
extends analytically to a (single-valued) function holomorphic in a punctured disc, i.e. it can

be represented by a Laurent series (116). But R(¢) can be bounded by C(C” + In ﬁ) with

appropriate constants C,C” (using (171)—(172) to bound the analytic continuation of f), thus
the origin is a removable singularity for R, which is thus regular at 0. The proof of (170) is now
complete. ]
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30.2 Action of the symbolic Stokes automorphism on a product

Theorem 30.1 can be rephrased in terms of the symbolic Stokes automorphism A; of Sec-
tion 29.2. Let us fix a ray d = {te!’ | t > 0}, with total order < defined as previously. Without
loss of generality we can assume that both Q' Nd and 2" N d are infinite and contain 0. With
the convention AJ = Id, formula (166) can be rewritten

Azlpd)= > (AL@)AnW),  oeqnd (174)
o=c'+0"’

o’'eQ’'nd, o e’ nd

For every w’ € ' Nd and v’ € Q" Nd we have commutative diagrams

Céo %Slf o — Cio %Slf O Céo %Slm,urg,,(—> Céo .%Slrn,,+ﬂ
Tw/ l i Tw/ Tw// i i Tw//
By(,d) =  E(Q,d) B (Q",d) ——  En(Q,d)
hence Lv?(ﬂ’ ,d) = @ Lv?w/(Q’ ) and B (Q",d EB w7 () can be viewed as subspaces
w'e¥Nd w"eQ'Nd
of LVU(Q, d) = @ éw(Q) We shall often abbreviate the notations, writing for instance
weNNd

V/ v V// v
E = B, E"— FE.

The convolution law (C 5@ P induces a bilinear

—w'+Q
map * defined by

Yoo Y zpw)eﬁ’xﬁ“”H 3 o " e B, (175)

w'eQY'Nd w”eQ”ﬂd w'eQV'Nd, w"eY’'Nd

) (C 6@QSIH’III+Q/I) —> Cé@QSII(I; +w//)+Q

where
(o, 1/1)€E’,><E",/ = =Ty (1 T )EEerwu (176)

Theorem 30.2. With the above notations and definitions,
(@) € B'(Q,d) x E"(Q',d) = Af(®*W) = (AJ@)+ (A]D). (177)

Proof. 1t is sufficient to prove (177) for (®,¥) = (p, ) € lv?’w, X lv?g,,, with (W, 0") € Q' x Q".
Recall that

Yo = iy -1 o = -~ —1
Ad Y= Z TnlA’V]’—wlTw’ P Ad 1/} - Z Tn” An”—w”Tw” . (178)

nltw/7n/69/md n//tw//7n//69//md
\
Let w = + ", so that ¢ x ¢ € E,,. We have

Aj(px)= > mA N ex) = Y mALL () * (1Y)

n=w,neQNd nzw,neQNd
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by definition of A} and *. For each 5, applying (174) to 0 = n—w, 7,'p € CI @ %’Slﬁig,,
T € (C5EB@S_1$,I?+Q,,, we get

Aoyt e) = (14)) = > (Ay7ote) * (A ).
n—w=o'+o"

'e(—w'+Q)Nd, 0" e(—w"+Q")Nd

With the change of indices (¢/,0”) — (7', n") = (W' + o', w"” + ¢”), this yields

-1 -1
Aj(pxp)= > T (ANt @) % (AT )
ﬂEQﬂd 77:77’+7]”
nzw o eQ’nd,n”€Q’'Nd
W/jnl,wlljn//

By Fubini, this is

-1 -1
Afpxt)= S g (Ah 7o ) (A1) = (Afe) * (AT)
7’ eQ'nd,n"” €Q’'Nd
w/ﬁ'f]/,w”ﬁﬂ”

by definition of * and (178). Hence (177) is proved. O

Remark 30.3. When Q is stable under addition, one can take Q' = Q" = Q. In that case,

the operation * makes ]E%(Q,d) an algebra and Theorem 30.2 implies that A;’ s an algebra
automorphism. At a heuristical level, this could be guessed from (153), since both Lt and L~
take convolution products to pointwise products.

Remark 30.4. Via the linear zsomorphzsm B: E(Q d) = ]:v7(Q~, d) of Section 29.4, the bilinear
map * gives rise to a bilinear map - : E (Q’,d) >< E(Q” d) — E(,d) which, for homogeneous
components, is simply e*“/zcﬁ(z)-e*wuzw(z) = e W22 (2). This justifies (163).

30.3 Leibniz rule for the symbolic Stokes infinitesimal generator and the
operators A,

From A; we now wish to move on to its logarithm A ;, which will give us access to the way
the operators A, act on products. We begin with a purely algebraic result, according to which,
roughly speaking, “the logarithm of an automorphism is a derivation”.

Lemma 30.5. Suppose that E is a vector space over Q, on which we have a translation-invariant
distance d which makes it a complete metric space, and thatT: E — E is a Q-linear contraction,
s—1
so that D =log(Id+T1) = > _ -, (712 T* is well defined.
Suppose that E' and E" are T-invariant closed subspaces and that x: E' x E" — E is
Q-bilinear, with d(® * ¥,0) < Cd(®,0)d(¥,0) for some C > 0, and

(®, V) e E'x E" = (Id+T)(®*¥) = ((Id+T)®) * (Id+T1)¥). (179)

Then
(®,0) € E' x E = D(®*W¥)=(DP)+x U+ ®x(DV). (180)
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Proof. By (179), T(® * V) = (T®) « ¥ + ® % (T'V) 4+ (T®) * (T'V). Denoting by N(s',s",s)
the coefficient of X*'Y*" in the polynomial (X +Y + XY)* € Z[X,Y] for any s',s",s € N, we
obtain by induction

T5(@ W)= Y  N(s,s",s)(TD)* (T°"D)

s',s""eN
for every s € N, whence
D(® * W) Z Z (s',s", $)(T% ®) = (T°" V).
s’,s""eN seN

s—1

The result follows from the fact that, for every s',s” € N, the number > %N(s', s s) is

the coefficient of X*'Y*" in the formal series 3 %(X%—Y—FXY)S =log(1+ X +Y +XY) =
log(1+ X) 4 log(14+Y) € Q[[X,Y]]. O

The main result of this section follows easily:

Theorem 30.6. Under the assumption (165), one has for every direction d
(@, ) € B'(V,d) x B"(Q,d) = Ay (®+T)=(A;P) T+ dx(A,D) (181)

and, for every w € 2\ {0},

(B, 0) € ZEmP s i — AL(FD) = (Aud)D + G(ALD). (182)

Proof. The requirements of Lemma 30.5 are satisfied by T = A; — Id and the distance on E
indicated in footnote 14; since log AT 4 = A, this yields (7181)

One gets (182) by evaluating (180) with ® = ToBgo € Ejand ¥ = 1By € EO, and extracting
the homogeneous component 7,A,(Bp * Bz/;) € Ew. O

30.4 The subalgebra of simple ()-resurgent functions

We now suppose that €2 is stable under addition, so that, by Corollary 21.2, Ko is a subalgebra
of C[[z7!]]; and C§ @ Zq is a subalgebra of the convolution algebra CJ§ @ C{(}. Taking
Q' = Q" =Q in Theorem 30.1, we get

Corollary 30.7. IfQ is stable under addition, then @gmp is a subalgebra of Bq and C 5@@3“”3
s a subalgebra of C§ @ R .

As anticipated in Remark 30.3, there is also for each ray d an algebra structure on é‘(Q, d)
given by the operation * defined in (175), for which the symbolic Stokes automorphism AI
is an algebra automorphism; the symbolic Stokes infinitesimal generator A; now appears as a
derivation, in view of formula (181) of Theorem 30.6 (for that reason A, is sometimes called
“directional alien derivation”).

Remark 30.8. In particular, for each w € Q and ® € E(Q,d), we have e “*® € E(Q,d),
AT (e™¥*®) = e AT D, A (e *P) = e P AP (183)

(because €% is fived by A} and annihilated by A ).
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As indicated in formula (182) of Theorem 30.6, the homogeneous components A, of A,
inherit the Leibniz rule, however it is only if —w + Q C Q that Ay: ,@Smp — ,@gmp is a
derivation of the algebra Z5™P, and this is the case for all w € ©\ {0} when Q is an additive
subgroup of C. As anticipated in Remark 28.3, the operators A, are called “alien derivations”
for that reason.

Let us investigate farther the rules of “alien calculus” for non-linear operations.

Theorem 30.9. Suppose that Q) is stable under addition. Suppose that ¢(z), 1;(,2), X(z) € @gmp
and that x(z) has no constant term. Let H(t) € C{t}. Then

Yo (id+@) € ZX™, HoxeBy™

and, for any w € Q\ {0}, (Ay¥) o (id+¢) € '%NJSJSEQ and

Ay (Yo (id+@)) = (99) o (id+¢) - Aup + 7% - (Ayi)) o (id +9), (184)
Ay(HoX) = (G o %) AuX- (185)
The proof requires the following technical statement.

Lemma 30.10. Let U == {re? € C| 0 <r < R, 0 € I}, where I is an open interval of R
of length > 4 and R > 0. Suppose that, for each k € N, we are given a function @), which is
holomorphic in U and is the major of a simple singularity ag d + g?)k, and that the series Or
converges normally on every compact subset of U.

Then the numerical series Y ay is absolutely convergent, the series of functions ZSAOk con-
verges normally on every compact subset of Dg, and the function ¢ = Y keN @y, which is

holomorphic in U, is the major of the simple singularity (ZkeN ak)5 + D ken gADk,

Proof of Lemma 30.10. Pick 0y such that [0y, 0y + 47| C I and let J := [0y + 27,00 + 47]. For
any R’ < R, writing (/,Bk(ﬂ'(g)) = 0u(C) — ¢(Ce ™) for ¢ € U with arg¢ € J and [¢| < R, we
get the normal convergence of ) &y on Dpr.

Now, for each k, ik(g“) = () — P (7(¢)) 196¢ is a major of a; & and is holomorphic in U; its

27

monodromy is trivial, thus lv}k = Ljom with Lj, holomorphic in D%. For any circle C' centred at 0,
contained in Dy and positively oriented, we have a; = f() L (¢)d¢. The normal convergence
of "¢, and 3 ¢, implies that of 3 Ly, hence the absolute convergence of 3 aj. Moreover,
for every n € N*, fC Ly(¢)¢™"d¢ = 0, hence L := ), . Ly satisfies fc L(¢)¢~™d¢ = 0, whence
singg (L(C)) = (Lpen ar)d-

We conclude by observing that ¢(¢) = L(m(¢)) + (X ey Pr(m(C))) BE. O

2mi

Proof of Theorem 30.9. We proceed as in the proof of Theorem 22.2, writing ¢ = a + ¢1,
Y = b+, where a,b € C and $; and ¢ have no constant term, and H(t) = > ;- hit®. Thus

po(id+@) =b+ A with Xi=Tyhro(id+¢1), Hox=ho+j with fi==» hx*. (186)
E>1

Both A and i are naturally defined as formally convergent series of formal series without constant
term:

x % i X 1 =\ - - oy - -
A= Z A with A\ = E(akTawl)cp’f, = Z,uk with fig == hex".
k>0 ’ E>1
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By Lemma 28.4 and Theorem 30.1, each Borel transform

~

1 e A "
Ak = E((—C)ke E o1, fir = hpX*

belongs to @gmp’ and we have checked in the proof of Theorem 22.2 that their sums \ and fi
belong to ,@Q, with their analytic continuations along the paths of C\ € given by the sums of
the analytic continuations of the functions A\ or fir.. The argument was based on Lemma 22.1;
we use it again to control the behaviour of cont,, A and cont., fi near an arbitrary w € €, for a
path v: [0,1] — C\  starting close to 0 and endmg close to w. Choosing a lift £ of y(1) — w
in C, we shall then apply Lemma 30.10 to the functions ¢ (¢) defined by cont. N (w +7(¢ )) or
contn fix (w + w(C)) for ¢ € C close to &.

Without loss of generality, we can suppose that |y(1) —w| = R/2 with R > 0 small enough so
that D(w, R) NQ = {0}. Let us extend v by a circle travelled twice, setting y(t) = w + (y(1) —
w)e? (=Y for ¢ € [1,3]. For every ¢ € [1,3] and R; < R/2, we can apply Lemma 22.1 and get
the normal convergence of ) cont.,, . Ak and 37 contn il on D(~(t), R¢). Now Lemma 30.10

shows that cont,, A and cont,, /i have simple singularities at w. Hence 5\, e f@gmp .

A similar argument shows that (Ay¢)) o (id+@) € %S_IZIEQ

Lemma 30.10 also shows that A )\ = Zkzo Ay, and AL = Ek>1 A fip. By means
of (182), we compute easily A, fir = khpX* 'ALX, whence A,ji = (— o X) - A,X, which
yields (185) since (186) shows that Ay = A, (H o x). By means of (138)—(139) and (182), we
compute

k e—(l(.d
k,(ak T )PV ALp1, By = o

Au, = Ag + By, Ap = ((—~w + 0)F T, A1) F,

S ko Ak = (0Tat) o ([d +¢1) - Aygr = (991) 0 (Id+@) - Ay = (99) o (id +@) - Ayp, and

> Bp=e™ Z —w) (O Ty Auipr) "

k/lk_//l
k>0 k' k">0
= *‘“Z k;,, ~’f’ > k,,,<a’f”T Ah) @Y = exp(—aw — w@y) - (Talyth) o (id +¢1)
k'>0 k"”">0

= 7 (Auhr) 0 (i[d+¢) = e 7 - (Aut)) o (id +9),
which yields (184) since (186) shows that Au\ = A, (1 o (id +¢)). O

Example 30.1. As promised in Example 27.4, we can now study the exponential of the Stirling
series [i € ,%’Q,TZ*. Since 27iZ* is not stable under addition, we need to take at least ) = 27iZ
to ensure \ = exp fi € %Slmp Formulas (137) and (185) yield

Agrimh = —X,  meZ". (187)

1
m
In view of Remark 28.8, this implies that any alien operator maps A to a multiple of X. This
clearly shows that the analytic continuation of the Borel transform B(\ — 1) is multiple-valued,
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since e.g. (187) with m = =£1 says that the singularity at +27i of the principal branch has a
non-trivial minor. Let us show that

A+

2mwim

< X form=—1,+1,+2,43,...
_{ or m 1,42, +3, (188)

0 form=-2,-3,...

(notice that the last formula implies that the analytic continuation of B(A — 1) from the line
segment (—2mi, 27i) to (—2mi, —4wi) obtained by circumventing —27i to the right is free of
singularity in the rest of iR™: it extends analytically to C \ [—27i, +icc), but that this is not
the case of the analytic continuation to the left!)

Formula (188) could probably be obtained from the relation A;ﬂimﬂ = % by repeated use
of (166), but it is simpler to use (142) and (187), and even better to perform the computation
at the level of the symbolic Stokes automorphism and its infinitesimal generator. This time, we
manipulate the multiplicative counterpart of A?ﬁgi and A . obtained through B as indicated

in Section 29.4 and Remark 30.4, writing for instance

- 1 N . - 1 o~ o
Agsr = Z —e MmN = —_log(l—e ™)\, Ap A= — Z — e?mMmz)\ — Jog(1 —e?™?) )\,

m
meN* meN*
By exponentiating in E(Q,iRT) or E(Q,iR™), with the help of (183), we get

Ab A= -7 X =D e MMy AL A=(1-e")A=A-e"N (189

meN

One gets (188) by extracting the homogeneous components of these identities.

The Stokes phenomenon for the two Borel sums 5\(2) can be described as follows: with
I'=(-%,%), we have AT =\ = I\ holomorphic in C \R™, and with J = (F, 37“), we have
A~ = %7\ holomorphic in C \ RT; by adapting the chain of reasoning of Example 29.5, one
can deduce from (189) that

Imz<0 = A(2) = (1—e2™)" 1\ (2), Imz>0 = A (2) = (1 —¥)AT(2)

(one can also content oneself with exponentiating (158)—(159)), getting thus access to the ex-
ponentially small discrepancies between both Borel sums.
Observe that it follows that A* admits a multiple-valued meromorphic continuation which

gives rise to a function meromorphic in the whole of C: for instance, since )‘\JE%m >0} coincides

with (1 — e*#)~1\~, it can be meromorphically continued to C \ R~ and its anticlockwise
continuation to {Imz < 0} is given by (1 — e?™*)~1)\ which coincides with (1 —

. ! {Sm 2<0}’
e?mz)=1(1 — e_zmz)AE%mz<0}’ and can thus be anticlockwise continued to {Sm z > 0}: we find

)\+(§27riz) — (1 _ e27riZ)71(1 . 6727ri2))\+(z) — _e*2ﬂi2)\+(z)

(compare with Remark 13.5). Since 273+7 = g(-3+2)log2 gets multiplied by —e?™* after one
anticlockwise turn around 0, we can deduce that the product /27 efzz_%*'z)\*(z) is single-
valued, not a surprise in view of (54): this product function is none other than Euler’s gamma

function, which is known to be meromorphic in the whole complex plane!
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31 A glance at a class of non-linear differential equations

We give here a brief account of some results based on Ecalle’s works that one can find in [ ].
Our purpose is to illustrate alien calculus on the example of the simple Z-resurgent series which
appear when dealing with a non-linear generalization of the Euler equation. In this section, we
omit most of the proofs but try to acquaint the reader with concrete computations with alien
operators.

31.1 Let us give ourselves

B(z,y) =Y ba(2)y" € C{z"",y}, with by(2) = 1+ O(z7?%) and by(2) = O(z™") if n # 1,
neN

and consider the differential equation

do _

e B(z,0) = bo(2) + b1(2)p + ba(2) > + - -- (190)

(one recovers the Euler equation for B(z,y) = —z~' +y). Observe that if ¢(z) € 2~ 'C[[z™]]

then B(z,¢(z)) is given by a formally convergent series, so (190) makes sense.

Theorem 31.1. Equation (190) admits a unique formal solution ¢y € z~'C[[z"]]. This formal
series is 1-summable in the directions of (—m, ) and

oo(z) € f@%i*inp, where Z* = {—1,-2,-3,...}.

The Borel sum of (;;0 is a particular solution of Equation (190).

We omit the proof, which can be found in [ |. Let us only give a hint on why one must
take Q = Z*. Writing B(z,9) —y = > an(2)y", we have a,(z) € z71C{z71} for all n € N,

thus (190) can be rewritten % — ¢ =Y a,¢", which via B is equivalent to

5 = —(Ggo+ar*dp+agxp?4---).

Po(¢) 1+C(0 1%¢+agx¢ )
The Borel transforms a, are entire functions, thus it is only the division by 1 + ¢ which is
responsible for the appearance of singularities in the Borel plane: a pole at —1 in the first place,
but also, because of repeated convolutions, a simple singularity at —1 rather than only a simple
pole and other simple singularities at all points of the additive semigroup generated by —1.

31.2 The next question is: what about the Stokes phenomenon forj{o and the action of the alien
operators? Let us first show how, taking for granted that ¢y € #,."", one can by elementary

alien calculus see that A,gp = 0 for w # —1 and compute A_;do up to a multiplicative factor.
We just need to enrich our “alien toolbox” with two lemmas.

Notation 31.2. Since 0 = % increases the standard valuation by at least one unit (cf. (12)),
the operator p+9: C[[z!]] — C[[z7!]] is invertible for any u € C* and its inverse (u+ )~ ! is
given by the formally convergent series of operators szo p~P~1(—0)P (and its Borel counterpart
is just division by u — ¢). For pu = 0, we define 9~! as the unique operator 9~': z72C[[z7!]] —
2z71C[[z7Y]] such that 9 0 37! on 272C[[z7}]] (its Borel counterpart is division by —().

100



Lemma 31.3. Let Q be any non-empty closed discrete subset of C. Let ¢ € L@gmp and p € Q.
If p =0 we assume ¢ € 272C[[z7Y); if 1 # 0 we assume A,p € 27 2C[[271]]. Then (un+0)71¢ €
r@gmp and

we\{0,n} = Au(p+d)'g=(p-w+9) AL
while, if p # 0, there exists C € C such that

Au(p+0) e =C+07' 0.

Lemma 31.4. Let B(z,y) € C{z"',y}. Suppose that Q is stable under addition and $(z) €
Zy™ has no constant term. Then B(z,§(z)) € %47 and, for every w € Q\ {0},

AuB(z,¢(2)) = 0,B(2,4(2)) - Au.

The proof of Lemmas 31.3 and 31.4 is left to the reader.

Let us come back to the solution ¢g of (190). For w € Z* , we derive a differential equation
for ¥ = A, ¢ by writing on the one hand A,d.¢y = 8,0 — wi (by (138)) and, on the other
hand, A, (B(z, ¢~>0)) = 0yB(z, $o) -1 by Lemma (31.4), thus alien differentiating Equation (190)
yields

dyp e

4 = W+ 0yB(z,00)) - ¢ (191)
Since w + 9, B(z, o) = w + 1 4+ O(272), it is immediate that the only solution of this equation
in z7'C[[z71]] is 0 when w # —1. This proves

w# -1 = Aydy=0.

For w = —1, Equation (191) reads

¥ = (192)
with B1(z) = —1 + 9,B(z,¢0(z)) € ,@g*inp (still by Lemma 31.4). Since f1(z) = O(z72),
Lemma 31.3 implies & = 7' 3, € Z5™ (beware that we must replace Z* with Z_ = {0} UZ*
because a priori only the principal branch of & = —% Bl(( ) is regular at 0). Then

b1 = P =14 O(z1) e @;ﬁnp
is a non-trivial solution of (192). This implies that
A_1¢o = Cn,

with a certain C € C.

31.3 We go on with the computation of the alien derivatives of (51. Let
Ba(z) = 853(,2, <Z~>0(z)) € L%T’;ijlp,

so that A_13; = CBg(ﬁl(z) and AyBi =0 for w # —1 (by Lemma 31.4). Computing Aw(aflﬁl)
by Lemma 31.3 and then A, ¢ by (185), we get

A_1¢1 = 2Ch, bo = %&1 (14 9) " (Both) € @;?3{1} (193)
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and Ay = 0 for w # —1. }
By the same kind of computation, we get at the next step A,¢pe = 0 for w ¢ {—1,1},

o 7 - 1~ > 7 1~ > 7 > 7 im
A_1¢y = 3C¢3, ¢3 = ~o - (1 +0) " (Bod1) + =1 - (2+0) "' (B3? + 2Ba2) € ZZ™7,, 2
3 6 u{1,2}
with B3 = BSB (z, b0 (z)) A new undetermined constant appears for w = 1: Lemma 31.3 yields
a C' € C such that Aj(1+4 8)~ (1) = C" + 0 ' A1(Bag1) = C’, hence (193) implies
A1 = C'ds.

We see that Equation (190) generates not only the formal solution QNSO but also a sequence
of resurgent series (<Z~5n)n217 in which <]31 was constructed as the unique solution of the lin-
ear homogeneous differential equation (192) whose constant term is 1; the other series in
the sequence can be characterized by linear non-homogeneous equations: alien differentiat-

ing (192), we get (14 9)A_19p = A_100 = A_1(B19)) = BrA_1¢ + CPad1t), thus O(A_1¢y) =
(=14 ﬁl) 1(]51 +C Bgtbl, and it is not a surprise that qbg is the unique formal solution of

- I 1~ -
062 = (=1 + B1)d2 + 5 B201. (194)
Similarly, q~53 is the unique formal solution of
- A R 1~ -
Op3 = (=24 B1)¢3 + Pag192 + 653¢:1))' (195)

31.4 The previous calculations can be put into perspective with the notion of formal integral,
i.e. a formal object which solves Equation (190) and is more general than a formal series like ¢g.
Indeed, both sides of (190) can be evaluated on an expression of the form

u) = Z U e o (2) = do(2) + uetdy(z) + ut ey (2) + ... (196)

neN

if (an)nEN is any sequence of formal series such that ¢y has no constant term, simply by treat-
ing ¢(z,u) as a formal series in u whose coefficients are transseries of a particular form and

writing
Zun nz n+8 d)
neN
B(g’ qg(z’u)) = _|_ Z Z ¢0 )) Z un1+--‘+nre(n1+-..+nr)zq5n1 L anw
r>1 ni,...,np>1

This is equivalent to setting Y (z,y) = Y neN Y dn(2), so that ¢(z,u) = Y(z,ue?), and to
considering the equation . . )
0.Y +y9,Y = B(z,Y(z,y)). (197)

for an unknown double series Y € C[[z~!, y]] without constant term.
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For an expression (196), Equation (190) is thus equivalent to the sequence of equations

d¢o = Bz, ¢o) (Eo)

(1+9)p1 — 0yB(2,¢0) - 1 = 0 (Er)

(n+ 0)én — 9y B(z, $o) - Zr, WB(z,0) Y. bpycfn, forn>2. (B,
r>2 N1,yeeeyp>1

ni+-+n.=n

Of course (Ey) is identical to Equation (190) for a formal series without constant term. The
reader may check that Equation (E7) coincides with (192), (E2) with (194) and (Es3) with (195).

Theorem 31.5. Equation (190) admits a unique solution of the form (196) for which the
constant term of ¢o is 0 and the constant term of ¢1 is 1, called “Formal Integral”. The
coefficients ¢, of the formal integral are 1-summable in the directions of (—m,0) and (0,7), and

on(z) € %’zf‘j’{m 1} n € N. (198)

The dependence on n in the exponential bounds for the Borel transforms én 18 controlled well
enough to ensure the existence of locally bounded functions v and R > 0 on (—m,0)U (0, 7) such
that, for I = (—x,0) or (0,7), Y{(z,9) == Y oneN y"&’lén(z) is holomorphic in 2(I,v) x Dg;
correspondingly, the function ¢'(z,u) = EneN(uez)”ﬁﬂén(z) is holomorphic in {(z,u) €
91,7) % C| ™= < R},

The Borel sums ¢(~™ 0) —o and ¢(0’”)|u:0 both coincide with the particular solution of Equa-
tion (190) mentioned in Theorem 31.1. For I = (—m,0) or (0,7) and for each u € C*, the
function ¢'(.,u) is a solution of (190) holomorphic in {z € D(I,7) | Rez < In WRI 1.

The reader is once more referred to | ] for the proof.

Observe that when we see the formal integral Y (z,u) as a solution of (190), we must think
of u as of an indeterminate, the same way as z (or rather z~!) is an indeterminate when we
manipulate ordinary formal series; after Borel-Laplace summation of each q@m we get holomor-
phic functions of the variable z € 2(I,~), coefficients of a formal expression 3 u"e"*.71 ¢, (2);
Theorem 31.5 says that, for each z € 2(I,7), this expression is a convergent formal series,
Taylor expansion of the function obtained by substituting the indeterminate v with a variable
U € Dpo—wes.

If we think of z as of the main variable, the interpretation of the indeterminate/variable u is
that of a free parameter in the solution of a first-order differential equation: é(z, u) appears as
a formal 1-parameter family of formal solutions, ¢(-™% and ¢(®™ as two 1-parameter families
of analytic solutions.

As for the Borel sum Y/(z,y), it is an analytic solution of Equation (197) in its domain
9(I,7) x Dg; this means that the vector field'® Xp = % + B(z, Y)aa—y is the direct image of
N = % + ya% by the diffeormophism ©7: (z,y) — (2,Y) = (Z,YI(Z, y)) We may consider N
as a normal form for Xp and O0m0 and O as two sectorial normalizations.

The results of the alien calculations of Sections 31.2-31.3 are contained in following statement
(extracted from Section 10 of | D:

16 If we change the variable z into 2 :== —z~ ', the vector field X5 becomes 2> 5 + B(z, Y)-2., which has a

saddle-node singularity at (0, 0).

oYy
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Theorem 31.6. There are uniquely determined complex numbers C_q,C1,Co, ... such that, for
each n € N,

A_pdn =0 form>2, (199)
A i¢n = (n+1)Co16p41, (200)
Apn = (n— m)C’mQNSn,m forl<m<n-—1. (201)

Equivalently, letting act the alien derivation A, on an expression like ¢(z,u) or Y(z,y) by
declaring that it commutes with multiplication by u, €* or y, on has
- A -
Ap¢ = Cpu™ ! emza—(b or ApY =Chy
u

oY
ml form=—1orm > 2. (202)
dy

Equation (202) (either for é or for Y) was baptized “Bridge Equation” by Ecalle, in view
of the bridge it establishes between ordinary differential calculus (involving 9, or 0y) and alien
calculus (when dealing with the solution of an analytic equation like ¢ or Y).

Proof of Theorem 31.6. Differentiating (197) with respect to y, we get
(0: +y9y)0,Y = (=14 0,B(2,Y))9,Y.
Alien differentiating (197), we get (in view of (138))
(0: +y9y) AnY = (m+0,B(2,Y))A,Y.

Now 9,Y =1+ O(z~1,y) is invertible and we can consider ¥ := (9,Y)"'A,,Y € C[[z~1,y]], for
which we get (0. + y9,)x = (m + 1)x, and this implies the existence of a unique C,, € C such
that ¥ = C,,,y™ 1. This yields the second part of (202), from which the first part follows, and
also (199)—(201) by expanding the formula. O

31.5 The Stokes phenomenon for ¢(z,u) takes the form of two connection formulas, one for
Re z < 0, the other for Rez > 0, between the two families of solutions ¢(~™%) and ¢(®™). For
Re z < 0, it is obtained by analyzing the action of Aﬁg,, the symbolic Stokes automorphism for
the direction R™. _

Let Q := Z*. Since ¢, € @Zlfg (by (198)), the formal integral ¢ can be considered as an
Q-resurgent symbol with support in R™ at the price of a slight extension of the definition: we

must allow our resurgent symbols to depend on the indeterminate wu, so we replace (160) with

E(Q,d) = { Z e Py (2,u) | Gu(z,u) € B—yalu] }

we(QU{0}H)Nd

(thus restricting ourselves to a polynomial dependence on u for each homogeneous component).
Then ¢(z,u) = Y onen U egn(z) € E(Q,R™). According to (199), only one homogeneous
component of Ap_ needs to be taken into account, and (230) yields Ap_ d(z,u) = *A_16(z, u),
whence, by (200),

AR,é(Z, u) = Z(n + l)C_lu”e("H)z@nH(z) = C_lgi(z, u).
n>0
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It follows that . . 3
AL d(zu) = d(z,u+C1) = (u+C1)"e"Gn(2)

n>0

and one ends up with

Theorem 31.7. For z € .@((—71’,0),’)’) N .@((O,W),*y) with Ne z < 0,

o0 (z,u) = UV (z,u+ C1), YO (2,9) = YO 2,y + Oy 7).

31.6 For Rez > 0, we need to inquire about the action of AR +, however the action of this
operator is not defined on the space of resurgent symbols with support in R™. Luckily, we can
view ¢(z,u) as a member of the space F(Z,R™) = Fy D F1 D Fy O - Where

F, = { Zu"ﬂ’emgbn(z,u) | &n(z,u) € Zz[[u]] and
neN

A, -

™

-Am1¢n:0form1,...,mr>1withm1+~-—|—mr>n}

for each p € N. One can check that the operator Ay, = Zmzl e M*A,, is well defined on
F(Z,R*) and maps F), in F,;1, with

By (3w e G (z,u)) = 3wt Gy (20),  Ga(z,u) = Y u" T MG 2 ),

n>0 n>0 m>1

therefore its exponential is well defined and coincides with A§+
In the case of the formal integral ¢(z, u), thanks to (201), we find

AR+Q~5(Z, u) = Z nCpu™ e ¢, = € (2, u)
n>0,m>1
0

with a new operator € = Cumt—.
p mZ;l n ou

One can check that F(Z,R™) is an algebra and its multiplication maps Fj, x F, to Fpiq.
Since % is a derivation which maps Fp to FpH, its exponential exp % is well defined and is
an automorphism (same argument as for Lemma 30.5). Reasoning as in Exercise 3.3, one can
see that there exists &(u) € uC[[u]] such that exp % coincides with the composition operator
associated with (z,u) — (z,&(u)):

o(z,u) € F(Z,R‘) = (exp¥)@(z,u) = gé(z,ﬁ(u)).

In fact, there is an explicit formula

TS S S ol S TR, P

m>1 ~r>1 my,...my>1
mi+---+myr=m

with the notations B,,, = 1 and By, m, = (M1 +1)(m1 +ma+1)---(my +---+mp_1 +1).
We thus obtain

AL d(zu) = 3(z £ (w)). (203)
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Theorem 31.8. The series £(u) has positive radius of convergence and, for z € @((—77, 0), 'y) N
9((0,%),7) with Re z > 0,

oz u) = $0T (2 6w), YOI () = YO (2 6(ye ) ).

Sketch of proof. Let I := [e,m — €], J = [—m + &, —¢|, and consider the diffeomorphism 6 =
[6(0’“)]_1 000 in {2z € 2(I,7)N2(J,7) | Rez > 0} x D/ with R’ > 0 small enough.
It is of the form 0(z,y) = (z,x+(z,y)) with xT(z,0) = 0. The direct image of N = % + ya%
by 6 is N, this implies that x™ = NxT, whence —xT (2, ue?) is independent of z and can be

written £ with £t (u) € C{u}. Thus xT(z,y) = T (ye ?)e?, i.e.

u

YJ(z,y) = YI(z,er(ye*z) ez).

To conclude, it is thus sufficient to prove that the Taylor series of £T(u) is £(u). This can be
done using (203), by arguing as in the proof of Theorem 29.5. O

Exercise 31.1 (Analytic invariants). Assume we are given two equations of the form (190)
and, correspondingly, two vector fields Xp, = % + Bi(z, Y)é?—y and Xp, = % + Bg(z,Y)aa—Y
with the same assumptions as previously on Bj, Bo € C{z~! y}. Prove that there exists a
formal series ¥(z,y) € C[[z7},y]] such that the formula 6(z,y) = (z,f((z,y)) defines a formal
diffeomorphism which conjugates Xp, and Xp,. Prove that Xp, and Xp, are analytically
conjugate, i.e. X(z,y) € C{z7!,y}, if and only both equations give rise to the same sequence
(C_1,C1,C4,...), or, equivalently, to the same pair (C_l,g(u)) (the latter pair is called the
“Martinet-Ramis modulus”).

Exercise 31.2. Study the particular case where B is of the form B(z,y) = bo(2) + (1+b1(2))y,

with by € 27 'C{z71}, by € 272C{21}. Prove in particular that the Borel transform of by o0t

is an entire function whose value at —1 is —Q%TiC_l and that C,, = 0 for m # —1 in that case.

Remark 31.9. The numbers Cy,, m € {—1} UN*, which encode such a subtle analytic in-
formation, are usually impossible to compute in closed form. An exception is the case of the
“canonical Riccati equations”, for which B(z,y) = L (B_ + B,y?)z"!, with B_,B, € C.

T 2ni
One finds Cp, =0 for m ¢ {—1,1} and
C.1=B_o(B_B"), Ci=-B.o(B_B")
pl/2

with o(b) == bl%sinT. See | | for the references.
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THE RESURGENT VIEWPOINT ON HOLOMORPHIC

TANGENT-TO-IDENTITY GERMS

The last part of this text is concerned with germs of holomorphic tangent-to-identity dif-
feomorphisms. The main topics are the description of the local dynamics (describing the local
structure of the orbits of the discrete dynamical system induced by a given germ) and the de-
scription of the conjugacy classes (attaching to a given germ quantities which characterize its
analytic conjugacy class). We shall give a fairly complete account of the results in the simplest
case, limiting ourselves to germs at oo of the form

f(2)=z2+1+0(z"2) (204)

(corresponding to germs at 0 of the form F(t) =t —t? +3 + O(t*) by (82)-(83)). The reader is
referred to | , Vol. 2], | ], [ I, [ I, [ I, [ | for more general studies.

It turns out that formal tangent-to-identity diffeomorphisms play a prominent role, particu-
larly those which are 1-summable and 27wiZ-resurgent. So the ground was prepared in Sections
14-17 and in Theorem 22.4. In fact, because of the restriction (204), all the resurgent functions
which will appear will be simple; we thus begin with a preliminary section.

32 Simple -resurgent tangent-to-identity diffeomorphisms

Let us give ourselves a non-empty closed discrete subset 2 of C which is stable under addition.
Recall that, according to Section 22, -resurgent tangent-to-identity diffeomorphisms form a
group ¥RES (Q) for composition (subgroup of the group ¢ =id +C[[z71]] of all formal tangent-
to-identity diffeomorphisms at 0o).

Definition 32.1. We call simple Q-resurgent tangent-to-identity diffeomorphism any f=id+¢ €
GRES where ¢ is a simple Q-resurgent series. We use the notations

G = {[=id g | g e ZA™). GETP(Q) = GUP(Q) NG, for o € C.

We define A, : g;Simp(Q) — @S_IS_EQ for any w € €2 by setting

A, (1d+@) = ALQ.
_ Recall that, in Section 15, J f was defined as the invertible formal series 1 + 9 for any
f=id+p €Y. Clearly f € 5MP(Q) = Of € ¥5MP(Q)).
Theorem 32.2. The set QZSiinp(Q) is a subgroup of gRES(Q), the set g%simp(ﬂ) 8 a subgroup
of YRES(Q). For any f,§ € 95™P(Q) and w € Q, we have

Au(io f)=09) o f-Auf+e U (Ag)0 ], (205)
h=70Y = Agh=—e“®d) (A Foh-Oh. (206)

Proof. The stability under group composition stems from Theorem 30.9, since (id —HZ))o(id +¢) =

id+@+vo (id+¢@). The stability under group inversion is proved from Lagrange reversion for-

mula as in the proof of Theorem 22.4, adapting the arguments of the proof of Theorem 30.9.
Formula, (205) results from (184), and formula (206) follows by choosing g = fo(~1). O
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33 Simple parabolic germs with vanishing resiter

We now come to the heart of the matter, giving ourselves a germ F'(t) € C{t} of holomorphic
tangent-to-identity diffeomorphism at 0 and the corresponding germ f(z) == 1/F(1/z) € ¢4
at oo.

The germ F gives rise to a discrete dynamical system F: U — C, where U is an open
neighbourhood of 0 on which a representative of F' is holomorphic. This means that for any
to € U we can define a finite or infinite forward orbit {t, = F°"(ty) | 0 < n < N}, where
N € N* U {oo} is characterized by t; = F(tg) € U, ..., tn—1 = F(ty—2) € U and ty =
F(tn—1) ¢ U (so that apriori ¢t y4+1 cannot be defined), and similarly a finite or infinite backward
orbit {t_p, = F°C™ () |0 <n < M} with M € N* U {co}.

We are interested in the local structure of the orbits starting close to 0, so the domain U
does not matter. Moreover, the qualitative study of a such a dynamical system is insensitive to
analytic changes of coordinate: we say that G is analytically conjugate to F' if there exists an
invertible H € tC{t} such that G = H°=Yo FoH; the germ G is then itself tangent-to-identity
and it should be considered as equivalent to F' from the dynamical point of view (because H
maps the orbits of F' to those of G). The description of the analytic conjugacy classes is thus
dynamically relevant.

We suppose that F is non-degenerate in the sense that F"(0) # 0. Observe that G =
H"DoFoH = G"(0) = H'(0)F"(0), thus we can rescale the variable w so as to make
the second derivative equal to —2, i.e. we assume from now on F(t) =t — 2+ (p+ 1)t + O(t?)
with a certain p € C, and correspondingly

f(z)=z24+1—pz ' +0(:z"%) 9. (207)

Such a germ F or f is called a simple parabolic germ.

Once we have done that, we should only consider tangent-to-identity changes of coordinate G,
so as to maintain the condition F”(0) = —2. In the variable z, this means that we shall study
the ¥-conjugacy class { h°(=1 o foh|he¥} C%.

As already alluded to, the @G- conjugacy class of f in 4 plays a role in the problem, i.e.
we must also consider the formal conjugacy equivalence relation. The point is that it may
happen that two holomorphic germs f and g are formally conjugate (there exists h € 4 such
that f o h=ho g) without being analytically conjugate (there exists no h € ¢ with the same
property): the ¢-conjugacy classes we are interested in form a finer partition of % than the
&-conjugacy classes.

It turns out that the number p in (207) is invariant by formal conjugacy and that two germs
with the same p are always formally conjugate (we omit the proof). This number is called
“resiter”.

We suppose further that the resiter p is 0, i.e. we limit ourselves to the most elementary
formal conjugacy class. This implies that our f is of the form (204) and formally conjugate to
fo(z) == z + 1, the most elementary simple parabolic germ with vanishing resiter, which may
be considered as a formal normal form for all simple parabolic germs with vanishing resiter.
The corresponding normal form at 0 is Fy(t) = t . The orbits of the normal form are easily
computed: we have f§" = id+n and Fy"(t) = 1+ ; for all n € Z, thus the backward and
forward orbits of a point ¢y # 0 are infinite and contained either in R (if ¢ty € R) or in a circle
passing through 0 centred at a point of iR*.

In particular, all the forward orbits of Fy converge to 0 and all its backward orbits converge
in negative time to 0. If the formal conjugacy between F' and Fy happens to be convergent,
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then such qualitative properties of the dynamics automatically hold for the orbits of F' itself (at
least for those which start close enough to 0). We shall see that in general the picture is more
complex. . .
34 Resurgence and summability of the iterators
Notation 34.1. Given § € ¢, the operator of composition with § is denoted by

Cy: ¢ €Cll="Y] = $og e Cll=""].

The operator Ciq _; — Id induces an invertible map z~'C[[z7!]] — 272C[[z!]] with Borel coun-
terpart 9(¢) € C[[¢]] = (e — 1)¢(¢) € ¢C[[¢]]; we denote by

E: 2°C[lz" Y] = 27 'Cllz7Y)),  E: ¢C[K)) - ClK))

its inverse and the Borel counterpart of its inverse, hence (E@)(¢) = 641_1 &(€) (cf. Corollary 4.6).
We also set
for=id+1 e 9. (208)

The operator E will allow us to give a very explicit proof of the existence of a formal
conjugacy between a diffeomorphism with vanishing resiter and the normal form (208).

Lemma 34.2. Given a simple parabolic germ with vanishing resiter f € ¢4, there is a unique
Uy € % such that
Uy 0 f = fo o Us. (209)

It can be written as a formally convergent series

O = 1id + Z Pk, @r = (EB)Eb € 272*71C[[27Y]] for each k € N, (210)

with a holomorphic germ b := f o fg(_l) —id € 272C{z7 '} and an operator B := Ciq yp — 1d.
The solutions in & of the conjugacy equation v o f = fyo ¥ are the formal diffeomorphisms
U = Uy + ¢ with arbitrary c € C.

Proof. The conjugacy equation can be written 0 o f = ¥ + 1 or, equivalently (composing with
fg(fl) = id—1), 0o (id+b) = o (id—1) + 1. Searching for a formal solution in the form
¥ =id +¢ with ¢ € C[[z71]], we get b+ p o (id+b) = g o (id —1), i.e.

(Cia—1 —1d)@ = B +b. (211)

We have val ((Cia—1 — Id)@) > val(¢) + 1 for the standard valuation (10), and val(B@) >
val(¢) + 3 (because B can be written as the formally convergent series if operators ) -, %brﬁ"’
with val(b) > 2 and val(0p) > val(@) + 1), thus the difference between any two formal solutions
of (211) is a constant. If we specify ¢ € 271C[[z7!]], then (211) is equivalent to

¢ = EB + Eb,

where val(EB@) > val(@) + 2, thus the formal series ¢y of (210) have valuation at least 2k + 1
and yield the unique formal solution without constant term in the form ¢ = >, - P O
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Definition 34.3. The unique formal diffeomorphism v, € % such that 0, o f = fp oD, is called

(=1

the “iterator” of f. Its inverse @, = Uy € %, is called the “inverse iterator” of f.

We illustrate this in the following commutative diagram, including the parabolic germ at 0
defined by F(t) :==1/f(1/t):

Observe that
f o, =14 0 fo, (212)

which can be viewed as a difference equation: @.(z + 1) = f(u.(z)).

Theorem 34.4. Suppose that f € 41 has vanishing resiter. Then its iterator v« and its inverse
interator i, belong to Gy P (2miZ) N %(IT) N G(I7) with It = (=Z,%) and I~ = (%,3F)
(notations of Definitions 17.1 and 32.1).

Moreover, the iterator can be written v, = id +¢ with a simple 2wiZ-resurgent series ¢ whose
Borel transform satifies the following: for any path v issuing from 0 and then avoiding 2mwiZ
and ending at a point (. € iR, or for v = {0} and (. = 0, there exist locally bounded functions
a,B: ITUI~ — RT such that

’cont7 (¢ + teia)‘ <a(0) e’ forallt>0and e ITUI™ (213)

(see Figure 16a).

Since ¢ = ¥, — id is given by Lemma 34.2 in the form of the formally convergent series
Zkzo P, the statement can be proved by controlling the formal Borel transforms .

Lemma 34.5. For each k € N we have ¢y, :== B(¢y) € ?Z’;l:i%’

Lemma 34.6. Suppose that) < e <nm <7,0< K <1 and D is a closed disc of radius € centred
at 2wim with m € Z*, and let

O p={CeC|Re¢ > —7, dist (¢,271Z") > e} \{u¢ € C|u € [l,+00), (€ D} (214)

(see Figure 16b). Then there exist A, M, R > 0 such that, for any naturally parametrised path
v: 0,0 = QF 5 with

s€0,e] = [y(s)|=s, s>e = [y(s)| > ¢, s€[0,4] = |y(s)| > ks, (215)
one has

Me)*
(M) ef for every k > 0. (216)
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Figure 16: Resurgence of the iterator (Theorem 3/.4). Left: A path of analytic continuation
for ¢. Right: The domain Q:'TD of Lemma 34.6.

Lemmas 34.5 and 34.6 imply Theorem 34.4. Lemma 34.6 implies that the series of holomorphic
functions > ¢y converges normally in any compact subset of Do, (using paths 7 of the form
[0,¢]) and that its sum, which is ¢, extends analytically along any naturally parametrised path
~ which starts as the line segment [0, 1] and then stays in C\ 27iZ: indeed, taking ¢, x small
enough and 7, m large enough, we see that Lemma 34.6 applies to v and the neighbouring paths,
so that (216) yields the normal convergence of ), . cont, @ (v(t) + ¢) = cont, ¢(y(t) + () for
all ¢ and ¢ with |¢| small enough. Therefore ¢ is 2riZ-resurgent and, combining Lemma 34.5
with the estimates (216), we also get ¢ € Q;fzp by Lemma 30.10.

This establishes @, € 45" (27iZ), whence i, € 4™ (27iZ) by Theorem 32.2.

For the part of (213) relative to I, we give ourselves an arbitrary n > 1 and set §, = o
I == [-% 4 6n, 5 — 0n). Given v with endpoint ¢, € iR, we first replace an initial portion of ~
with a line segment of length 1 (unless v stays in Dy, in which case the modification of the
arguments which follow is trivial) and switch to its natural parametrisation v: [0,¢] — C. We
then choose ¢, and k,, small enough:

£n, < min {1, r[?iéﬂ'ﬂ, dist (([0,4]), 2wiZ*), dist ((y, 2miZ) cos 5n},

o )l

. . +i6
nn<mln{mln ,mln%},
g ° a0

and 7 and m,, large enough:
: 1
7 > —min Re, mp > — (en + max|Sm~|),

2T

so that Lemma 34.6 applies to the concatenation of paths I' := vy + [Cs, (4 + t€l?] for each t > 0
and 6 € IT; since T has length £+ t, (216) yields

t>0and el = ’conty (¢ + teig)’ = |contr ¢(I'(¢ + t))! < Ay oMt Ba)(E4)
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where A,,, M,, and R,, depend on n and -~ but not on ¢ or §. We thus take
at(0) = et ®) max{ A, |n>1st. 0}, BY0) =max{M,+R,|n>1st.60cl}
for any 6 € I, and get

t>0and eI’ = ‘contvgﬁ((:* —}-tei(’)‘ < at(0) PO,

The part of (213) relative to I~ follows from the fact that ¢~ (¢) = ¢(—() satisfies all the
properties we just obtained for ¢((), since it is the formal Borel transform of ¢~ (z) := —@p(—2z)
which solves the equation Cig _1¢~ = Ciq - ¢~ + b, associated with the simple parabolic germ
[R)=—fY=2)=2z+1+b"(2+1).

This establishes (213), which yields (in the particular case v = {0}) @, € %(IT) NG (1),
whence i@, € %(IT) N%(I~) by Theorem 17.3. O

Proof of Lemma 34.5. Since b(z) € 272C{¢}, its formal Borel transform is an entire func-
tion b(¢) vanishing at 0, hence
b(¢)

Zsimp
o_1° Romiz,

Po(C) =

(cf. Lemma 27.7). B
We proceed by induction on k& and assume k£ > 1 and @1 € %;?Zp . By Theorem 30.9 we

get Ciq +bPk—1 € Ao, thus Bop_1 € Xoriy, thus (since B(Bgg—1)(¢) € ¢C{¢})
1

= eci—lB(ngkil)(C) c QQWiZ7

¢k(0)

but is it true that all the singularities of all the branches of the analytic continuation of ¢y are
simple?
By repeated use of (184), we get

Au, Doy Cig syt = e @FH0bC WAL - Ay Pra
for every s > 1 and wy,...,ws € 2wiZ*, hence
Ay, Doy Bor1 = By D+ Doy @1 with By, . = e @1 Fwslboy, o 1d.

Now, for any ¢ € C[[z7]], we have B, .4 = e~ @it tw)b By 4 (e=(wittws)b _ 1)y ¢
272C[[z71Y]], thus each of the simple 27iZ-resurgent series A, - - - A, B@r_1 has valuation > 2.
By Remark 28.8, the same is true of A}, Bpp_1 for every w € 27miZ and every + starting close
to 0 and ending close to w: we have

Log ¢

conty, B(B-1)(w + ) = $(0) 5

+ R(C)

with ¢ € ¢C{¢} and R € C{¢} depending on k, w, 7, hence ¥(¢) = fc(_ol € C{¢} and (since

L
conty G(w + ) = ﬁ +%(0) ;’f’r CLRYC), with ¢ = 27iR(0) and R*(¢) € C{C).
Therefore ¢y has only simple singularities. O
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Proof of Lemma 34.6. The set Q D 18 such that we can find My, L > 0 so that

¢
el —1

CEQETD =

' < Mge M, (217)

On the other hand, we can find C' > L and Ry > 0 such that the entire function b satisfies

’C’2k_1

Rolcl for all *
(2k_1)!e orall (e Cand ke N

16(¢)| < C|¢|efoldl for all ¢ € C, hence |b**(¢)| < C*

by Lemma 13.1.
Let us give ourselves a naturally parametrised path ~: [0,¢] — Q+T p satisfying (215).

For any 2miZ-resurgent series 1) with formal Borel transform 1/1, we have B¢ € %oriz, by Theo-
rem 22.2, the proof of which shows that By := B (B) can be expressed as an integral transform

= fOC K (&, ¢)ih(€) d€ for ¢ close to 0, with kernel function

K60 =Y Tl )

k!
k>1

The estimates available for b** show that K is holomorphic in C x C, we can thus adapt the
arguments of the “easy” Lemma 19.1 and get

cont. BIZJ(”}/(S)) = /0 K(v(o),7(s)) cont“/}(fy(a))fy’(a) do  for all s € [0,4].
The crude estimate
K (6, Q)1 < Clelex KT for all (6,0) e Cx C,

with arbitrary p > 1, will allow us to bound inductively cont, ¢ = cont,, Eé@k,l.
Indeed, the meromorphic function ¢y = ﬁ satisfies (216) with A := MyC and any R > Ry.

Suppose now that a 2wiZ-resurgent function 1& satisfies

. C
’contwb(w(s))‘ < e (s) for all s € [0, 4], with R:== Ro+pu, p:= —

K
and a certain positive continuous function V. Since |y(o)| < ¢ and |y(s) —y(0)| < s — 0, we
obtain

‘cont Bw ‘ <Cs ol tR)s / U(o)do for all s € 0,/],

0
whence ‘COIlt EBl/} (s) ‘ M et * [3 ¥(o)do with M := CMO by (217), using |y(s)| > ks.
We thus get |conty ¢ (v(s))| < Aeft Rs (Ms)? ) by induction on k. O

35 Fatou coordinates of a simple parabolic germ

35.1 For every R > 0 and 0 € (0,7/2), we define

Zgé::{reiee(C\r>R, 0] <m—0}, 2;275::{7“e196(C]7“>R, 0 —7m| <m—0}.
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Definition 35.1. A pair of Fatou coordinates at oo is a pair (v, v™) of injective holomorphic

maps
vt EE(S — C, v 21}75 — C,
with some R > 0 and ¢ € (0,7/2), such that
viof=foovt, wTof=fyouv.

Theorem 35.2. There exists locally bounded functions (3,B1: IT™ U I~ — (0,+00) such that
B < B and
o 0, €I, B NG, B) and vE = 155, is injective on PD(I*,B) (notation of Defini-
tion 9.5);

LTS %(I+,B1) ﬂ%([‘,ﬂl) and uf = ST, s injective on, 2(I*, B1), with
uF (2(I%, 1)) € 2(IF,8) and vFouf =id on 2(IF,p).

Moreover, the pairs of Fatou coordinates at oo are the pairs (v + ¢, vy + ¢7) with arbitrary
_l’_ —
c,c eC.

Remark 35.3. We may consider (vi,vy) as a normalized pair of Fatou coordinates. Being
obtained as Borel sums of a 1-summable formal diffeomorphism, they admit a Gevrey-1 asymp-
totic expansion, and the same is true of the inverse Fatou coordinates u} and uy . The first
use of Borel-Laplace summation for obtaining Fatou coordinates is in [ |. The asymptotic
property without the Gevrey qualification can be found in earlier works by G. Birkhoff, G. Szek-
eres, T. Kimura and J. Ecalle—see | ] and [ | for the references; see [ | for a

recent independent proof and an application to numerical computations.

Proof of Theorem 35.2. The case v = {0} of Theorem 34.4 yields locally bounded functions
o,B: I UI- — Rt such that o, € %(I*, 5, ) (notation of Definition 17.1). In view of
Theorem 17.3, we can replace 3 by a larger function so that v is injective on 2(IF,3). We
apply again Theorem 17.3: setting

B < B =B+2Va < Bi=F+1+V2)Va,

we get Uy € %(Ii, B*), hence @, € %(Ii, B1), and all the desired properties follow.

By Lemma 9.8, we have f = 2 f; replacing the above function 8 by a larger one if
necessary so as to take into account the domain of definition of f, Theorem 17.2 shows that
ST (B, 0 f) =vEo fand ST (foiin) = f o ut. In view of (209) and (212), this yields

vEof=foovE,  fouf=ufo/f. (218)

We see that for any 6 € (0, 7/2) there exists R > 0 such that EE(S C 9(I%F, B), therefore (v, vy)
is a pair of Fatou coordinates.

Suppose now that v* is holomorphic and injective on Zﬁ, s5- Replacing the above function 8
by a larger one if necessary, we may suppose 3 > R, then 2(J*%,p) C Ezi%,a with JT =
(=3 +6,2—0), J == (% +6,3 — ). By Theorem 17.3, we have ui (2(J*,51)) C 2(J*,B),
thus ®* := v* o uf is holomorphic and injective on 2(J*, £;). In view of (218), the equation
vE o f = foovT is equivalent to fy o ®F = ®F o fy, i.e. BT = id +TF with U+ I-periodic.
If U* is a constant ¢*, then we find v* = vF + ¢*. In general, the periodicity of U* allows
one to extend analytically ®* to the whole of C and we get an injective entire function; the
Casorati-Weierstrass theorem shows that such a function must be of the form az + ¢, hence U+
is constant. O
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Figure 17: The dynamics in the attracting petal viewed in three coordinates.

35.2 Here are a few dynamical consequences of Theorem 35.2. The domain 2% := 2(I", 51)
is invariant by the normal form fy = id +1, while ¥~ = 2(I~, 51) is invariant by the backward

dynamics f; =D _iq —1, hence
Pt =ul(2T) is invariant by f, 27 :=u,(27) is invariant by fe=) (219)
and the conjugacy relations f = u} o foouvt, fo-N =u o foo(_l) o vy yield
1€ Pt = ) =uf (vi(z)+n), €2 = UI(2) =u; (v;(z) —n)

for every n € N. We thus see that all the forward orbits of f which start in &2 and all the
backward orbits of f which start in &~ are infinite and converge to the fixed point at co (we
could even describe the asymptotics with respect to the discrete time n)—see Figure 17.

All this can be transferred to the variable ¢ = 1/z and we get for the dynamics of F' a
version of what is usually called the “Leau-Fatou flower theorem”: we define the attracting and

repelling “petals” by
Pt ={teC*|1/te 2}, P ={teC"|lj/tc P},

whose union is a punctured neighbourhood of 0, and we see that all the forward orbits of F'
which start in P+ and all the backward orbits of F' which start in P~ are infinite and converge
to 0 (see Figure 17). Notice that P™ and P~ overlap, giving rise to two families of bi-infinite
orbits which are positively and negatively asymptotic to the fixed point.
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We can also define Fatou coordinates and inverse Fatou coordinates at 0 as well as their
formal counterparts by

VE@) =of(1/t), US(2) =1/uf(2), Vi) =0u(1/t), Ui(2) = Lfau(2),
so that
te PT =V, (F(t) =V (t)+1, € 9T = F(US(2) =Uf(z+1), (220)
te P~ =V, (FPUV@®) =V, () -1, :€92 = FUVU(2)=U (2 -1). (221)
Observe that, with the notation 0.(2) = 2z + > 45y arpz~*, we have

1

whereas i, (2) = z 4 1h(z) with ¢(z) = D k1 brz~k € 271C[[z71]] implies

Le 2727 1Y)

Uu(z) =271 (1+ z_lvﬁ(z))_
By Theorems 13.3 and 30.9, we see that U, is a simple 27iZ-resurgent series, which is 1-summable
in the directions of I and I—, with

Ut = 70,

35.3 Of course it may happen that one of the formal series @y, iy, Vi, U, and thus all of them
be convergent. But this is the exception rather than the rule.
There is a case in which one easily proves that all of them are divergent.

Lemma 35.4. If F(t) or F°1(t) extends to an entire function, then the formal series U, s,
Vi, Ux are divergent.

Proof. Suppose that F' is entire. The function U_ (z), intially defined and holomorphic in 2,
which contains a left half-plane {Rez < —c}, can be analytically continued by repeated use
of (221): for any n € N*, the formula

U (2)=F(U, (1)) =---=F"™(U; (= n))

yields its analytic continuation in {Re(z) < —c + n}, hence U, extends to an entire function.
If U, had positive radius of convergence, then we would get U, ~1 U, in a full neighbourhood
of oo by Lemma 9.8, in particular U; (z) would tend to 0 as |z| — oo and thus be uniformly
bounded; then the entire function U_ would be constant by Liouville’s theorem, which is im-
possible because U, (z) = 2z~ + O(z72).

If it is F°(=1 that extends to an entire function, then U extends to an entire function by
virtue of (220) and one can argue similarly to prove that U, is divergent. O
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36 The horn maps and the analytic classification

In (219) we have defined 2% and &~ so that v;” induces a biholomorphism £+ = 9+ and u
induces a biholomorphism 2~ = %~. We can thus define a holomorphic function

hi=vfou;: 27N (u;) (P = 2T Nuvf(27), suchthat ho fo= fooh (222)

(the fact that h conjugates fp with itself stems from (218)).
Let us define, for any R > 0 and § € (0,7/2),

”//Ileg::{rei9|r>R, s<O<m—0}, Yy ={re’|r>R r+d5<O<2r—5}

Since v and w; are close to identity near co, there exists R > 0 such that the domain of
definition of h has a connected component which contains 7/1:211; /4 and a connected component

which contains "1/]1207?/ 4+ S0 that in fact formula (222) defines a function h"P and a function A%,

Lemma 36.1. There exists o > 0 such that the function h'"P extends analytically to the upper
half-plane {Im z > o} and the function h'°% extends analytically to the lower half-plane {Im z <
—0o}. The functions h"?—id and h'° —id are 1-periodic and admit convergent Fourier expansions

+00 +oo
h}:p(z) - Z A_me%rimz’ h}kovv(z) — = Z Ame—27rimz’ (223)
m=1 m=1

with A, = O(N™) for every A > 270.

Proof. The conjugacy relation RUP/10V o fo = f5 o K"/ implies that A"P/1V is of the form

id +P"/1% with a 1-periodic holomorphic function P"P/1ow: 7/12%12‘}‘7 — C. By 1-periodicity,

Pup/low oxtends analytically to an upper/lower half-plane and can be written as y

with x holomorphic in the punctured disc Dj__. The asymptotic behaviour of vy and uj at oo

in 2((~%,%), 1) shows that h"/1°%(z) = z + o(1), hence x(2) Py 0. Thus y is holomorphic
—)

(e:i:27riz>7

in Doy, and vanishes at 0; its Taylor expansions yields the Fourier series of P'P/10W, O

Definition 36.2. We call (h"?, h'°V) the pair of lifted horn maps of f. We call the coefficients
of the sequence (A;,;)mez+ the Ecalle-Voronin invariants of f.

Theorem 36.3. Two simple parabolic germs at oo with vanishing resiter, f and g, are ana-
lytically conjugate if and only if there exists ¢ € C such that their pairs of lifted horn maps
(h;p, hlj?w) and (hg", hlgow) are related by

heP(2) = hiP(2 +¢) — ¢ h'(z) = V(2 +¢) — ¢, (224)
or, equivalently,
Ap(g) = e 2MmeA (f)  for every m € 7. (225)

Proof. We denote by vy, ’U}t, ag, ujf the iterator of f, its Borel sums and their inverses, and
similarly v, vgi, Ug, ugi for g.

Suppose that f and g are analytically conjugate, so there exists h € 4 (convergent!) such
that goh = ho f. It follows that vy o Do g = fyo vy o h°(=1 hence there exists ¢ € C
such that vy o Re-1 = Uy + ¢ by Lemma 34.2. Let 7 := id +c. We have v, = 1o Uy o R
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and 1y = hodifoT, whence vy =771 o v;{ o h°=1 and ug; =hou; ot by Theorem 17.2 and

g
1 up/low — 1 hup/low

Lemma 9.8. This implies v; ou, =T oviou;or, ie. hg oT, as desired.

Suppose now that there exists ¢ € C satisfying (224). We rewrite this relation as

hyP = 1o h;p oT, hlgow =7"1o h,lfOW oT,

with 7 = id +c¢. This implies

Touvf ouy =vfouyor on ”V;BU”I/}I{’Z;”
with, say, 6 = 3w/4 and R large enough. Therefore
u? OTOU;' =uyoTov, on %1;’?”/4 U 7/19?2/4.

Toro v; and uy oToUy can be glued to form a function h

This indicates that the functions u 9

holomorphic in punctured neighbourhood of co; the asymptotic behaviour then shows that A is
holomorphic at oo, with Taylor series %y o 7 0 9. The conjugacy relations 4y = g o g4 o fg(_l)
and Tovfo f = fooT o0y imply tigoTovyo f = gotyoTouy, hence f and g are analytically
conjugate by h. O

Theorem 36.3 is just one part of Ecalle-Voronin’s classification result in the case of simple
parabolic germs with vanishing resiter. The other part of the result (more difficult) says that
any pair of Fourier series of the form (Zm>1 A_,,e>mimz Yot Ame_%imz), where the first
(resp. second) one is holomorphic in an upper (resp. lower) half-plane, can be obtained as
(RYP —id, hl" —id) for a simple parabolic germ f with vanishing resiter.

37 The Bridge Equation and the action of the symbolic Stokes
automorphism

37.1 Let us give ourselves a simple parabolic germ at co with vanishing resiter, f. So far, we
have only exploited the summability statement contained in Theorem 35.2 and we have see that
a deep information on the analytic conjugacy class of f is encoded by the discrepancy between
the Borel sums v} and v, , i.e. by the lifted horn maps. Let us now see how the analysis of this
discrepancy lends itself to alien calculus, i.e. to the study of the singularities in the Borel plane.

We first use the operators A, of Sections 28-30 with w € 27wiZ*. They are derivations of the

algebra ,@;ﬁlzp , and they induce operators A, : %;jgg — @;ﬁg defined by A, (id+¢) = A, @.
Theorem 37.1. There exists a sequence of complex numbers (Cy,)yecoriz+ such that

Ayiis = C,01s, A,y = —C,, e @(@—id) (226)
for each w € 2wiZ*.

Proof. Let us apply A, to both sides of the conjugacy equation (212): by Theorem 32.2, since
A, f and A, fo vanish, we get

(af) O Uy - Ayl = (Awﬂ*) o fo
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(we also used the fact that e=“(fo=id) = 1 since w € 2miZ*). By applying 0 to (212), we also
get
(Of) 0 Uy - Oy = (OUs) © fo.

Since dii, = 1 + O(z~2), this implies that the formal series C' = %“T:** € C[[z71Y]] satisfies
C =Co fy. Writing C o fo — C = dC + %326 + --- and reasoning on the valuation of 8C, we
see that C' must be constant.

We have (A, i) 00y - 0, = C(Diiy) 0 Uy - 005 = C (114 0 04) = C, hence Formula (206) yields
Ao = —C e w(Ox—id), O

The first equation in (226) is called “the Bridge Equation for simple parabolic germs”: like

Equation (202), it yields a bridge between ordinary differential calculus (here involving 9) and
alien calculus (when dealing with the solution @ of the conjugacy equation (212)).

37.2 From the operators A,, we can go the operators AJ by means of formula (141) of Theo-
rem 29.1, according to which, if one sets 2 := 27iN* or ) :== —27iN*, then

Agzzi Z Ay 0---0A,, 04, forweq. (227)

s>1 W1, wsEQN
w1t Fws=w

We also define
Ap=3EF N Ao 08,0, forwe (228)

s>1 W1 ,5ee,ws EQ
w1t tws=w

The latter family of operators is related to Exercise 29.1: they correspond to the homogeneous
components of exp(—A,;.) the same way the operators A} correspond to the homogeneous
components of exp(A, )—see formulas (230)—(231).

Corollary 37.2. Let 2 = 2wiN* or ) := —27xiN*. For each w € §Q, define

St=-3"1 T Cop o C,y S5 =3 U T Cpy - C
w = 5l W1,eeesWs “W1 ws» w = B W1 ey Ws FW1 ws
s>1 W15, wWs EQ s>1 W1yeen,ws EQ
Wit Fws=w w1t Fws=w

with Ty, =1 and Ty, o, =wi(wi +w2) - (w1 + -+ +ws—1). Then

AdD, = STe @@ Ap, = g emw(@id) (229)
Proof. Let ¢ = ¥, — id, so that the second equation in (226) reads A,p = —C,e"“%. By
repeated use of formula (185) of Theorem 30.9, we get Ay, Ay @ = wiClyy e*“”@AwQQZ =
—w1Cyy, Oy e™@1Fw2)8 A A A, p=..., etc. The general formula is

Aws e Awﬁé = _le,...,wscwl e Cws e—(w1+v--+ws)g5’
whence the conclusion follows with the help of (227)—(228). O

In fact, in view of Remark 28.8, the above proof shows that, for every w € 2wiZ and

for every path ~ which starts close to 0 and ends close to w, there exists S, € C such that
A} B, = SJ emw(Bid),
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37.3 We now wish to compute the action of the symbolic Stokes automorphism A?ﬂ'{i on vy
and to describe the Stokes phenomenon in the spirit of Section 29.3, so as to recover the horn
maps of Section 36. We shall make use of the spaces
AN
E* = EQmiZ,iR*) = P e %y
w€eX27iN
introduced in Section 29.4; since 27iZ is an additive subgroup of C, these spaces are differential

algebras,
d

. . o _ e o
BY =), B = agmeet), 9= O
on which are defined the directional alien derivation A . and the symbolic Stokes automorphism
Ai&i = exp(Ap+). According to Remark 29.6, both operators commute with the differential 0.
So does the “inverse symbolic Stokes automorphism” A, = exp(—A.).
We find it convenient to modify slightly the notation for their homogeneous components:
from now on, we set

i = Ssim Aw(e_%ringb) = e_(QWim'H"))ZAwSE?
wE2miZ, mE Ly §ERyyy = (230)
Ai:(e—Qwimz@) — e—(27rim+w)zAi:¢7

so that

Aps = Z Aw on ET, Ag- = Z Aw on E~,

we2miN* we—27iN*

Ab, =exp(FAp) =1d+ Y AL AL =expEAg ) =1+ Y AL (231)

we2miN* we—2miN*
We may consider 7, as an element of id +%7;i7§%’ C id+E*. We thus set Aw id := 0 and
Af id := 0 so that the previous operators induce
+ — L qa Bt Bt + P I
A, Ay, Apy: id+ET — BT, Ap— Ay A id+E~ = E7.

This way (226) yields Ay, = —C, e and (229) yields Afﬂ* = Ste “" and we can write

Ap b=+ Y SFe @™ AL =04+ Y Sre v

we2miN* w€—2miN*
Theorem 37.3. We have
2+ Y STe T =hv(z), AL T =BV o gy, (232)
we2miN*
s 3 Spe = (), A B = ()P og,  (233)
we2miN*
s Z Ste vz = (hP)e(-D) (), A?ﬂ%—ﬁ* = (R Do g, (234)
we—27iN*
2+ Y S, e =hP(2), Ag B = hiPod,. (235)
we—2miN*
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In particular the Ecalle- Voronin invariants (Am)mez+ of Lemma 36.1 are given by

A, =5 Ay = S5

2mwim?

m e N*. (236)

—27im?

Remark 37.4. The “exponential-like” formulas which define (ST)ueonin: from (Cu)weanin: in
Corollary 37.2 are clearly invertible, and similarly (Cy)we—2mine + (ST)weonine 5 invertible. It
follows that the coefficients C,, of the Bridge Equation (226) are analytic conjugacy invariants
too. However there is an important difference between the C'’s and the S’s: Theorem 37.3 implies
that there exists A > 0 such that SQj;rim = O(eMN™), but there are in general no estimates of the
same kind for the coefficients Corip, of the Bridge Equation.

Proof. Let I :== (0,7) and 6 := F, so that /T = (0,%) and I~ = (§,n) with the notations of

Section 29.3. Let us pick R > 0 large enough so that AV is defined by v o (v;)°(=1 in 7/1°W/4
(cf. (222). ~
For any m € N, we deduce from the relation A;ﬂw Uy = Us 4+ Y comine S €797 that

Z o270
[A RJFv* m = Ux + 27r1] :

with notation 29.4. Each term e~ 2™J% ig 27TiJ_rZ—resurgent and l-summable in the directions
of I*, with Borel sums .#7* (e=2mJV) = ~2mJ%  hence Theorem 29.5 implies that

41/}%0;1:/4 — ] ( + Z SQmJ e~ 2mijuL (2) + O(efp|%m z|)
for any p € (2rm, 2m(m + 1)). It follows that
7/10:;//4 — hlow =2+ ZS2m] —2mijz + O(e—p|%mz|)

for any p € (2rm, 27(m + 1)), whence (232) follows.

Formula (233) is obtained by the same chain of reasoning, using a variant of Theorem 29.5
relating .~ 7, and . T [A ot Ox|m-

Formulas (234) and (235) are obtained the same way, using I = (—m,—%) and I~
(—Z,0), but this time . 5, = vy and ! 5, = v O

37.4 We conclude by computing the action of the symbolic Stokes automorphism A;ﬂ{i on Us.
Definition 37.5. The derivation of E+

Dig+ = Cr+(2)0, where Cp+(2) = Z Cpe %,
weE2miN*

is called the “formal Stokes vector field” of f.

Such a derivation Djp+ has a well-defined exponential, for the same reason by which A; had
one according to Theorem 29.2(iii): it increases homogeneity by at least one unit.
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Lemma 37.6. For any ¢ € @;Z’;ZIL),

exp (Cig(2)0 )(;5 $oP with Pgr+(z) =z + Z S, e “*
wEE2miN*
exp (— CiRi(z)(?)q; =doQpr with Qrs(z) =2+ Z She vz,
weE2miN*
Proof. Let 0 = 27wiN* or Q = —27iN* and, accordingly, C' = Cig+ or C = Cig-, D = Dip+ or
D = Djg-. We have C =3 C,, e 1%, DC =3 (—w;)C,,,Cy, e~ @1Hw2)2 D20 = | etc. The

general formula is

DS_IC = (_1)5_1 Z le: 70-)st1 "'Cws e—(w1+~~-+ws)z’ s> 1.

We thus set, for every w € €,

Sw(t) == Z (_l)sﬂ Z LotwsCuy - G, € Clt]

s>1 W1 yeer,wWs €Q
w1t Fws=w

(observe that S, (t) is a polynomial of degree < m if w = £27wim), so that S,(1) = S and
S.(—1) =S}, and

Guls) = Yo 5D I0 = Y Su(t)e € 7).

s>1 77 we

We leave it to the reader to check by induction the combinatorial identity

B gl 3
S s1—1 Sn—1 1) >
D*d ) o pr [ O R A I U SR
n>1, s1,..,5n>1
s1t+-+sn=s
for any ¢ € Z5P whence exp(tD)¢ = ¢ + pIREE (G)"0¢ = p o (id+Gy). O

In view of Theorem 37.3, we get

Corollary 37.7.
exp (Cip-(2)0)¢ = o hlP,  exp (— Cip+(2)0)d = ¢ 0 ™
for every ¢ € @;ﬁ;
Since the Bridge Equation can be rephrased as
A+l = Cig+ Oty
and the operators A, and Djg+ commute, we obtain

Corollary 37.8.
exp(tAp= )Ux = exp(tCip+0)ty, teC.

In particular

~ ~ - - —1
A;ﬁ{_u* = Uy 0 P, AIR_U* = 1y O (h:jp)o( ),
+ ~ lowyo(—1 -~ o~ low
Ay it = G 0 (hV)°CY), At = U 0 BT
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Expanding the last equation, we get

we2mN* = Afa, = > LSh 5 oM.
n>1, wi,...,wn>1
w1+ Fwn=w

We leave it to the reader to compute the formula for A(jﬂ* when w € 27iN*, and the formulas
for ATu, when w € —27iN*.
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