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Abstract—T he objective of this work is to introduce Augmented
and Mixed Reality technologies in aquatic leisure activities. We
have proposed a new device which is autonomous, mobile and
easily transportable by one person. It can also be easly
installed, equipped with GPS and wireless systems, and has
positive buoyancy. The device will be used at water surface as
well as underwater using a tuba. Moreover, the device is
equipped with one (can be upgraded for more) video camera
pointing downwards. Augmented Reality contents combining
actual underwater images with 3D animated images will be one
of the preferred waysto use the device.
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l. INTRODUCTION

The introduction of virtual and mixl realities in aquati
leisure activities constitutes a technyical rupturewhen
compared withthe status of related teaologie: [1] [2] [3].
With the extension of Internet ttnderwier applications, th
innovative character of the projeoécones evident, and tt
impact of this development in thittoral and beach touris|
maybe considerable. In fact, there arez=nt developments
extend the use of cqmters and compur componentssuch
as the mouse, to underwater uses [4] 5 previous work
using the Dolphyn [Bpresented in [7had introduced a
underwater augmented fida (AR) ganme interface. In thi
paper, we present an extended work inderwater activitie
using AR.

1. DOLPHYN DESCRIPTON

The DOLPHYN is usin@n x86 tablerunning Windows °
that is connected to various deviceser interface devict
GPS, sensors (thermometer, floweter)and a WIFI devic
(see figures 1, 2, 3 and 4).

Figure 2: Dolhyn in the Swimming po

Two internalmodules ompose thDOLPHYN:
Waterproof case whickontains the table

Waterproof electroniccasethat is used to manage all
connected devices.
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Figure 4: Internal -front view

To power the tablet, the user must press the wdmt
black button located on the top of the device. Alraylic
system is used to transmit the movement of an tmtbatton
in front of the on/off button of the tablet. Toénact with the
tablet, there are two joysticks on the left anchtigf the
prototype. Each one is equipped with a center buftr
filling the function of a mouse click. The defaatinfiguration
used is as follows:

* Right Joystick: Mouse moves. The button is actisgaa
mouse left click;

* Left joystick: Use to play games. It is acting a@ypad.
However the central button is acting as the moiet r
click;

¢ Flow meter: to measure the displacement of thecdeW
is acting as a z-joypad.

I"l. CONTENT EXAMPLES

Many type of content is currently being developedthis
device. We have decided to present a Virtual Re@fR) and
an Augmented Reality (AR) contents.

A virtual reality game has been developed [6] thatcall
Nautilus Quest. Nautilus Quest aims to exploreuh@erwater
world of the Mediterranean in an entertaining addcational
manner (Figure 5). The game can be installed orerakv
devices allowing for multiplayer gaming. It offetthree
different missions simultaneously:

« Collection of waste (learn to respect the ocean);

* Underwater Photo Safari (discover the local florad a
fauna);

« Search for treasures (fun missions).

Dolphyn
Camera

Figure 5: Nautilus Quest — The webcam allows ther tes view his/her real
trajectory on the sea or the swimming pool

V. AR SERIOUSGAME DESCRIPTION

The game idea is to explore the ocean and to disdts/
different species through surviving, performing kkasand
collaboration [7]. The main objective of the game i
educational. It allows the divers to know the diiat
underwater creatures, and how to preserve theiregmaent.
The solution is to allow the diver to see 3D vittgpecies
using display device. Thus, augmented reality tegles can
be used to develop this game.

To ensure a good insertion of virtual objects ire th
underwater scene, the knowledge about the posidfothe
camera is needed. So, vision-based techniquesecasda to
calculate the position and the orientation of thenera. This
consists on the calculation of intrinsic and esiGn
parameters of the camera. Our objective is toutatle the
camera’s intrinsic parameters corresponding irutigerwater
world. For the extrinsic parameters, it correspomalsthe
calculation of the pose of the camera. Among thistieg
techniques, marker-based methods seem to be ajapeotn
underwater context. These methods measure theiveelat
position and orientation between a camera and nmmarke
(transformation matrix marker/camera).

In our case, ArtoolkitPlus (Augmented Reality Tablk
Plus) [8] is used to develop augmented reality iappibns
using markers. The latter are placed in the diitg (Figure
6). When the diver uses the Dolphyn's camera anesdnto
the site, the markers are recognized and the Dolpky
located.



Figure 6: Facement of markers in tkdiving site

The recognition of the markeemables the Dolphyn's usi
(diver) to view virtual fishes, virtual mae-plants and virtual
submarines.

A. Cameracalibration

Due to the lens thickness usedpmtec the Dolphyn's
camera from the water pressucapturecimage suffer from
high distortion (Figure 7)for this purpoe, a calibration st
(calculation of intrinsic parameters)pnior is essential.

Figure 7: Gptured image the Dolph's camer

In our case, the method of Zhan9] implemented in
OpenCV is used to calibrate the cameic, a calibration grid
of 9x6 is employed. Thecalibration result (intrinsic
parameters) are, thenused to caldlate the extrinsic
parameters (Transformation Matrix).

B. Game Scenario
In our case study, two scenarios of i€ are established:

The first one consists in protectifighesand plants by
eliminating submarinethat kill the fishes and cut the
plants.The player moves underwater ¢ handles Dolphyn
device equipped with a cameralhe player display
fishes,plants and submarines in auentation form (see
Figure 8, 9 and 10). Particulaylthe augmented fishes mov
in various directions and speeds.

The principal goal is t eliminate themoving submarines
by pulling with the virtual missiles using the Dolphyr
joystick.

The player is subjecteto som constraints. The number
of missiles to shoot is lined. So, the player shot be more
accurate as possible whee aims the submarine

Also, the player shou not shoot the fishes neither 1
plants. If the player is hity a missile from a submarinhis
energy level decreases. 2 player is considered loser wt
his energy level is zercElse, if all the submarines ¢

eliminated, the player is wner

Figure 9 Some 3D Virtual Marine Plants

%/

Figure 10 Some 3Csubmarines

The secondscenario is educationa The user may see a
variety of fishesand phnts existing underwater. Here,
annotations (e.dfish's nane, origin) are displayed on each
virtual elementFor instane, when a virtual fish is visible by
the Dolphyn'scamera, th annotation is jaced beside this
fish. To avoid overlaps, theser can hidthe annotation.

C. Examples of Scenarios

In this section, some <amplesof our application testing
are presented. Figuréd axd 12give the first game scenario,
while, figure 13 shows tt second scena (the educational
part).



Figure 11. The player fires the submarine

Figure 12. The submarine shoots the player

Figure 13: Fish annotation

V. CONCLUSION

In this paper, augmented reality for underwateiviiets
application using the Dolphyn devices is presenfekis
system offers for divers an augmented reality adtve
interface, in order to help him to perform differésmsks.

The positive results of this work, give us new mlda
develop more sophisticated applications and to rcehaew
technical aspects of the hardware prototype. A4, wel plan
to extend our knowledge to apply the underwaterid\Bther
applications as underwater maintenance using AR.
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