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Abstract—We consider scheduling tasks that arrive over time on a speed scalable processor. At each time a schedule specifies a job to be run and the speed at which the processor is run. Processors are generally less energy efficient at higher speeds. We seek to understand the structure of schedules that optimally trade-off the energy used by the processor with a common scheduling quality of service measure, fractional weighted delay. We assume that there is some user defined parameter \( \beta \) specifying the user’s desired additive trade-off between energy efficiency and quality of service. We prove that the optimal energy trade-off schedule is essentially unique, and has a simple structure. Thus it is easy to check the optimality of a schedule. We further prove that the optimal energy trade-off schedule changes continuously as a function of the parameter \( \beta \). Thus it is possible to compute the optimal energy trade-off schedule using a natural homotopic optimization algorithm. We further show that multiplicative trade-off schedules have fewer desirable properties.
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1. INTRODUCTION

It seems to be a corollary to the laws of physics that, all else being equal, higher performance devices are necessarily less energy efficient than lower performance devices. For example, a Ferrari sports car is less energy efficient than a Toyota Prius, and it is not possible with current technology to get Ferrari performance with Prius fuel efficiency. Conceptually there is an energy efficiency spectrum of design points, with high performance and low energy efficiency on one end, and low performance and high energy efficiency on the other end. Early in the design process a car designer has to select a sweet spot on this spectrum as a design goal. There is seldom a uniquely defined sweet spot that is best for all situations, which is why both sports cars and economy cars are produced. Traditionally computer chip designers invariably picked sweet spots near the high performance end of the spectrum. But about a decade ago, due in large part to the exponentiality of Moore’s law finally kicking in, there was a relatively abrupt shift in the design sweet spot for major chip manufacturers towards the middle of the energy efficiency spectrum. As with cars, there is not a universal sweet spot for computer chips that is best for all situations. There are situations, for example when there are critical tasks to be done, when performance is more important than energy efficiency, and there are situations, for example when there are no critical tasks to be done, when energy efficiency may be more important than performance. However, unlike for cars, it is technologically and economically feasible to design computer chips with multiple operational modes, each at a different point on the performance and energy efficiency spectrum. The most obvious examples are speed scalable processors, which we will focus on here, and heterogeneous multiprocessors. Thus a naturally arising broad algorithmic question is how to find the right operational mode that is the sweet spot on the energy efficiency spectrum for the tasks at hand.

Our initial motivation was to extend work done in [1]. [1] considered the problem of scheduling tasks that arrive over time on a single speed scalable processor. A schedule specifies, at each time, a task to be run at that time, and the speed at which to run the processor. A user defined parameter, \( \beta \), specifies the relative importance of energy versus performance (for example, the operating systems on most laptops allow the user to specify some desired trade-off between battery life and performance). The objective is to find a schedule, \( S \), that minimizes some quality of service objective \( Q \) plus \( \beta \) times the energy used by the processor. This schedule \( S \) is the optimal energy trade-off schedule in the sense that: No schedule can have better quality of service given the current investment of energy used by \( S \), and an additional investment of 1 unit of energy is insufficient to improve the quality of service by more than \( \beta \). While this optimization problem is natural enough that it may find application someplace, the main motivation for considering this algorithmic problem is to obtain a better understanding of optimal energy trade-off schedules.

[1] assumed that all jobs were of the same size, and considered the quality of service measure of total delay. [1] further assumed that the processor could be run at any nonnegative real speed \( s \), and that the power used by the processor was of the form \( s^\alpha \) for some constant \( \alpha > 1 \). By formulating the problem as a convex program and applying the Karush-Kuhn-Tucker (KKT) optimality conditions, [1]
showed that the unique optimal schedule had a simple structure, and was easily recognizable. This revealed seemingly counter-intuitive properties of the optimal energy trade-off schedule. For example, as $\beta$ becomes larger, and thus energy becomes more important relative to quality of service, the energy invested in some jobs counter-intuitively increases; hence, most natural properties of jobs in the optimal trade-off schedule are not necessarily monotone in the cost of energy. However, [1] showed that the time where each bit of work is executed is a continuous function of $\beta$. Using this insight, [1] then developed an efficient algorithm to compute the optimal trade-off schedule.

Here we interpret the algorithm given in [1] as a homotopic optimization algorithm. The setting for homotopic optimization is a collection of optimization problems with identical feasible regions, but with different objectives. Let $Q$ be one objective, the scheduling objective in our setting, and let $E$ be another objective, the energy objective in our setting. Assume that when the objective is $Q$, it is easy to solve the optimization problem, but when the objective is $Q + E$, the optimization is not easy to solve. This is the case in the speed scaling setting because if energy is not part of the objective, the processor should always be run at maximum speed. Intuitively the homotopic optimization method solves the optimization problem, with objective $Q + E$, by maintaining the optimal solution with the objective $Q + \beta E$ as $\beta$ continuously increases from 0 to 1. A highly desirable, if not strictly necessary condition, to develop a homotopic algorithm is that in some sense the optimal solution should change continuously as a function of $\beta$ so that the knowledge of the optimal solution for a particular $\beta$ is useful to obtain the optimal solution for $\beta + \epsilon$ for small $\epsilon$. Thus a natural way to animate a homotopic optimization algorithm is to have a slider specifying $\beta$, such that moving the slider causes the optimal schedule for the objective $Q + \beta E$ to be displayed. A Mathematica based animation is reported on in [1], and a more portable Java based animation by Yori Zwols can be found at [2].

[1] showed that if the quality of service measure is total delay, and jobs have arbitrary sizes, then the optimal energy trade-off schedule can change radically in response to a small change in $\beta$. Thus there is seemingly no hope of extending the results in [1] when the quality of service objective is total delay and jobs have arbitrary sizes. Because of this, we instead consider fractional delay. The fractional delay of a job weights the delay according to the fraction of the job remaining. For example, if a job is 75% complete at a particular time, then the job’s fractional delay is increasing at a rate of only $1/4$ the job’s normal (integral) delay. If each job is assigned a relative importance, i.e., a weight, the weighted fractional delay of a job is the weight of the job times the job’s fractional delay and the weighted fractional delay of a schedule is the sum, over all jobs, of the weighted fractional delays. Fractional delay is the “right” measure if the benefit that a client gets from a partially completed task is proportional to the fraction of the task that is completed.

Our optimization problem now becomes finding the schedule that minimizes the total weighted fractional delay plus $\beta$ times the energy used by the processor. Again this can be viewed as an optimal trade-off schedule in the sense that: No schedule can have better weighted fractional delay given the current investment of energy, and any additional investment of one unit of energy can not improve the weighted fractional delay by more than $\beta$.

Besides changing the quality of service objective, we extend the general setting considered in [1] in three ways. First, we assume that jobs can have arbitrary sizes, as one would expect to be the case on a general purpose computational device. Second, we assume that each task has an associated importance, the previously mentioned weight of a job, derived from either some higher level application or from the user. Third, we assume that the allowable speeds, and the relationship between the speed and the power, of the processor are essentially arbitrary. Note that because we have changed our quality of service measure from delay to fractional delay, [1] is no longer a special case of our setting.

Our strategy was to try to follow the same line of inquiry as [1]. We were largely, though not completely, successful. We believe that the points of failure raise interesting future research questions, and the differences between the results obtained here from those in [1] are instructive. We first model the problem as a convex program, and then apply the KKT conditions to derive necessary and sufficient conditions for optimality of a schedule. We find that a feasible schedule is optimal if and only if three conditions hold:

- There is a linearly decreasing hypopower function associated with each job that maps a time to a hypopower, where the slope of the hypopower function is proportional to the density of the job, and inversely proportional to $\beta$. We coin the term hypopower to refer to the rate of change of power with respect to speed as we are not aware of any standard name for this quantity.
- At all times, the job that is run is the job whose hypopower function is largest at that time.
- If a job is run, it is run at the hypopower specified by the hypopower function.

We then show that as a consequence of these conditions, the optimal schedule is unique and that to specify an optimal schedule, it is sufficient to specify the value of each hypopower function at the release time of the corresponding job. It is perhaps somewhat surprising that these conditions are so structurally different that the optimality conditions given in [1] for unit jobs when the quality of service objective is total delay. In that setting, [1] showed that in an optimal schedule the jobs could be partitioned into partitions of consecutively released jobs by cutting at points in time when a completion time coincided with the release of the next job; then a necessary and sufficient condition for
optimality of a feasible schedule is that each job that didn’t delay subsequent jobs is run at a power \(\rho\) that would be optimal if it was the only job to be scheduled, and every other job that wasn’t last in its partition is run at a power \(\rho\) more than the subsequent job. So the resulting natural way to specify an optimal schedule is to give the relationship between the completion time of each job and the release of the subsequent jobs, and to give the power for all jobs where these two times coincide. So when the quality of service objective is total (integer) delay, it seems most natural to reason about the power of the jobs, and when the quality of service objective is fractional delay, it seems most natural to reason about the hypopower of jobs, because the optimality conditions are linear in these quantities.

We then show that the initial values of hypopower functions change continuously as a function of \(\beta\). (It is clear that the time when a particular bit of work is done does not change continuously as a function of \(\beta\), as in \([1]\).) This allows us to develop an efficient homotopic algorithm for a modest number of jobs. We also report on a Java-based animation of this algorithm, based on an animation by Yuri Zwols \([2]\). Unfortunately, we are not able to give an efficient homotopic algorithm for a large number of jobs because while the starting hypopowers change continuously, we do not know how to efficiently compute the direction and rate of change in the starting hypopowers as \(\beta\) changes infinitesimally. To give some evidence that this might be a challenging problem, we show that the most obvious mathematical programming formulation of this problem is not convex.

Another commonly studied trade-off objective is to minimize the product of the quality of service and energy objectives. In section 5, we consider the objective \(Q^r \times E\), where \(Q\) is fractional flow, \(E\) is energy, and \(r\) is a parameter representing the relative importance of the scheduling objective and energy. We give the following results:

- Perhaps counter-intuitively, we show that if the static power is zero, then the optimal solution is to either always go as fast as possible or to always go as slow as possible.
- We show that locally optimal product trade-off schedules have a nice structure similar to globally optimal sum trade-off schedules, but local optimality does not imply global optimality.
- We show that, for a fixed instance, the set of schedules that are optimal for the product objective (for any \(\sigma\)) are (a generally strict) subset of the schedules that are optimal for the sum objective (for any \(\beta\)).
- We show that the optimal product trade-off schedule may be a discontinuous function of \(\sigma\). Thus there is unlikely to be a homotopic algorithm to compute optimal product trade-off schedules.

We therefore conclude that for the purposes of reasoning theoretically about optimal energy trade-off schedules, the sum trade-off objective is probably preferable to the product trade-off objective, as it has many more mathematically desirable properties.

1.1. Related Results

The results in \([1]\), as presented, assume an objective of total delay subject to a constraint on the total energy used, although it is straightforward to see that the same approach works when the objective is a linear combination of total delay and energy. \([3]\) introduced the idea of considering an objective that is a linear combination of energy and a scheduling quality of service objective into the literature. \([3]\) gave a dynamic programming based algorithm to compute the optimal energy trade-off schedule for unit work jobs. To the best of our knowledge there is no other algorithmic work directly related to the results in this paper.

\([4]\) showed that a natural online algorithm is 2-competitive for the objective of a linear combination of energy and weighted fractional delay. \([4], [5]\) showed that a natural online algorithm is 2-competitive for the objective of a linear combination of energy and total (unweighted) (integer) delay. Previously, \([3], [6], [7], [8], [9], [10], [11]\) gave online algorithms with competitive analyses in the case that the power function was of the form \(s^\alpha\).

\([12]\) first introduced the energy-delay product as a metric, and its use has been prevalent since then.

2. Preliminaries

The input consists of \(n\) jobs, where job \(i\) has release time \(r_i\), work \(p_i\), and a weight \(w_i > 0\). The density of a job is its weight divided by work, that is \(w_i/p_i\). A schedule is defined by specifying, for each time, a job to be run and a speed at which to run the processor. Preemption is allowed, that is, a job may be suspended and later restarted from the point of suspension. A schedule may only specify a job \(i\) to be run at time \(t\) if \(i\) has been released by \(t\), i.e., \(t \geq r_i\). Job \(i\) is completed once \(p_i\) units of work have been performed on \(i\).

Speed is the rate at which work is completed, thus if job \(i\), of work \(p_i\), is run at constant speed \(s\) until completion, job \(i\) will complete \(p_i/s\) time units after being started. Without loss of generality, we assume that no two jobs are released at the same time. If this is not the case, then we can create a new input that spaces out the releases of jobs released at the same time by \(\epsilon > 0\), where jobs are then released in order of non-increasing \(w_i/p_i\). An optimal schedule for this new input is optimal for the original input as the optimal schedule for the original input works on each job for at least time \(\epsilon\) and prioritizes jobs by non-increasing \(w_i/p_i\).

For job \(i\), the delay (also called flow), \(F_i\), is \(i\)'s completion time minus its release time and the weighted delay is \(w_i F_i\).

The delay of a schedule is \(\sum_{i=1}^{n} F_i\) and the weighted delay is \(\sum_{i=1}^{n} w_i F_i\). If \(p_i(t)\) work is performed on job \(i\) at time \(t\) then \(p_i(t)/p_i\) fraction of job \(i\) was delayed \(t - r_i\) time units.
before being completed, thus the total fractional delay of job $i$ is $\int_{r_i}^{\infty} p_i(t) (t - r_i) / p_i \, dt$ and the fractional weighted delay of job $i$ is $\int_{r_i}^{\infty} w_i p_i(t) (t - r_i) / p_i \, dt$. The fractional delay and fractional weighted delay of a schedule are the sum, over all jobs, of the fractional delay and fractional weighted delay respectively. The objective we consider is the energy used by the schedule plus the fractional weighted delay of the schedule.

We adopt the speed scaling model, originally proposed in [4], that essentially allows the speed to power function to be arbitrary. In particular the power function may have a maximum power, and hence maximum speed. For our setting, [4] showed that results that hold for power functions that are continuous, differentiable, and convex from speed/power 0 to the maximum speed/power, will hold for any power function meeting the less strict constraints of being piecewise continuous, differentiable, and integrable.

Thus, without loss of generality, we may assume the power function is continuous, differentiable, and convex from speed/power 0 to the maximum speed/power. We define the power function as $P(S)$, where $S$ is a speed. Energy is power integrated over time, $\int_{0}^{T} P(S(t)) \, dt$. The static power is equal to $P(0)$, which is the power used by the processor even if it is idling.

We use the term hypopower to refer to the derivative of power with respect to speed. A particular hypopower function will be important to our discussions is the derivative of the processor’s power function, $P(S)$, with respect to speed, which will be denoted as $P^*(S)$. The functional inverse of $P^*(S)$ will be denoted as $P^*(x)$, where $x$ is a hypopower and $P^*(x)$ is speed. It’s important to keep in mind that the definition of hypopower is completely unrelated to the function $P^*(S)$ in the same way that the definition of power is completely unrelated to the function $P(S)$.

In the context of schedules we will need to specify how speed, power, and hypopower change over time, thus we define $S(t, A)$, $P(t, A)$, and $P^*(t, A)$, as the speed, power, and hypopower respectively, of schedule $A$ at time $t$, such that $P(t, A) = P(S(t, A))$ and $P^*(t, A) = P^*(S(t, A))$. If $A$ is understood, then we drop $A$. Further, we denote the speed, power, and hypopower experienced by a job $i$ at a time $t$ in a schedule $A$ as $S_i(t, A)$, $P_i(t, A)$, and $P^*_i(t, A)$ respectively, such that $P_i(t, A) = P(S_i(t, A))$ and $P^*_i(t, A) = P^*(S_i(t, A))$. Again, we drop $A$ if $A$ is understood.

3. Characterizing the Optimal Schedule

In this section we characterize the optimal schedule for the objective of fractional flow plus energy. We start, in section 3.1, by giving a time-indexed convex programming formulation of the problem and then in section 3.2 we use the well known KKT conditions to derive properties that are necessary and sufficient for optimality. In section 3.3 we show that these properties imply that there is only a single optimal schedule. Finally, in section 3.4, we give a simple algorithm that uses the necessary and sufficient properties to decide whether or not a schedule is optimal in $O(n^2)$ time.

3.1. Convex Programming Formulation

We now give a convex programming formulation of the problem. Let $T$ be some sufficiently large time bound such that all jobs finish by time $T$ in the optimal schedule. Define the variable $S(t)$ as the speed of the schedule at time $t$ and the variable $p_j(t)$ to be the work performed on job $j$ at time $t \geq r_j$. The problem of minimizing a linear combination of fractional weighted flow plus energy for a set of jobs with release times and arbitrary work requirements can thus be expressed as the following convex program:

$$\min \sum_{j=1}^{n} \sum_{t \geq r_j} w_j p_j(t) (t - r_j) + \beta \sum_{t=1}^{T} P(S(t))$$

Subject to

$$\sum_{t=r_j}^{T} p_j(t) = p_j \quad j \in \{1, n\} \quad [\text{dual } \alpha_j] \quad (1)$$

$$\sum_{j: r_j \leq t} p_j(t) = S(t) \quad t \in \{1, T\} \quad [\text{dual } \delta(t)] \quad (2)$$

$$p_j(t) \geq 0 \quad t \geq r_j, j \in \{1, n\} \quad [\text{dual } \gamma_j(t)] \quad (3)$$

The convexity of the program follows from the fact that, with the exception of $\sum P(S(t))$, the objective and constraints are linear functions of variables. $\sum P(S(t))$ is the non-negative sum of convex functions and thus is convex.

The objective has two terms, the right term is $\beta$ times the energy used by the schedule. The left term is the sum over all jobs of the fractional weighted flow of the job. Constraint (1) ensures that every job is finished, constraint (2) ensures that the speed at each time is equal to the work performed at that time, and constraint (3) ensures that the work variables are non-negative. Constraints (2) and (3) ensure that the variables for speed are non-negative. To apply the KKT conditions in the next section, we associate the dual variables $\alpha_j, \delta(t), \gamma_j(t)$ with constraints, (1), (2), and (3) respectively.

3.2. KKT Conditions

The Karush-Kuhn-Tucker (KKT) conditions provide necessary and sufficient conditions to establish the optimality of feasible solutions to certain convex programs. We now describe the KKT conditions in general. Consider the following convex program,

$$\min f_0(x)$$

Subject to

$$f_i(x) \leq 0 \quad i = 1, \ldots, n \quad (\lambda_i)$$

$$g_j(x) = 0 \quad j = 1, \ldots, m \quad (\alpha_j)$$
Assume that all $f_i$ and $g_j$ are differentiable and that there exists a feasible solution to this program. The variable $\gamma_i$ is the dual (Lagrangian multiplier) associated with the function $f_i(x)$ and similarly for $\alpha_j$ with $g_j(x)$. Given that all constraints are differentiable linear functions and that the objective is differentiable and convex, the KKT conditions state that necessary and sufficient conditions for optimality are

\[
\begin{align*}
  f_i(x) &\leq 0 & i &= 1, \ldots, n \\
  \lambda_i &\geq 0 & i &= 1, \ldots, n \\
  \lambda_i f_i(x) & = 0 & i &= 1, \ldots, n \\
  g_j(x) & = 0 & j &= 1, \ldots, m
\end{align*}
\]

\[
\nabla f_i(x) + \sum_{i=1}^{n} \lambda_i \nabla f_i(x) + \sum_{j=1}^{m} \alpha_j \nabla g_j(x) = 0
\]

Here $\nabla f_i(x)$ and $\nabla g_j(x)$ are the gradients of $f_i(x)$ and $g_j(x)$ respectively. Condition 6 is called complementary slackness.

Before applying the KKT conditions, we define the hypopower function of job $i$ in schedule $A$ as,

\[
Q_i(t, A) = q_i(A) - \frac{w_i}{\beta P_i}(t - r_i)
\]

where $q_i(A)$ is any constant such that $Q_i(t, A)$ satisfies the condition that at all times $t$ such that $i$ is run in $A$, the hypopower at which $i$ is run is $Q_i(t, A)$. If there is no such function (no $q_i(A)$ satisfying this condition, then $i$ does not have an associated hypopower function in schedule $A$. Note that regardless of the speed to power function, $P(S)$, if the function $Q_i(t, A)$ exists (it may not), then the hypopower function of $i$ is a linearly decreasing function of time with slope $-\frac{w_i}{\beta P_i}$. We refer to the constant $q_i(A)$ as $i$'s initial hypopower. We drop $A$ if the schedule is understood.

Because the hypopower function of $i$ gives the hypopower of $i$, the hypopower function implies a speed function and a power function for $i$, specifically, $S_i(t, A) = P^*(Q_i(t, A))$ and $P_i(t, A) = P(P^*(Q_i(t, A)))$. Figure 2 gives a visual representation of the hypopower functions for the optimal schedule when $P(S) = S^3$ for an instance consisting of three jobs: with release times 0, 60, and 200, sizes 45, 35, and 25 and weights 0.1875, 0.25, and 0.125 respectively. Figure 1 shows the speed functions that correspond to the three hypopower functions of figure 2.

Lemma 1 states that a feasible schedule is optimal if and only if

- The hypopower of all jobs are defined by the hypopower function given in equation 9.
- At all times, the job that is run is the job whose hypopower function is largest at that time.
- If a job is run, it is run at the hypopower specified by the hypopower function.

Before we prove lemma 1, consider a couple of implications of these conditions.

First, an optimal schedule can be thought of as the upper envelope of the hypopower functions of all jobs. The set of times when the upper envelope is $i$'s hypopower function are exactly the times during which $i$ is run. Further, because the value of $t$ that satisfies $Q_i(t) = Q_j(t)$, for any jobs $i$ and $j$, is equal to the value of $t$ that satisfies $S_i(t) = S_j(t)$, the upper envelope of the speed functions also defines an optimal schedule. The integral of the upper envelope of the speed functions equals the total work of all jobs and the integral of $i$'s speed function, over the times when $i$'s speed function defines the upper envelope, equals exactly $i$'s total work. See figures 1 and 2 as examples of schedules defined by speed and hypopower functions respectively.

Second, because $i$'s speed function is on the upper envelope of the speed functions if and only if $i$'s hypopower function is on the upper envelope of the hypopower functions, the area under $i$'s speed function, while $i$'s speed function is on the upper envelope, can increase (or decrease) if and only if the area under $i$'s hypopower function, while $i$'s hypopower function is on the upper envelope, increases (or decreases). Thus, unless we need to calculate the specific
work done on a job, it is generally easier to work with the hypopower functions of jobs rather than the speed functions of jobs because a job’s hypopower functions is linear in time, while the speed function generally is not. Thus, unless explicitly stated otherwise, we will think of any schedule as \( n \) hypopower functions or equivalently as \( n \) initial hypopower values. Note that such a representation does not guarantee optimality, but does allow full description of any optimal schedule.

**Lemma 1.** A primal feasible solution to the convex program is optimal if and only if, at all times \( t \), for all jobs \( j \), if \( p_j(t) > 0 \), then \( P'(S(t)) = Q_j(t) \), and if \( p_j(t) = 0 \) then \( P'(S(t)) \geq Q_j(t) \).

**Proof:** We prove the lemma by showing that the KKT conditions are exactly the three conditions of the lemma: feasibility, the hypopower of \( A \) is \( Q_j(t, A) \) whenever \( j \) is run, and \( Q_j(t, A) \) is a lower bound on the hypopower of the schedule if \( j \) is not run.

First note that equations 4 and 7 of the KKT conditions are simply constraining all optimal solutions to be feasible, thus we need only show that the remaining two properties are exactly equations 5, 6, and 8.

Because \( q_j = P'(S(t^*)) + \frac{w_j}{\beta p_j}(t^* - r_j) \) for any time \( t^* \) such that \( j \) is run at \( t^* \), it is sufficient to show the rest of the lemma for \( P'(t) = P'(t^*) - \frac{w_j}{\beta p_j}(t - t^*) \) as this is equivalent to \( Q_j(t) \). We start by computing the gradient of equation 8 of the KKT conditions. We then consider two cases for any job \( j \): when \( j \) is running and when \( j \) is not running.

First consider equation 8 of the KKT conditions by first taking the partial derivative with respect to \( S(t) \):

\[
\beta P'(S(t)) - \delta(t) = 0 \quad \text{or equivalently} \quad \delta(t) = \beta P'(t) \tag{10}
\]

and \( p_j(t) \):

\[
\alpha_j - \gamma_j(t) + \delta(t) + (t - r_j) \frac{w_j}{p_j} = 0
\]

or equivalently,

\[
\alpha_j = \gamma_j(t) - \delta(t) - (t - r_j) \frac{w_j}{p_j} \tag{11}
\]

We can then plug equation 10 into equation 11 to get

\[
\alpha_j = \gamma_j(t) - \beta P'(t) - (t - r_j) \frac{w_j}{p_j} \tag{12}
\]

Thus, whatever the value of \( \alpha_j \), it is constant for job \( j \) at all times \( t \geq r_j \).

For the first case, consider any job \( j \), and time \( t^* \), when \( j \) is run. Call the speed of the schedule at \( t^* \), \( S(t^*) \). By equation 12,

\[
\alpha_j = \gamma_j(t^*) - \beta P'(t^*) - (t^* - r_j) \frac{w_j}{p_j} \tag{13}
\]

Now consider any other time \( t \) during which \( j \) is run. Again by equation 12 we have,

\[
\alpha_j = \gamma_j(t) - \beta P'(t) - (t - r_j) \frac{w_j}{p_j} \tag{14}
\]

Equating equations 13 and 14 for \( \alpha_j \) and solving for \( \beta P'(t) \) gives us,

\[
\beta P'(t) = -\gamma_j(t^*) + \gamma_j(t) + \beta P'(t^*) - (t - t^*) \frac{w_j}{p_j} \tag{15}
\]

However, applying complementary slackness (6) to constraint 3 of our convex program, we get that \( \gamma_j(t)(-p_j(t)) = 0 \) and \( \gamma_j(t^*)(-p_j(t^*)) = 0 \). However, because we know that at both \( t^* \) and \( t \), job \( j \) is run, both \( p_j(t) > 0 \) and \( p_j(t^*) > 0 \), thus it must be that \( \gamma_j(t) = 0 \) and \( \gamma_j(t^*) = 0 \), thus equation 15 becomes,

\[
\beta P'(t) = \beta P'(t^*) - (t - t^*) \frac{w_j}{p_j}
\]

or equivalently,

\[
P'(t) = P'(t^*) - \frac{w_j}{\beta p_j}(t - t^*)
\]

Thus we have the second condition of our lemma. Lastly, note that equation 5 of the KKT conditions is satisfied by \( \gamma_j(t) = 0 \), and it must be that \( \gamma_j(t) = 0 \) in order to satisfy complementary slackness (6) in the case that job \( j \) is run at time \( t \).

For the second case, consider any time \( t' \), such that job \( j \) is not run. We apply equation 12 to get

\[
\alpha_j = \gamma_j(t') - \beta P'(t') - (t' - r_j) \frac{w_j}{p_j}
\]

Because \( \alpha_j \) is constant whether \( j \) is run or not, we then set this equal to equation 13 and solve for \( P'(t') \) to get,

\[
P'(t') = -\gamma_j(t'^*) + \gamma_j(t') + P'(t^*) - (t' - t^*) \frac{w_j}{\beta p_j} = \frac{\gamma_j(t')}{\beta} + P'(t^*) - (t' - t^*) \frac{w_j}{\beta p_j}
\]

\[
\geq P'(t^*) - (t' - t^*) \frac{w_j}{\beta p_j}
\]

The equality follows from the fact that \( \gamma_j(t^*) = 0 \) and the inequality follows by the fact that \( \beta \geq 0 \) and by equation 5 of the KKT conditions which requires that \( \gamma_j(t^*) = 0 \). Thus we have the third condition of our lemma. Lastly, note that because \( p_j(t') = 0 \) when job \( j \) is not run at \( t' \), complementary slackness (6) is thus always satisfied in this case.

The job selection policy highest density first (HDF), schedules, at time \( t \), the unfinished job \( i \), with the largest density, which is defined to be \( w_i/p_i \). By using a standard exchange argument one can show that HDF is the optimal job selection policy for weighted fractional delay. Thus we expect that any feasible schedule meeting the conditions of Lemma 1 schedules jobs in HDF order. To see why this is
indeed true, consider that the slope of \( Q_i(t) \) is dependent only on \( \beta \) and \( i \)'s density. Thus when \( Q_i(t) \) and \( Q_j(t) \) intersect, the less dense job will have a larger hypopower at all times after the intersection. Lemma 1 then implies that, in the optimal schedule, the denser of \( i \) and \( j \) must have been completed prior to the intersection of \( Q_i(t) \) and \( Q_j(t) \). Because this holds for all jobs, if \( Q_i(t) \) is on the upper envelope at time \( t \), then because \( Q_i(t) \leq Q_j(t) \) for all \( j \) released by \( t \), all released jobs with density larger than \( i \)'s density must have been completed by \( t \). However, this is the definition of HDF, thus the conditions of Lemma 1 imply HDF job selection.

3.3. The Optimal Schedule is Unique

In this section, we show that the optimal schedule is unique. We do this by examining the upper envelope of the hypopower functions for two purportedly optimal schedules, \( A \) and \( B \), and consider the set of jobs \( H \) such that \( i \) is in \( H \) if the initial hypopower of \( i \) in \( A \) is strictly smaller than the initial hypopower of \( i \) in \( B \). We show that area under the hypopower upper envelope, over all times a schedule is running any job in \( H \), is larger for schedule \( B \) than schedule \( A \). This implies the same for the speed functions, that is, the total work done on jobs in \( H \) is different in \( A \) and \( B \), a contradiction to both schedules being optimal.

**Lemma 2.** The optimal schedule is unique.

**Proof:** We will prove this lemma by contradiction. Specifically, assume there are two optimal schedules, \( A \), and \( B \). We will convert \( A \) into \( B \) by changing the jobs one at a time. If the set \( H \) consists of all jobs \( i \) such that \( q_i(A) < q_i(B) \), then we show that every time we change a job in \( H \), the total work done on jobs in \( H \) either goes up or stays the same. And every time we change a job not in \( H \) the total work done on jobs in \( H \) either goes up or stays the same. Finally, we show that the work done on jobs in \( H \) goes up at least once, thus \( A \) does less work on jobs in \( H \) than \( B \), a contradiction to both schedules being optimal. Instead of looking at work directly we will look at area under the hypopower curves. Proving this quantity increases implies the same for the area under the corresponding speed functions, thus completing the contradiction.

Assume \( A \) and \( B \) are each represented by \( n \) \( q_i \) values, thus schedule \( A \) can be thought of as \( Q(t, A) = \max_i \{Q_i(t, A)\} \) and \( B \) as \( Q(t, B) = \max_i \{Q_i(t, B)\} \). For any set of jobs \( S \), define \( Q(t, S \in A) = 0 \) if \( \max_i \{Q_i(t, A)\} > \max_{i \in S} \{Q_i(t, A)\} \) and \( \max_{i \in S} \{Q_i(t, A)\} \) otherwise. We can similarly define \( Q(t, S \in B) \). In other words, these functions are the subset of the upper envelope where some job in \( S \) is the running job. Without loss of generality, assume \( A \) has at least one job, \( j \), such that \( q_j(A) < q_j(B) \). Call the set \( H \), all jobs, \( i \), such that \( q_i(A) < q_i(B) \) and the set \( L \), all jobs, \( i \), such that \( q_i(A) > q_i(B) \). We can convert \( A \) into \( B \) by setting, one at a time, \( q_k(A) \) to \( q_k(B) \), for each job \( k \). Consider what happens when we do this for job arbitrary job \( k \):

If \( k \in H \), then \( q_k(A) < q_k(B) \). Thus \( Q_k(t, A) \) increases at all times \( t \), but \( Q_j(t, A) \), for all \( j \neq k \) and time \( t \), does not decrease. These facts imply that the area under \( Q(t, H \in A) \) either increases or stays the same. Further, if prior to increasing \( q_k(A) \), it is the case that \( Q_k(t, A) = Q(t, H \in A) \) for any \( t \), then the area under \( Q(t, H \in A) \) strictly increases.

If \( k \in L \), then \( q_k(A) > q_k(B) \). Thus \( Q_k(t, A) \) decreases at all times \( t \), but \( Q_j(t, A) \), for all \( j \neq k \) and time \( t \), does not decrease. These facts also imply that the area under \( Q(t, H \in A) \) either increases or stays the same.

We still need at least a single increase in the area under \( Q(t, H \in A) \). However, recall that we are guaranteed to have some job \( j \) such that such that \( q_j(A) < q_j(B) \). Thus if we convert \( A \) to \( B \) by starting with \( j \), it must be that \( Q_j(t, A) = Q(t, H \in A) \) for at least one time \( t \), else \( A \) does no work on \( j \), a contradiction to the optimality of \( A \).

3.4. Checking a Schedule for Optimality

We conclude section 3 by giving an algorithm to check the optimality of a schedule in time \( O(n^2) \). The algorithm takes as input the initial hypopower for each job \( j \). If the input schedule is not in this form, then \( q_i = P_i'(t^*) + \langle w_i/p_i \rangle(t^* - r_i) \) for any time \( t^* \) when \( j \) is run in the input schedule. If the resulting hypopower functions are not optimal then the input schedule is not optimal. If the resulting hypopower functions are optimal, then determining if the input schedule is optimal reduces to the problem of deciding if the input schedule is identical to the schedule produced by the upper envelope of the resulting hypopower functions.

Because the hypopower functions are linear, when two hypopower functions intersect, the function defined by a job of lower density will be strictly larger at all times after the intersection. Thus any hypopower function is involved in at most 1 crossing on the upper envelope with a lower density job, specifically the earliest crossing with a lower density job. Thus there are most \( n \) such crossings, and it is not too hard to see that for each hypopower function, \( Q_i(t) \), we can find, in linear time, the earliest time, if it exists, that \( Q_i(t) \) crosses some \( Q_j(t) \) such that \( w_i/p_i > w_j/p_j \) and the crossing time is at least \( \max \{r_i, r_j\} \). Thus one can, in \( O(n^2) \) time, compute the upper envelope of the hypopower functions.

4. APPLYING THE HOMOTOPIC APPROACH

The main idea of the homotopic approach is to start with a schedule we can easily compute for some \( \beta' \) and slowly change \( \beta' \), calculating the new optimal schedule each time we do so, until \( \beta' = \beta \). This seemingly requires that the optimal schedules for infinitesimally different \( \beta' \)'s must be closely related, so to find the new optimal schedule, when
we change \( \beta' \) to \( \beta' + \epsilon \), we only have to examine schedules that are close to the previously computed optimal schedule for \( \beta' \). In section 4.1 we discuss how to easily find an initial optimal schedule that can be used as the starting point for a homotopic algorithm. In section 4.2 we prove that the initial hypopowers change continuously as a function of \( \beta \). (Although, perhaps somewhat counter-intuitively, the initial hypopowers are not monotone in \( \beta \).) This then allows us to obtain an efficient homotopic algorithm for computing the optimal energy trade-off schedule for a small number of jobs by simply searching over schedules with nearly identical initial hypopowers. In section 4.3 we report on a Java-based animation of this algorithm.

4.1. Finding an Initial Optimal Schedule

If the processor has a maximum speed, then initially \( \beta = 0 \), and the optimal schedule always runs at the maximum speed if there are unfinished jobs, and uses HDF to determine which job to run. If the processor does not have a maximum speed, we choose \( \beta \) small enough such that every job is completed before any other jobs are released. For each job \( j \), we can calculate a \( \beta_j \) such that it completes before any other job is released, and then take \( \beta \) to be the minimum over all \( \beta_j \).

4.2. The Optimal Schedule is a Continuous Function of \( \beta \)

In this section we show that the initial hypopowers are a continuous function of \( \beta \). To this end, we first define the initial hypopower of job \( j \), as a function of \( \beta \), as \( q_j(\beta) \) and likewise the hypopower function for \( j \), as a function of \( \beta \), as \( Q_j(t, \beta) \).

We show in Lemma 3 that the optimal schedule changes continuously as a function of \( \beta \). By Lemma 1, the optimal schedule can be described as set of \( n \) initial hypopowers, thus we show Lemma 3 by showing that these initial hypopowers are continuous functions of \( \beta \). We do this by showing that if there is some non-empty set of jobs whose initial hypopowers are increasing discontinuously at \( \beta \), then for some small increase in \( \beta \), the total work done by the optimal schedule on this set of jobs increases. However, this is a contradiction to optimality. If the initial hypopowers are decreasing continuously, then the same method can be used for a small decrease in \( \beta \).

Lemma 3. The initial hypopowers are a continuous function of \( \beta \).

Proof: We show the lemma by showing that, in the optimal schedule, for all jobs \( j \), the value \( q_j(\beta) \) is a continuous function of \( \beta \). That is, assume that there is at least one \( q_j(\beta) \) value that is not continuous in \( \beta \). More precisely, \( q_j(\beta) \) is discontinuously increasing at \( \beta > 0 \) if there exists constants \( c_1, c_2 > 0 \) such that for all \( \epsilon \in (0, c_2) \), \( q_j(\beta + \epsilon) \geq q_j(\beta) + c_1 \). Likewise, \( q_j(\beta) \) is discontinuously decreasing at \( \beta > 0 \) if there exists constants \( c_1, c_2 > 0 \) such that for all \( \epsilon \in (0, c_2) \), \( q_j(\beta - \epsilon) \geq q_j(\beta) + c_1 \).

We start by assuming the following claim:

Claim 1. For any job \( j \) with discontinuously increasing \( q_j(\beta) \), there exists some \( \epsilon' \in (0, c_2) \) such that the following two properties hold:

1) For all times \( t \), \( Q_j(t, \beta') > Q_j(t, \beta) \) for all \( \beta' \in (\beta, \beta + \epsilon') \)
2) For all jobs \( i \) such that \( q_i(\beta) \) is not discontinuously increasing at \( \beta \), define \( t_c \) as the solution of \( Q_i(t_c, \beta) = Q_i(t_c, \beta') \) and \( t'_c \) as the solution of \( Q_i(t'_c, \beta') = Q_i(t'_c, \beta) \), then for all \( \beta' \in (\beta, \beta + \epsilon') \):
   - If \( w_i/p_i > w_j/p_j \) then \( t_c > t'_c \) else
   - If \( w_i/p_i < w_j/p_j \) then \( t_c < t'_c \)

Likewise if \( q_j(\beta) \) is discontinuously decreasing, then the same facts hold except \( \beta' \in (\beta - \epsilon', \beta) \).

The proof of the lemma is now the same as for Lemma 2: we convert from one schedule into another by changing jobs one at a time and show that there is some set of jobs such that the total work increases. For the sake of contradiction, assume that there is at least one job such that the job's \( q(\beta) \) is discontinuous at some value of \( \beta \). There are two cases, if \( q(\beta) \) is discontinuously increasing and if \( q(\beta) \) is discontinuously decreasing.

If there is at least one discontinuously increasing \( q(\beta) \) function, consider the smallest \( \beta = \beta_1 \) such that there are some set of jobs, \( H \) with \( q(\beta) \) functions that are discontinuously increasing at \( \beta_1 \). By Claim 1, there exists some \( \epsilon' > 0 \), such that the properties of Claim 1 hold for all jobs in \( H \). We now convert the optimal schedule at \( \beta_1 \) to the optimal schedule at any \( \beta' \in (\beta_1, \beta_1 + \epsilon') \) following the proof of Lemma 2 with the main difference being that for some jobs \( i \notin H \), it may be that \( q_i \) increases, however Claim 1 ensures that changing them does not decrease the work done on any job in \( H \).

If there is at least one discontinuously decreasing \( q(\beta) \) function, we follow the same method except we start from the largest such \( \beta_1 \).

All that remains is to show Claim 1.

First note that if we find an \( \epsilon'_1 \) satisfying the first property and an \( \epsilon'_2 \) satisfying the second property, then \( \epsilon' = \min \{ \epsilon'_1, \epsilon'_2 \} \) will satisfy both properties. Thus we can find an \( \epsilon' \) value separately for each property.

We start by showing that if \( q_j(\beta) \) is discontinuously increasing at \( \beta \), the first property holds. In other words, we want to find an \( \epsilon' \) such that the following holds for any \( \beta' \in (\beta, \beta + \epsilon') \):

\[
q_j(\beta) - \frac{w_j}{p_j \beta} (t - r_j) < q_j(\beta') - \frac{w_j}{p_j \beta'} (t - r_j)
\]

As \( \epsilon' \) is constrained to be less than \( c_2 \) and by definition
of the discontinuity of \( q_j(\beta) \), we have that,
\[ q_j(\beta) + c_1 - \frac{w_j}{p_j \beta}(t - r_j) < q_j(\beta') - \frac{w_j}{p_j \beta'}(t - r_j) \]
Thus it is sufficient to show
\[ q_j(\beta) - \frac{w_j}{p_j \beta}(t - r_j) < q_j(\beta') + c_1 - \frac{w_j}{p_j \beta'}(t - r_j) \]
Or equivalently,
\[ -\frac{w_j}{p_j \beta}(t - r_j) < c_1 - \frac{w_j}{p_j \beta'}(t - r_j) \quad (16) \]
However, this is clearly true for all \( \beta' > \beta \) as \( c_1 > 0 \), thus any \( \epsilon' \in (0, c_2) \) will satisfy the inequality. If instead \( q_j(\beta) \) discontinuously increasing, and we require \( \beta' \in [\beta, \epsilon], \beta \), we can re-arrange inequality 16 to get
\[ \frac{w_j}{p_j}(t - r_j) \left( \frac{1}{\beta'} - \frac{1}{\beta} \right) < c_1 \quad (17) \]
Because \( (w_j/p_j)(t - r_j)(1/\beta' - 1/\beta) \) is a decreasing function of \( \beta' \), if we can find a single \( \beta' = \beta - \epsilon' \) such that 17 holds then we are done. However, consider that for \( \epsilon' = 0 \),
\[ \frac{w_j}{p_j}(t - r_j) \left( \frac{1}{\beta} - \frac{1}{\beta} \right) < c_1 \]
holds. Thus, because \( (w_j/p_j)(t - r_j)(1/(\beta - \epsilon') - 1/\beta) \) is continuous in \( \epsilon' \) and \( c_1 > 0 \), there must be some \( \epsilon' > 0 \) for which this holds.

Now we show that if \( q_j(\beta) \) is discontinuously increasing at \( \beta \), then the second property holds. First we give the explicit definition of \( t_c \) and \( t'_c \):
\[ t_c = \frac{(q_j(\beta) - q_j(\beta))\beta + w_j r_j - w_j r_j}{p_j} \quad (18) \]
Likewise, solving for \( t'_c \) gives
\[ t'_c = \frac{(q_j(\beta') - q_j(\beta'))\beta' + w_j r_j - w_j r_j}{p_j} \quad (19) \]
Now we would like to show that \( t_c > t'_c \) if \( w_j/p_j > w_j/p_j \) and \( t_c < t'_c \) if \( w_j/p_j < w_j/p_j \). Equivalently, \( t'_c - t_c < 0 \) and \( t'_c - t_c > 0 \) respectively. Solving directly for \( t'_c - t_c \) using equations 18 and 19 we get
\[ t'_c - t_c = \frac{(q_j(\beta') - q_j(\beta'))\beta' - (q_j(\beta) - q_j(\beta))\beta}{p_j} \]
Note that if \( w_j/p_j > w_j/p_j \), then \( w_j/p_j - w_j/p_j < 0 \) and if \( w_j/p_j < w_j/p_j \), then \( w_j/p_j - w_j/p_j > 0 \), thus for both cases it is sufficient to show that
\[ (q_j(\beta') - q_j(\beta'))\beta' - (q_j(\beta) - q_j(\beta))\beta > 0 \]
By definition of job \( j \) and the valid range of \( \beta' \), \( q_j(\beta') \geq q_j(\beta) + c_1 \), thus giving us
\[ (q_j(\beta') - q_j(\beta'))\beta' - (q_j(\beta) - q_j(\beta))\beta \geq (q_j(\beta) + c_1 - q_j(\beta))\beta' - (q_j(\beta) - q_j(\beta))\beta \]
Or equivalently,
\[ (q_j(\beta') - q_j(\beta'))\beta' - (q_j(\beta) - q_j(\beta))\beta \geq c_1 \beta' + q_j(\beta)(\beta' - \beta) + q_j(\beta)\beta - q_j(\beta')\beta' \quad (20) \]
In the case that \( q_j(\beta) \) is discontinuously increasing, we have that \( \beta' > \beta \), which implies that \( q_j(\beta)(\beta' - \beta) > 0 \) and \( c_1 \beta' > c_1 \beta \). Thus it is sufficient to show
\[ c_1 + q_j(\beta)\beta - q_j(\beta')\beta' > 0 \quad (21) \]
If \( q_j(\beta) \) is continuous at \( \beta \), the limit of \( q_j(\beta)\beta - q_j(\beta')\beta' \) as \( \beta' \) goes to \( \beta \) is 0. If \( q_j(\beta)\beta - q_j(\beta')\beta' \) goes to 0 from larger than 0, then inequality 21 holds. Because \( c_1 \beta \) is strictly larger than 0, if \( q_j(\beta)\beta - q_j(\beta')\beta' \) goes to 0 from less than 0, then we can make \( q_j(\beta)\beta - q_j(\beta')\beta' \) arbitrarily close to 0, in a continuous manner, as we decrease \( \beta' \). Thus, there must be some \( \epsilon' > 0 \) such that \( -(q_j(\beta)\beta - q_j(\beta + \epsilon')) < c_1 \beta \) for all \( \epsilon' < \epsilon' \).

If however \( q_j(\beta) \) is discontinuously decreasing at \( \beta \), then by the first property, there is some small \( c_1 \) such that for \( \beta_i \in (\beta, \beta + c_1) \), \( q_i(t, \beta_i) < q_i(t, \beta) \) for all \( t \). This implies that \( q_j(\beta)\beta - q_j(\beta')\beta' > 0 \) for \( \beta' \in (\beta, \beta + c_1) \), thus inequality 21 holds for any \( \epsilon' < \epsilon' \).

Finally consider the case that \( q_j(\beta) \) is discontinuously decreasing at \( \beta \), and thus we want \( \beta' \in (\beta - \epsilon', \beta) \). The only difference is that \( c_1 \beta' \geq c_1 (\beta - \epsilon) = c_1 \beta - c_1 \epsilon' \) and \( q_j(\beta')(\beta' - \beta) \geq -q_j(\beta)\epsilon' \). Applying these to equation 20, we need to show the following for all \( \beta' \),
\[ c_1 \beta + q_j(\beta)\beta - q_j(\beta')\beta' - c_1 - q_j(\beta)\epsilon' > 0 \quad (22) \]
However, consider that both \(-\epsilon' c_1 \) and \(-q_j(\beta)\epsilon' \) are continuous and go to 0 as \( \epsilon' \) goes to 0. In the case that \( q_j(\beta) \) is continuous, \( q_j(\beta')(\beta' - \beta) c_1 - q_j(\beta)\epsilon' \) is thus continuous, has a limit of 0 at \( \epsilon = 0 \), and we can therefore use the same reasoning as in the previous continuous case. If \( q_j(\beta) \) is discontinuous, it must be discontinuously increasing in \( \beta \) or in other words, discontinuously decreasing as we lower \( \beta \). Thus there exists some \( c_1 \) such that for all \( \beta' \in (\beta - c_1, \beta) \), \[ q_j(\beta')\beta - q_j(\beta')\beta' \geq c_1 > 0 \], but this just makes the left hand side of inequality 22 larger than if \( q_j(\beta) \) was continuous.

### 4.3. Implementation

We built a java-based application that, using the homotopic approach presented in this paper, allows one to view the evolution of the optimal schedule as a function of \( \beta \). Our application allows the user to view the optimal schedule of up to four jobs. Moving a slider changes the value of \( \beta \) in real time, thus allowing the user to see how the optimal schedule evolves over several values of \( \beta \) in the range of 0 to 1. The application displays the optimal schedule as hypopower over time, and also displays how the initial hypopowers of any two jobs change as a function of \( \beta \). Figure 3 shows the application running for a 4 job instance.
that can be seen at the top of the figure. The implementation can be found at http://www.cs.pitt.edu/~kirk/erg2. It is our hope that our animation implementation will be of use in gaining intuition on how to attack some of the open questions presented in the next section.

The primary difficulty in developing this animation was reasonably bounding the number of potential solutions that the program examined to find the next set of initial hypopowers given the set of current hypopowers and some small change in \( \beta \). It is not clear how to upper bound the change in the hypopowers as a function of the change in \( \beta \). This necessitated that the program search a large neighborhood to find the new optimal schedule, which severely restricted the granularity of candidate hypopowers since if we consider \( m \) possible values for each initial hypopower, the running time of exhaustive search is \( \Omega(m^n) \). To achieve a reasonable degree of accuracy within a reasonable period of time, we set the initial granularity to be rather coarse, and then recursively searched the most promising subregion. Thus there may be small inaccuracies and flickers in the displayed schedule. We believe that in the default setting that these inaccuracies are negligible. We provide a slider which allows the user to adjust the relative importance between run time and accuracy.

5. PRODUCT OBJECTIVES

In this section we consider objectives of the form \( Q^\sigma \times E \), where \( Q \) is a scheduling objective, \( E \) is energy, and \( \sigma \) is a parameter representing the relative importance of the scheduling objective versus energy. In Lemma 4, we show that (perhaps counter-intuitively) this product objective is not particularly interesting from a theoretical perspective if the static power is zero. We do this by showing that if the power function is of the form \( P(s) = s^\sigma \), then the optimal solution is to either always go as fast as possible or to always go as slow as possible.

When the scheduling objective \( Q \) is integer flow, we are unable to characterize the optimal scheduling for the objective \( Q^\sigma \times E \) for the same reasons that we are unable to characterize the optimal schedules for the additive objective with integral flow. We therefore only consider fractional flow. The next issue that arises is when time period does one count the static power’s contribution to energy. Perhaps the most natural assumption might be to only count static power when the processor is running jobs. But this has various mathematical issues, such as it then becomes difficult to write a reasonable mathematical program. Thus we assume that there is a specified time period \( T \), add a constraint that all jobs much be finished by time \( T \), and assume that static power accumulates during exactly the period \( T \). So the energy arising from static power is \( P(0)T \). We characterize the optimal schedule in Lemma 5. In Lemma 6 and Lemma 7 we show that, for a fixed instance, the schedules that are optimal for the product objective \( Q^\sigma \times E \) (for any \( \sigma \)) are a (generally strict) subset of the schedules that are optimal for the sum objective \( Q + \beta E \) (for any \( \beta \)). We then show in Lemma 8 that it is unlikely that one will be able to compute an optimal schedule for \( Q^\sigma \times E \) using a homotopic approach as the optimal schedule may be a discontinuous function of \( \sigma \).

**Lemma 4.** Assume that the power function is \( P(s) = s^\sigma \) and the scheduling objective \( Q \) is either fractional flow or integral flow. Then for every instance, the optimal schedule for the objective \( Q^\sigma \times E \) either always runs the processor as slowly as possible, or always runs the processor as fast as possible.

**Proof:** We give the proof for integral flow; the proof for fractional flow is similar. Consider an instance with a single job with work 1. When running at constant speed \( s \), the time to finish the job is \( 1/s \) and the energy used is \( s^{\sigma}/s = s^{\sigma-1} \), which yields an objective value of \( \frac{s^{\sigma-1}}{\sigma} = s^{\sigma-1-\sigma} \). Thus, if \( \alpha - \sigma - 1 > 0 \), the objective is minimized at 0 by running as slow as possible, while if \( \alpha - \sigma - 1 < 0 \), the objective is minimized again at 0 by running as fast as possible. Finally, if \( \alpha - \sigma - 1 = 0 \), any schedule that runs the job at constant speed is optimal so running either as fast or as slow as possible is optimal. In any unweighted, unit work \( n \) job instance, if \( \alpha - \sigma - 1 \leq 0 \), the schedule that runs jobs as fast as possible is still optimal, and if \( \alpha - \sigma - 1 > 0 \) the schedule that runs jobs as slow as possible is also still optimal, since the increased flow at every time only increases the objective by a factor of \( O(n^{2\sigma}) \). It is straightforward to see that this extends when jobs have weights and arbitrary work requirements since in this case the objective would, at worst, be multiplied by an additional value dependent on the input, but not the schedule. ■

The problem of minimizing \( Q^\sigma \times E \) over a time period \( T \)
can be expressed as the following mathematical program:

$$\min \left( \sum_{j=1}^{n} \sum_{t \geq r_j} w_j p_j(t) (t - r_j) \right)^\sigma \left( \sum_{t=1}^{T} P(S(t)) \right)$$

Subject to:

$$\sum_{t=r_j}^{T} p_j(t) = p_j \quad j \in [1, n] \quad [\text{dual } \alpha_j] \quad (23)$$

$$\sum_{j: r_j \leq t} p_j(t) = S(t) \quad t \in [1, T] \quad [\text{dual } \delta(t)] \quad (24)$$

$$p_j(t) \geq 0 \quad t \geq r_j, j \in [1, n] \quad [\text{dual } \gamma_j(t)] \quad (25)$$

Note that these constraints are the same as (1), (2), and (3) from section 3.1. Unlike there, however, this mathematical program is not convex, and so the KKT conditions (section 3.2) provide only necessary conditions for optimality.

Before applying the KKT conditions, we define a new hypopower function of job \(i\) in schedule \(A\) as:

$$\tilde{Q}_i(t, A) = \tilde{q}_i(A) - \frac{E(A)}{Q(A)} \sigma w_i \frac{(t - r_i)}{p_i}$$

where \(E(A)\) is the total energy used by schedule \(A\), \(Q(A)\) is the total fractional flow incurred by schedule \(A\), and \(\tilde{q}_i(A)\) is any constant such that \(\tilde{Q}_i(t, A)\) satisfies the condition that at all times \(t\) such that \(i\) is run in \(A\), the hypopower at which \(i\) is run is \(\tilde{Q}_i(t, A)\). Note that (26) is very similar to the hypopower function defined by equation (9), and the same qualifications apply. The only difference is that the slope is now \(\frac{E(A)}{Q(A)} \sigma w_i p_i\), which is a function of \(\sigma\) as well as the total energy and total flow used by the entire schedule.

Lemma 5 states that if a feasible schedule is optimal, the following must be true:

- The hypopower of all jobs are defined by the hypopower function given in equation 26.
- At all times, the job that is run is the job whose hypopower function is largest at that time.
- If a job is run, it is run at the hypopower specified by the hypopower function.

**Lemma 5.** If a solution to the mathematical program is optimal then at all times \(t\), for all jobs \(j\), if \(p_j(t) > 0\), then \(P'(S(t)) = \tilde{Q}_j(t)\), and if \(p_j(t) = 0\) then \(P'(S(t)) \geq \tilde{Q}_j(t)\).

**Proof:** This proof is almost identical to the proof of lemma 1, so only the differences are highlighted, with the main difference being the difference in objective functions. In regards to the different objective, first note that minimizing the objective \(Q^\alpha \times E\) is equivalent to minimizing \(\sigma \log(Q) + \log(E)\). Thus, when we take the partial derivative with respect to \(S(t)\) we obtain

$$\frac{P'(S(t))}{\sum_{t'=0}^{T} P(S(t'))} - \delta(t) = 0$$

or equivalently,

$$\delta(t) = \frac{P'(S(t))}{E}$$

and \(p_j(t)\):

$$\alpha_j - \gamma_j(t) + \delta(t) + \frac{\sigma (t - r_j) w_j}{p_j} \sum_{j'=1}^{n} \sum_{t' \geq r_j} \frac{w_j p_j(t')}{p_j} (t' - r_j') = 0$$

or equivalently,

$$\alpha_j = \gamma_j(t) - \delta(t) - \frac{\sigma (t - r_j) w_j}{Q p_j}$$

Observe that (27) and (28) are almost identical to (10) and (11) from lemma 1, the only differences being the coefficients on some of the terms. The rest of the proof of this lemma follows exactly as the proof of lemma 1, only requiring the additional observation at one point that \(E \geq 0\).

**Lemma 6.** For any instance, the set of all optimal schedules for the product objective (for any \(\sigma\)) is a subset of the set of all optimal schedules for the sum objective (for any \(\beta\)).

**Proof:** Fix an arbitrary \(\sigma\). In the optimal schedule for that \(\sigma\), if it exists, each job has a linearly decreasing hypopower function with slope \(\frac{1}{\beta} \times E\) times its density. If we set \(1/\beta = \sigma \frac{Q}{E}\), then we have a set of identical hypopower functions for the sum objective for that \(\beta\). Thus if the schedule is optimal for that \(\sigma\) in the product objective, it must also be optimal for \(\beta\) in the sum objective. Thus the optimal schedule for any \(\sigma\) in the product objective has a corresponding optimal schedule for some \(\beta\) in the sum objective.

**Lemma 7.** There are instances where there are schedules that are optimal for the sum objective but are not optimal for the product objective for any \(\sigma\).

**Proof:** Consider a two job instance where the jobs have release time 0 and 60, work 11 and 7, and weight 0.15 and 1.5, respectively. The power function is \(P(s) = s^3 + 0.01/T\), where \(T\) is sufficiently big so that finishing before \(T\) is not a tight constraint. Thus the total static energy used is 0.01. As an example, see Figure 4 with \(\sigma = 1.79\) and Figure 5. For each \(\beta\), Figure 4 shows the value of \(\sigma\) for which the optimal sum schedule is a locally optimum schedule for the produce objective. Simple calculations show that different local optimums have different objective values in the product objective.

**Lemma 8.** The optimal schedule for the product objective is not necessarily a continuous function of \(\sigma\).
Proof: To see this, consider the example in Figure 4. Here, for all \( \sigma \) less than \( \sigma_1 \approx 1.785 \) or greater than \( \sigma_2 \approx 1.80 \) there is only one \( \beta \) that maps to it, but there are multiple \( \beta \) that map to all \( \sigma \in [\sigma_1, \sigma_2] \). Further, in this case, for any \( \sigma \), only one of the up to three \( \beta \)'s that provide KKT condition satisfying schedules for that \( \sigma \) minimize the objective. This implies that the function mapping a \( \sigma \) to the \( \beta \) that shares its optimal schedule is not continuous since it is an inverse function of a continuous function that is not one-to-one. This further implies the optimal schedule does not change continuously from \( \sigma_1 \) to \( \sigma_2 \), since a discontinuous increase (or decrease) in \( \beta \) implies a discontinuous decrease (or increase) in the slopes of all hypopower functions, so if the initial hypopowers did not also change discontinuously, the resulting schedule after the discontinuity would do too little (or too much) work, and thus not be feasible (or optimal).

6. OPEN QUESTIONS

Our investigations have revealed some natural open questions, which we list below. We believe that it is quite plausible that the introduction of these problems into the literature might be the most lasting contribution of this paper.

**Question 1:** Given the configuration of the optimal energy trade-off schedule (when the quality of service measure is weighted fractional flow), can the optimal schedule be computed in polynomial time? In this context, a configuration is the sequence of jobs run on the processor as well as whether a job completes before, at, or after the release of the next job to be run (which is not necessarily the next job that was released). This seems to be the natural definition of a configuration, as the configuration and \( \beta \) uniquely defines a set of equations for which the initial hypopowers of the optimal schedule for that configuration are the sole (real) solution. \([1]\) was able to use binary search to solve these equations. We were unable to compute the optimal schedule even knowing the optimal configuration. The main difficulty is that even when the power function is \( x^\alpha \) the configuration equations yield a series of \( \alpha \)-degree polynomial equations (in the variables hypopower, or speed, or interval length). We know of no technique to acquire a general algebraic solution to these equations. Another natural alternative approach is to create a mathematical program from the equations, and solve them using some standard optimization algorithm. However, any formulation we examined had equations relating to work that were not convex (again, in variables hypopower, or speed, or interval length). More precisely, let \( p_j(x) \) be the amount of work done on job \( j \) for some variable assignment \( x \). Then for variable assignments \( \bar{x} \) and \( \bar{y} \), where \( p_j(\bar{x}) = p_j(\bar{y}) = p_j \), there exist some situations where \( p_j((\bar{x} + \bar{y})/2) > p_j \) and other situations where \( p_j((\bar{x} + \bar{y})/2) < p_j \). Thus one can not seemingly use convex optimization.

**Question 2:** Is there an efficient algorithm to compute the optimal energy trade-off schedule (when the quality of service measure is weighted fractional flow) for \( \beta + \epsilon \) given the optimal trade-off schedule for \( \beta \)? As we know how to detect when the optimal configuration changes and how to find the new optimal configuration, this is closely related to the previous open question.

**Question 3:** As a function of the number of jobs \( n \), how many times can the optimal configuration change as \( \beta \) changes? \([1]\) shows that for unit jobs and when the quality of service measure is total delay, the number of configuration changes is \( O(n^2) \). We would be quite surprised if the number of configurations changes in our setting was not also polynomially bounded, although we do not know how to prove any upper bound that is a function of \( n \). The problem is because the initial hypopowers are not monotone in \( \beta \), we do not even know how to show that a particular configuration will be optimal for a contiguous collection of \( \beta \)'s.

**Question 4:** Is there a polynomial time algorithm to verify the optimality of schedule for the objective of total (integer) delay plus energy? Using insights from \([1]\), one can design a polynomial time algorithm that given a schedule \( S \) and
a configuration $C$, can verify the optimality of $S$ among schedules in configuration $C$. But we do not know how to verify that a schedule is in the optimal configuration.

**Question 5:** For what quality of service measures can homotopic optimization be used to compute optimal energy trade-off schedules? It is not completely implausible that one can characterize the natural quality of service measures where this is possible.
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