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An inversion scheme is proposed, relying upon the inversion of the noise of a moving ship measured on a single distant hydrophone. The spectrogram of the measurements exhibits striations which depend on waveguide parameters. The periodic behavior of striations versus range are used to estimate the differences of radial wavenumber between couples of propagative modes at a given frequency. These wavenumber differences are stacked for several frequencies to form the relative dispersion curves. Such relative dispersion curves can be synthesized using a propagation model fed with a bottom geoacoustic model. Inversion is performed by looking for the bottom properties that optimize the fit between measured and predicted relative dispersion curves. The inversion scheme is tested on simulated data. The conclusions are twofold: (1) a minimum 6 dB signal to noise ratio is required to obtained an unbiased estimate of compressional sound speed in the bottom with a 3 m s⁻¹ standard deviation; however, even with low signal to noise ratio, the estimation error remains bounded and (2) in the case of a multi-layer bottom, the scheme produces a single depth-average compressional sound speed. The inversion scheme is applied on experimental data. The results are fully consistent with a core sample measured around the receiving hydrophone.
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I. INTRODUCTION

The objective of geoacoustic inversion is to characterize the ocean bottom by estimating key parameters such as compressional speed and attenuation, the number of sediment layers, density, etc. Most techniques rely upon the inversion of active emission propagating between a known source and a distant receiving system. Two main types of methods have been proposed to work with emissions of several hundred Hertz: matched field processing (MFP) methods,¹ which exploit the spatial diversity of the channel’s response and matched impulse response (MIR) methods,² which explore the frequency diversity. For emissions below a few hundred Hertz, some of the existing methods are based on the dispersion phenomenon. The underlying idea is to apply signal processing tools to extract the key parameters that depend on the dispersion pattern of the acoustic signal, and then to perform the inversion.³–⁶

Active techniques generally require powerful and repetitive emissions which have two major drawbacks. For military purposes, they do not apply in the concepts of covert naval operations. For ecological applications, they are potentially harmful for marine mammals⁷,⁸ and their operational use is expected to be more and more questionable and subject to mitigation rules in particular in the vicinity of ecologically sensitive areas (e.g., as marine protected areas). To overcome these drawbacks, there is a need to develop passive schemes of geoacoustic inversion which is a basic motivation of this work.

Sound is ubiquitous in the ocean. Ship noise and marine mammal calls can be recorded over great distances, and surface noise is omnipresent.⁹ Consequently, these signals are excellent candidates to perform passive inversion in shallow water. Preliminary results have been obtained for bottom and water column inversions.¹⁰–¹² Surface noise has been particularly well studied, allowing the development of experimental systems.¹⁰,¹³ For example, a recent technique referred to as passive fathometer, allows to image seabed layers using oceanic ambient noise as the sound source and a vertical line array as the receivers.¹⁴,¹⁵ Marine mammal
vocalization are only sparsely represented in the field of geoacoustic inversion.11,12,16

In this paper, we focus on methods using moving ships as sources of opportunity. Most methods exploiting the radiated noise from a moving ship are based on the inversion of cross spectral density matrices (CSDM), which require the use of a receiving array (horizontal or vertical). CSDM are often computed over a few narrow frequency bands characterizing ship noise.17–21 Sometimes, the CSDM are averaged over several frequency bandwidths.22,23 However, the CSDM does not exploit the whole broadband nature of the noise radiated by a ship and the range aperture created by its movement.

The broadband noise radiated by a moving ship creates a characteristic signal when recorded on a single receiver. In the time-frequency domain, the received signal presents an interference pattern, which is sometimes referred to as striations or interference fringes.18,24–27 These striations are created by the combination of three important factors: the source is mobile, broadband and radiating in a shallow water environment.

In 1999, D’Spain and Kuperman28 introduced the waveguide invariant to explain the striations. To validate the model, they compared predicted and measured interference patterns obtained from a towed active source (pseudo random noise with a flat spectrum between 75 Hz and 150 Hz) in shallow waters (150-m depth) off the coast of San Diego. An excellent match between prediction and measurements validated the waveguide invariant modeling. In a more recent paper from 2004, Heaney24 proposed a geoacoustic inversion scheme based on interference patterns. Experiments were conducted in a 100-m-deep shallow water environment. Ship noise was measured on a horizontal line array. Measurements were pre-processed by a beamformer to improve the signal to noise ratio (SNR). For a discrete set of ranges and frequencies, the author extracted three channel features from the measurements in a range-frequency representation: time spread, waveguide invariant and transmission loss slope. Then, he inverted these features to estimate the two parameters of the Hamilton-Bachman sediment parameterization.29–31 Since Heaney’s work, more recent publications focus on estimating the same striation characteristics, which can be used as observable either for source ranging or geoacoustic inversion. Several methods allowing striations estimation have been proposed including Hough transform,25 striations based beamforming,26 and multi-scale filters.27

The geoacoustic inversion approach proposed in this paper exploits both the spatial and frequency diversity of the acoustic signal radiated by a moving ship. Considering a range independent waveguide, it proposes a new way to exploit striations in spectrogram of sounds radiated by a passing ship using the normal mode theory. The periodic behavior of these striations (versus range) is used to estimate a collection (versus frequency) of differences of radial wave-numbers between each couple of propagating modes. Easily tractable from the measurement, this collection called the measured relative dispersion curves (referred to as M RDC hereafter) is used as an observable. Inversion is carried out by estimating bottom geoacoustic parameters which minimize the discrepancy between predictive relative dispersion curves (referred to as P RDC hereafter) and M RDC.

The paper is organized as follows. Section II presents at-sea experiments used to validate the method. Section III is dedicated to the forward modeling stage, it establishes a relationship between the received signal, the RDC and the environmental properties. Section IV presents the inversion method and describes how the RDC are obtained and inverted. Finally, in Sec. V, the inversion method is applied both on simulated and real data. The last two sections present, respectively, discussion and conclusion.

II. THE MOVEBOAT2006 EXPERIMENTAL SETUP

This section presents the experiment used to validate the inversion scheme. Data were recorded within the scope of MOVEBOAT2006, a multi-disciplinary and collaborative project. The study area was a 15-m-deep channel located near Vilanova i la Geltrú, Spain (Lat: 41°10.8227 N, Long: 1°43.1204 E) on a shipping lane between a fish farm and the local harbor (Fig. I).

During the experiment, sea surface temperature was recorded by the probe of the supply ship with an uncertainty of 0.15° C. Due to the little temperature variability and the small depth of the water column, water sound speed was assumed to be constant at 1520 ± 0.75 m s⁻¹. The upper part of the bottom structure was known thanks to a core sample collected less than 200 m from the hydrophone position (project EUMARSIN, measuring id: GC-83-2/TR-41790). The core sample was 50 cm long and consisted exclusively of sand. The geoacoustic properties of sand have been described by Hamilton.29 For our analyses, we assume that this sand layer constituted a semi infinite bottom (see Sec. V B).

Together, the bottom structure and the channel properties represent our a priori knowledge of the channel. This information have to be considered as purely qualitative.

The receiver was a pre-amplified B&K8101 calibrated hydrophone (low noise custom preamplifier) deployed from an anchored station. The hydrophone depth was set by the operator between 6 and 12 m. The recorded signal passed through an A/D converter with a 2560 Hz sampling rate and a 16 bit resolution. The noise of a cooperative trawler called Domingo (a 15 m-long vessel, with 2 × 700 HP engines) was recorded. As presented in Fig. 1, Domingo performed several 4 km transects (monitored via a GPS) with a closest point of approach (CPA) distance between 10 and 500 m. When another ship transited on a straight line in the experimental area, the Domingo was asked to stop her engines in order to include opportunistic transects in the analysis. A total of 29 recordings (duration: 20 min each, 14 transects of Domingo, 14 transects of opportunistic trawlers, 1 yacht) were acquired. In this paper, we will focus on the results of only two tracks of the Domingo. These two tracks, the only ones parallel to the shore line without other audible ships in the neighborhood of the hydrophone, complies with our assumption of a range independent waveguide. Tracks with varying bathymetry will be used in a near future to adapt our method to range-dependent environments. For the inversion analysis, the position of the Domingo is assumed to be
unknown, and GPS positions are only for control purposes. Power spectral densities (PSD) of ship-radiated sounds and ambient noise are estimated following the methods described by Vallez et al.\textsuperscript{31} A comparison between ship and noise levels between 200 Hz and 1000 Hz reveals that ship noise prevails over ambient noises for ranges up to 3 km.

III. FORWARD MODELING

A. Propagation and source movement

Although ship noise may exhibit discernible contributions\textsuperscript{32} from several hertz to 10 kHz until several kilometers apart, our inversion scheme focuses on the [50–500 Hz] bandwidth. In this bandwidth, for shallow waters environments, propagation is driven by refraction in the water column and reflections at the interfaces. Striations may be explained both by ray path and normal mode theory.\textsuperscript{33} In this paper, we choose the normal mode theory as the best way to link our observables with bottom parameters that have to be estimated.

In a range-independent environment, the transfer function between the source and the receiver is\textsuperscript{34}

\[
H(f) \simeq Q \sum_{m=1}^{N} g_m(z_s)g_m(z_r) \frac{e^{-j k_m f r}}{\sqrt{k_m(f) r}},
\]

where \(g_m(z)\) represents the modal function of index \(m\), \(k_m(f)\) is the radial wavenumber of index \(m\) at frequency \(f\), \(z_s\), and \(z_r\) are, respectively, the source and receiver depth, \(r\) is the radial distance, \(N\) is the number of propagating modes and

\[Q = \frac{e^{\pi/4}}{\sqrt{8\pi \rho(z_s)}}\]

represents a constant factor with \(\rho(z_s)\) being the water density at the depth of the source. The radial wavenumbers \(k_m(f)\) are characteristic features of the propagation properties between the emitter and the receiver. Indeed, the radial wavenumber is a function of the index \(m\) and frequency \(f\) and the modal propagation is dispersive. The curves \(k_m(f)\) are called dispersion curves.

Equation (1) describes a linear time-invariant system between the transmitter and the receiver. When the source moves within the channel, it becomes a linear time-varying system. A moving source emitting at a single frequency \(f_0\) will induce a harmonic response, which excites other frequencies than \(f_0\) because of the Doppler effect.\textsuperscript{35} The source trajectory can be described using the source/receiver range \(r(t_e)\) for a given emission time \(t_e\). The harmonic time-dependent response of the waveguide becomes\textsuperscript{36}

\[
h(t,f) \simeq \sqrt{2\pi} \sum_{m=1}^{N} g_m(z_s)g_m(z_r) \frac{e^{-j k_m(f) r(t_e)}}{\sqrt{k_m(f) r(t_e)}},
\]

where \(t_e\) is the emission (or delayed) time and \(t\) is the reception (or contemporary) time the term \(\exp(-j k_m(f) r(t_e))\) explains the Doppler modulation of the emitted monochromatic signal \(\exp(-j 2\pi ft)\). Note that if the source is moving slowly, its movement during the propagation time is negligible. Consequently, the source/receiver range does not change during propagation and \(r(t_e) = r(t)\). This classical assumption will be used in the following sections.

For a broadband ship noise of Source Level (SL) \(\gamma_s(f)\) (in unit of \(\mu Pa^2/Hz\)), the sound Received Level (denoted RL hereafter, in unit of \(\mu Pa^2/Hz\) \(I(t,f)\)) is

\[
I(t,f) = |h(t,f)|^2 \gamma_s(f).
\]

Based on this equation, we develop a simulator that allows us to compute the received signal (in the time domain) for any radiated signal in a range-independent medium. The modal code ORCA\textsuperscript{37} was used as a core for the simulation of sound propagation.

B. Channel propagation features

Recording the radiated noise of a ship moving along a useful track [for which the range along \(t\) is denoted \(r(t)\) hereafter] over a period \([t_{\text{min}}, t_{\text{max}}]\) (denoted T hereafter) in a bandwidth \([f_{\text{min}}, f_{\text{max}}]\) (denoted B hereafter) enables to map the acoustic response of the channel in the frequency-wavenumber domain.

Assuming that the emitted noise is a unknown random process measured by a single sensor, correlation with the emitted signal or between measurements from several sensors\textsuperscript{17–23} cannot be used to pre-process the data and extract some observables. To cope with these limitations, we first compute the received level of the measurements. We then obtain observables quantities from the processing of the RL. In that sense, evaluation of the square modulus of received pressure in a time-frequency domain may be seen
as an incoherent pre-processing of the data. The RL versus time and frequency is given by

\[
I(t,f) = \frac{\gamma_r(f)}{r(t)} \left( \sum_n A_n^2 + 2 \sum_{n,m} A_n A_m \cos[\Delta k_{m,n} r(t)] \right),
\]

where \( \Delta k_{m,n} = k_m - k_n \) and \( A_m = |g_m(\tau)|g_m(\tau)|/\sqrt{k_m} \). These latter two quantities only depend on the environmental parameters and frequency, they are constant in terms of time and range. Knowing \( r(t) \), \( I(t,f) \) can be easily translated into range-frequency RL (in the unit of \( \mu Pa^2/Hz \)) \( I(r,f) \):

\[
I(r,f) = \frac{\gamma_r(f)}{r} \left( \sum_n A_n^2 + 2 \sum_{n,m} A_n A_m \cos[\Delta k_{m,n} r] \right).
\]

One important component of Eq. (5) are the cos terms. They explain the interference striation pattern in a range-frequency RL representation. For a given (temporal) frequency \( f_0 \), the spatial frequency of interferences between modes \( m \) and \( n \) is given by \( \Delta k_{m,n}(f_0)/2\pi \). This propagation feature is easily accessible by translating \( I(r,f) \) into the wavenumber-frequency domain. It is done taking the one dimensional Fourier transform along \( r \) \( (FT_r) \) of \( I(r,f) \):

\[
I(k,f) = FT_r[I(r,f)] = 2\gamma_r(f) \sum_{n,m} A_n A_m FT_r[\cos(\Delta k_{m,n} r)],
\]

\[
= 2\gamma_r(f) \sum_{n,m} A_n A_m \delta(k - \Delta k_{m,n}(f)),
\]

where \( \delta \) is the Dirac delta function. Note that the mean value of \( I(r,f) \) has been subtracted before computing the \( FT_r \), so that resulting \( I(k,f) \) is not clouded by a high central value \( I(0,0) \).

Let us denote \( \binom{N}{2} \) the number of combinations of 2 different modes chosen among \( N \) propagative modes:

\[
\binom{N}{2} = \frac{N!}{(N-2)!2!}.
\]

At frequency \( f_0 \), if \( N \) propagative modes exist, there are \( \binom{N}{2} \) cos components in the map \( I(k,f_0) \). Each component corresponds to (see Fig. 2): (1) an interference between modes \( n \) and \( m \) and (2) a local maximum in the map \( I(k,f) \) at location \( (\Delta k_{m,n}(f_0),f_0) \).

Because the radial wavenumber \( k_m \) depends on frequency \( f \), phase and group velocities vary with frequency. The propagation in the channel between the source and the receiver is referred to as dispersive and \( k_{m,n}(f) \) is the dispersion curve of mode \( m \). When dealing with RL (in the unit of \( \mu Pa^2/Hz \)) rather than pressure, dispersion is seen through the dependency \( \Delta k_{m,n} \) versus the frequency \( f \). The quantity \( \Delta k_{m,n}(f) \) can be referred to as a relative dispersion curve between propagative modes \( m \) and \( n \). A full overview of the dispersion properties of a channel is drawn by assembling the relative dispersion curve of each of the \( \binom{N}{2} \) couples of indexes \( (n,m) \) (see Fig. 2) to obtain the RDC.

RDC summarizes the acoustical behavior of a channel through a mobile wide band input and a single hydrophone output scenario. When simulating a real context, finite range will limit the resolution of the \( I(k,f) \) map and noise will add a random component to \( I(k,f) \). It is important to notice that because of the incoherent processing, the wavenumber-frequency domain cannot provide straightforward information about wavenumbers \( k_m \). It only allows to obtain information about wavenumber differences \( \Delta k_{m,n} \). This will have some consequences on the capability of our inversion scheme to discriminate sub-bottom layers (see Sec. V B).

**IV. INVERSION METHOD**

To exploit information from the interference pattern created by ship noise, we designed an inversion scheme. A schematic representation of this algorithm is shown in Fig. 3.

---

**FIG. 2.** Schematic RDC curves in the \((k,f)\) plane. For frequencies lower than \( f_2 \) only mode 1 propagates, no interference exists. For frequencies in \([f_2,f_3]\) modes 1 and 2 propagate and interfere together to create a single curve between \( f_1 \) and \( f_2 \) along \( k_1(f) - k_2(f) \). For frequencies higher than \( f_3 \), modes 1, 2, and 3 propagate ant interfere together to create three relative dispersion curves located along \( k_3(f) - k_1(f) \), \( k_3(f) - k_2(f) \), and \( k_3(f) - k_3(f) \).

**FIG. 3.** Inversion scheme diagram.
The first step of the method is devoted to the measurements. The sound radiated by a passing ship along a straight line transect is measured by a bottom-moored hydrophone to output measurements \( m(t) \) during the time period \( T \) and within the bandwidth \( B \). The time period is chosen so that the ship is far enough to avoid evanescent modes. The spectrogram \( S(f) \) of \( m(t) \) is computed to map \( m(t) \) in the time-frequency space (Bloc B1 in Fig. 3), and allows to obtain \( I_{\text{mes}}(t, f) \). Special attention has to be drawn to the management of long measurements (duration: 1 h, sampling frequency \( >2 \text{kHz} \)). Translation from \( I_{\text{mes}}(t, f) \) to \( I_{\text{mes}}(r, f) \) can be easily obtained by an uniform resampling of \( r(t) \) (Bloc B2 in Fig. 3). Boat position \( r(t) \) can be gathered from a position tracking system (e.g., Automatic Identification System, AIS \(^{39} \) or Global Positioning System, GPS). In the absence of tracking system, they can be estimated through Target Motion Analysis, \(^{40} \) which exploits the Doppler modulation of powerful frequency lines at frequency \( f_0 \) and under the mild assumption that ship motion is uniform and follows a straight line. The measured law of instantaneous frequency around \( f_0 \) is used to estimate \(^{41,42} \) the ship’s speed \( (v \text{ in the unit of } \text{m s}^{-1}) \) and the time and distance of the closest point of approach \((t_{\text{CPA}} \text{ in the unit of } s, d_{\text{CPA}} \text{ in the unit of } \text{m}). \)

The TMA algorithm is used for the MOVEBOAT2006 data in order to determine the Domingo’s trajectories. GPS logged on the Domingo trajectory as a reference and TMA is applied to estimate the trajectory with acoustics thanks to a frequency line around 600 Hertz. A very good fit holds on this paper, we will focus on the bottom properties (compressional sound speed, density and attenuation of a semi-infinite half space) assuming that those of the water column are known. The main idea of the inversion algorithm is to find an environment, parameterized by a set of geoacoustic parameters \( \theta \), with dispersion curves that match the local maxima of \( I_{\text{mes}}(k, f) \) (see bloc B3, B4, and B5 in Fig. 3).

For a given \( \theta \), the \( I_{\text{mes}}(k, f) \) replica can be computed through a modal propagation code. To quantify the match between \( I_{\text{mes}}(k, f) \) and \( I_{\text{mes}}(k, f, \theta) \), an objective function \( J \) is defined as the amount of measured intensity integrated along each component of the \( \{\text{RDC}(\theta)\} \):

\[
J(\theta) = \int \int I_{\text{mes}}(k, f) M(k, f, \theta) dk df.
\]

In this equation, \( M(k, f, \theta) \) is a masking function corresponding to the \( \{\text{RDC}(\theta)\} \) curves spread by a factor \( 2\pi/\left( R_{\text{max}} - R_{\text{min}} \right) \) (see Fig. 4):

\[
M(k, f, \theta) = 1 \text{ if } k \in [\Delta k_{m, n}(f, \theta) \pm \frac{2\pi}{R_{\text{max}} - R_{\text{min}}}, 0] \text{ anywhere else.}
\]

The quantities \( R_{\text{max}} \) and \( R_{\text{min}} \) are respectively the maximum and the minimum range considered in the ship trajectory; the quantities \( \Delta k_{m, n} \) is computed to map \( \Delta k_{m, n} \) in the range-frequency domain for a single frequency is obtained from Eq. (5) by adding the noise spectrum following Eq. (12):

\[
m[r(t)] = \int \int h(t, f) \sqrt{g(f)} e^{2\pi i df} df + b(t).
\]

FIG. 4. Flowchart to define and optimize the objective function \( J \). Measurement are processed in box B1 to compute \( I_{\text{mes}}(k, f) \). In the box B2, the map \( I_{\text{mes}}(k, f) \) is matched to a synthetic binary map \( M(k, f, \theta) \) obtained from simulation. Applied on \( I_{\text{mes}}(k, f) \) the goal of \( M(k, f, \theta) \) is to extract the power contained by the measurement around some simulated RDC. To do so, for a given \( \theta \) the simulated RDC are computed in box B3. RDC appear to have an ideal infinite resolution in the \( (k, f) \) plane. To account for the bounded range \( R_{\text{max}} - R_{\text{min}} \) of the measurements, each RDC is broaden by the expected resolution of \( I_{\text{mes}}(k, f) \) [i.e., \( 2\pi/\left( R_{\text{max}} - R_{\text{min}} \right) \)] to form a binary masking map in the \( (k, f) \) plane with one around the simulated RDC and zero elsewhere. An optimization procedure is applied on \( \theta \) to optimize the amount of power of \( I_{\text{mes}}(k, f) \) contained in the mask \( M(k, f, \theta) \).

\[
\frac{2\pi}{R_{\text{max}} - R_{\text{min}}} \text{ is the wavenumber resolution of } I_{\text{mes}}(k, f) \text{ after application of the Fourier transform along } r.
\]

Finally, the optimal set of parameters \( \theta \) maximizes \( J \):

\[
\theta = \arg \max_{\theta} [J(\theta)].
\]

V. APPLICATION IN A VERY SHALLOW WATER ENVIRONMENT

A. Signal to noise ratio estimation

In a real environment, the received signal is corrupted with noise. The signal to noise ratio (SNR) quantifies the relative level of the useful signal versus noise. This section gives a precise definition of SNR and a procedure to compute it on simulated and real data.

Let us suppose that the current experiment implies a single ship radiating a source level \( \gamma_s(f) \) (in the unit of \( \mu\text{Pa}^2/\text{Hz} @ 1 \text{m} \)) embedded in background noise created by other distant ships, sea surface agitation or oceanic turbulences with level \( \gamma_b(f) \) (in the unit of \( \mu\text{Pa}^2/\text{Hz} \)). The measures for a broadband source with a bandwidth of \( [f_1 - f_2] \) can be derived from Eq. (3) and is given by Eq. (11), where \( b(t) \) is the background noise. The corresponding intensity in the range-frequency domain for a single frequency is obtained from Eq. (5) by adding the noise spectrum following Eq. (12),

\[
m[r(t)] = \int \int h(t, f) \sqrt{g(f)} e^{2\pi i df} df + b(t),
\]

2003
\[ I_m(r,f) = I_0(r,f) + \gamma_b(f), \]  
(12)

with \( I_0(r,f) \) the noiseless range-frequency intensity given by Eq. (5).

Considering a finite number of frequencies \( N_f \) in the bandwidth \([f_1 - f_2]\) and a finite number of ranges \( N_r \) for a moving ship performing a track in the interval \([r_1, r_2]\), the SNR can be computed as follows:

\[ \text{SNR} = \frac{\sum_{N_r} \sum_{N_f} I_0(r,f)}{\sum_{N_r} \sum_{N_f} \gamma_b(f)}. \]  
(13)

Equation (13) is only tractable with simulated data, where both noise \( \gamma_b(f) \) and theoretical measurements without noise \( I_0(r,f) \) are generated separately. Equation (13) is not tractable for real data and an alternative formula has to be identified. As the Fourier transform along \( r \) conserves the energy, SNR can be estimated from \( I_{\text{mes}}(k,f) \) by taking into account the fact that the useful signal \( I_0(k,f) \) is concentrated around the RDC and that noise is spread everywhere on the \((k, r)\) plane. Let \( M(k,f, \theta_{\text{opt}}) \) the mask for optimal environment parameters \( \theta_{\text{opt}} \), then SNR can be estimated from real data by

\[ \text{SNR} = \int_k \int_f I_{\text{mes}}(k,f) M(k,f, \theta_{\text{opt}}) dk df, \]  
(14)

SNR estimation from real data may be facilitated if ambient noise is stationary and recorded before or after the ship’s track. In MOVEBOAT2006, this was not possible since noise was not stationary (at the scale of 1 h) due to the activity in the harbor of Vilanova i la Geltrú (see Fig. 1). Therefore, SNR was estimated using Eq. (13).

**B. Simulations**

This section evaluates the performance and behavior of our inversion scheme. Simulations are performed in a “realistic synthetic” scenario with parameters corresponding to those of the MOVEBOAT2006 in situ experiment. A range interval \( R = [200 \text{ m}, 2 \text{ km}] \) and frequency bandwidth \( B = [150 \text{ Hz}, 500 \text{ Hz}] \) were considered. To take into account the fact that the structure (number of layers) of the studied environment is often unknown, we define the “true waveguide” as the channel structure that is used to generate the measurements, and the “guessed waveguide” as the channel structure that is used to compute the replica. Note that true and guessed waveguides are not necessarily parameterized by the same number of parameters.

Two studies are presented in this section. The first one quantifies the impact of noise on estimation accuracy, and the second one evaluates the impact of a structure mismatch between guessed waveguide and true waveguide. In the following, the guessed waveguide is always a Pekeris waveguide, where

(1) water sound speed and water depth are supposed to be known (isovelocity water column, \( D = 20 \text{ m}, c_w = 1520 \text{ m s}^{-1} \)),

(2) compressional sound speed \( (c_b) \) and density \( (\rho) \) of the bottom are assumed to be linked by the Hamilton formula as follows:

\[ c_b = \frac{c_w}{1.18 - 3.4\Phi + 0.0013\Phi^2}, \]  
(15)

\[ \rho = \frac{28.85 - \Phi}{10.275}, \]  
(16)

where \( \Phi \) is the grain size parameter equal to \(-\log_{10}(\mu)\) with \( \mu \) is the mean grain diameter of the sediment in the unit of mm.

Consequently, optimization of the objective function \( J \) is performed only along the compressional sound speed of the bottom.

**1. Study 1: Impact of noise on estimation accuracy**

In this study we investigate the impact of background noise on the estimation accuracy (bias and standard deviation) through Monte Carlo simulations for various SNR. The true waveguide used to generate the measurements is a coarse sandy Pekeris waveguide \((c_b = 1800 \text{ m s}^{-1}, \rho = 1850 \text{ kg m}^{-3}, \alpha = 0 \text{ dB} / \text{Hz})\). For each SNR value, 100 runs of the inversion scheme were performed with noisy synthetic measurements simulated using Eq. (12) under the assumption of an additive, white, Gaussian noise. Figure 5 presents the average and standard deviation of the estimation of compressional sound speed of the bottom whereas Fig. 6 illustrates a few samples of the objective function for various SNR. Two distinct areas can be observed (Fig. 5).

(1) For SNR lower than 6 dB (area 1 on Fig. 5), standard deviations are higher than 3 m s\(^{-1}\) thus leading to a 99% confident interval wider than 20 m s\(^{-1}\). The compressional sound speed estimate is therefore overestimated.

![FIG. 5. Accuracy of our inversion scheme versus SNR, mean value and standard deviation of compressional sound speed of the bottom estimates \((N=100 \text{ runs of independent simulations for each SNR value). For SNR < 6 dB, estimates are biased, for SNR > 6 dB estimates are unbiased and have a standard deviation less than 3 m s}^{-1}\).](image-url)
As an example, for SNR = −0.7 dB, a positive bias of 10 m s⁻¹ appears.

(2) For SNR greater than 6 dB (area 2 on Fig. 5), standard deviation decreases with SNR and is smaller than 3 m s⁻¹ leading to a 99% confident interval smaller than 20 m s⁻¹. In this case, the estimate of the compressional sound speed is unbiased.

These differences can be explained by analyzing the cost functions (Fig. 6). The cost function presents a unique global maximum that allows to use a simple method for optimization. The short computational time for the algorithm enables exhaustive exploration of the compressional sound speed estimates comprised between 1700 m s⁻¹ and 1900 m s⁻¹ with a 1 m s⁻¹ resolution. The maximum value of cost function decreases with increasing noise power [from 0.6 for SNR = 63 dB to 0.28 for SNR = 2.50 dB, Fig. 6(a)] and the width of the cost function increases with increasing noise power [Fig. 6(b)]. This may explain the trends of the standard deviations of the compressional sound speed estimates. Furthermore, the cost function is nearly symmetric around its maximum for SNR greater than 5 dB but is completely asymmetric for SNRs smaller than 5 dB. This explains why the estimate of the compressional sound speed of the bottom is biased for SNRs smaller than 6 dB.

2. Study 2: Impact of a structure mismatch between guessed waveguide and true waveguide

This study aims at determining whether the Pekeris waveguide is appropriate to estimate an environment where the bottom is constituted of several stratified layers. In this case, the true waveguide is assumed to be a known water column overlying a two—layers bottom consisting in a coarse sandy sediment layer \( (c_{b1} = 1800 \text{ m s}^{-1}, \rho_1 = 1.85 \text{ g cm}^{-3}, \alpha_1 = 0.1 \text{ dB} \cdot \text{km}^{-1}) \) over a rocky half space \( (c_{b2} = 2000 \text{ m s}^{-1}, \rho_2 = 2.05 \text{ g cm}^{-3}, \alpha_2 = 0.1 \text{ dB} \cdot \text{km}^{-1}) \). The sediment layer thickness varies between a few centimeters to 100 m. The guessed waveguide is still a Pekeris one. No noise is added to the simulation. Figure 7 summarizes the inversion results. Estimation results are consistent with the first layer thickness. For fine sediment layers (area 1 on Fig. 7, thickness smaller than 25 cm), the inversion algorithm describes the rocky half space parameters: the upper sediment layer had nearly no effect on modal propagation. Over a certain thickness of the sediment layer (area 3, thickness higher than 6 m), the inversion results are the sediment parameters, the effect of the basement on modal propagation can be neglected. For a thickness of the sediment layer between 0.25 m and 6 m, a transition zone is clearly visible (area 2 on Fig. 7). On this transition zone, the guessed Pekeris layer has a compressional sound speed that is equivalent to the averaged compressional sound speed of the basement and the sediment layers. Although not surprising, this result has to be discussed in more detail. Can the true waveguide be acoustically described through our inversion scheme as a fully equivalent Pekeris waveguide?

To answer this question, we examine the cost function behavior of three true waveguides, one from each area (1, 2, and 3). The cost functions versus the guessed compressional sound speed of the bottom are illustrated on Fig. 8. Plots (curve shape and maxima) from areas 1 and 3 reflect the behavior of the cost function for a true Pekeris medium. For area 2, the cost function has the same shape as the ones for areas 1 and 3 with approximately the same width but with a lower maximum magnitude (0.55 compared to 0.6, Fig. 5). This decrease in the maximum J value resulting from the mismatch between the structures of true and guessed waveguide is much smaller than the decrease caused by noise (without any structure mismatch) (example when SNR ranges between ±∞ and 10 dB, the maximum value decreases from 0.6 to 0.5, see Fig. 6). This implies that noise has a greater influence on the inversion scheme than a multi-layer environment. As a
consequence, a two-layer true waveguide in presence of noise is equivalent to a simulated Pekeris waveguide with an intermediate depth-average compressional sound speed. The transition between zones 2 and 3 occurs at a depth for which the tail of the modal function vanishes. For our scenario used to generate Fig. 7, the longest tail of the modal function measures approximately 6 m for mode 1 at 150 Hz. It corresponds to a transition depth between zones 2 and 3 equal to 0.5 $\lambda_{\text{max}} = c_b f_{\text{min}}$, where $\lambda_{\text{max}}$ is the maximum wavelength.

C. Experimental data

Data obtained from the in situ experiment are presented in Fig. 9(a) and 9(b), these are two tracks collected at different times during the MOVEBOAT2006 experiment on the September 30, 2006 along the 15 m isobath. Table I summarizes the characteristics of the records and ship trajectory parameters. Vessel speed, $d_{CPA}$ and $t_{CPA}$ are estimated using the “Target Motion Analysis” method described in Sec. IV B with a frequency line at 630 Hz for track 1 and at 628 Hz for track 2. The SNR (12.8 dB for track 1, 9.8 dB for track 2) is estimated using Eq. (14).

The white boxes in Figs. 9(a) and 9(b) identify the data selected to perform the in-version To select mode interferences and to avoid tacking into account interferences between paths (like Lloyds mirror interferences), the selected data are chosen carefully. Criteria of selection are firstly that range must be greater than 20 times the water depth (range more than 300 m for MOVEBOAT2006) and secondly, acoustic wavelength $\lambda$ must be greater than 20 percents of the water depth (frequency less than 500 hertz for MOVEBOAT2006). The received signals in the wavenumber-frequency domain $I_{\text{mes}}(k, f)$ are presented in Figs. 9(c) and 9(d). They represent the input data for the inversion algorithm. According to the conclusion of study 2 of Sec. V A, the guessed waveguide is an equivalent Pekeris waveguide with a bottom sound velocity and a bottom density following the Hamilton formula [see Eqs. (15) and (16)].

The results of the inversion scheme are $c_b(\text{track } 1) = 1790 \text{ m s}^{-1}$ and $c_b(\text{track } 2) = 1750 \text{ m s}^{-1}$ (using the Hamilton relation, the corresponding densities are $\rho = 1.84 \text{ g cm}^{-3}$ and $\rho = 1.80 \text{ g cm}^{-3}$). These estimates are consistent with a core sample taken near the hydrophone (the core sample 50 cm long...
shows that a homogeneous sandy sediment type $1800 \text{ m s}^{-1}$).

The Objective functions for track 1 and track 2 are presented in Figs. 9(e) and 9(f) and are compared with two simulated curves for SNR close to those obtained during the experiment. The first curve is obtained with a ship range equal to the true one and the second curve with a ship range is half of the true one. The value of the objective functions obtained with true data have the same dynamics than the simulated ones whereas its widths are closer to the one with a simulated ship range equal to half of the true one. This demonstrates that

1. through our inversion scheme, the true waveguide may nearly be considered as a Pekeris one;
2. the assumption of a range-independent waveguide from the source to the receiver is valid for tracks along the isobath;

FIG. 9. (a) and (b) $I_{\text{mes}}(t, f)$ for tracks 1 and 2, white boxes identify the data used to compute $I_{\text{mes}}(k, f)$, the ship’s range in these boxes is approximately 1500 m between 300 m and 1800 m, striations are clearly visible on $I_{\text{mes}}(t, f)$. (c) and (d) $I_{\text{mes}}(k, f)$ for tracks 1 and 2, and corresponding inverted RDC curves (in black) a good match between local maxima of $I_{\text{mes}}(k, f)$ and optimal theoretical RDC is visible. (e) Objective functions for track 1: real data SNR = 12.5 dB (continuous line); simulated data with ship’s range = 1500 m and SNR = 12.5 dB (crosses); simulated data with ship’s range = 750 m and SNR = 12.5 dB (triangles). (f) Objective functions for track 2: real data SNR = 9.8 dB (continuous line); simulated data with ship’s range = 1500 m and SNR = 9.8 dB (crosses); simulated data with ship’s range = 750 m and SNR = 9.8 dB (triangles).
TABLE I. Recorded data during the MOVEBOAT2006 experiment.

<table>
<thead>
<tr>
<th>Track number</th>
<th>Track 1</th>
<th>Track 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recording time</td>
<td>11:45:00</td>
<td>12:04:00</td>
</tr>
<tr>
<td>Duration</td>
<td>680 s</td>
<td>708 s</td>
</tr>
<tr>
<td>Range</td>
<td>[−2000 m, 2000 m]</td>
<td>[−2000 m, 2000 m]</td>
</tr>
<tr>
<td>Ship speed</td>
<td>12 kn</td>
<td>12 kn</td>
</tr>
<tr>
<td>Re/C0</td>
<td>60 m</td>
<td>80 m</td>
</tr>
<tr>
<td>T_{CAP}</td>
<td>340 s</td>
<td>330 s</td>
</tr>
<tr>
<td>SNR</td>
<td>11.16 dB</td>
<td>9.28 dB</td>
</tr>
</tbody>
</table>

(3) the standard deviations (STD) found via Monte Carlo simulation in Sec. VA may hold with the real data (SNR = 12.8 dB for track 1 so STD = 3 m s⁻¹, SNR = 9.80 dB for track 2 so STD = 3 m s⁻¹).

The RDC for the guessed waveguide are compared with their respective \( I_{\text{mes}}(k, f) \) in Figs. 9(c) and 9(d). The RDC locations match the local maxima of \( I_{\text{mes}}(k, f) \). However, the depth of the hydrophone (11 m) is near a zero of mode 3, so each RDC implying mode 3 does not correspond to a local maximum in \( I_{\text{mes}}(k, f) \) as it would be the case for other hydrophone depths.

VI. DISCUSSION

A. Losses and gains of our passive inversion scheme

The main merit of our passive inversion scheme is to be based upon a simple measurement system and a small amount of a priori information. A single hydrophone and the opportunistic sounds of a ship following an unknown but uniform straight line transect are the minimum requirement. To adapt to this minimum requirements, an incoherent processing scheme will decrease. Figure 4 shows the accuracy (bias and standard deviation) versus SNR of our inversion scheme for a range interval equal to 1.8 km, if one changes the range interval from 1.8 km to \( \delta R \), Fig. 5 will still be true but with a new shifted SNR:

\[
\text{SNR}_{\delta R} = \text{SNR}_{200 m} + 10 \log_{10}(1800/\delta R).
\]  

B. Sensitivity to the hypothesis of a range-independent waveguide

The targets for our inversion scheme have to be range-independent. In fact, this is true for the range interval \( R = [r_1, r_2] \) over which the Fourier transform along \( r \) is applied to compute \( I_{\text{mes}}(k, f) \) from the measurements. On the one hand, if we are faced with a range dependent waveguide, we may compute the Fourier transform along \( r \) on a small enough interval \( R = [r_1, r_2] \), for which the waveguide can be considered as invariant. On the other hand, the reduction of the range interval will decrease the processing gain produced by the Fourier transform along \( r \) and the accuracy of our processing scheme will decrease. Figure 5 shows the accuracy (bias and standard deviation) versus SNR of our inversion scheme for a range interval equal to 1.8 km, if one changes the range interval from 1.8 km to \( \delta R \).

C. Hamilton parameterization of the sediment

In this paper, we considered a Pekeris waveguide with a semi-infinite fluid bottom layer. Hamilton Parameterization links compressional sound speed and density of the sediment [see Eqs. (15) and (16)]. It is used in our inversion scheme while sediment attenuation is neglected. This choice allows us to be faced with a single-parameter optimization of the cost function. Prior to this choice, we run simulations where the triplet consisting of the bottom properties compressional sound speed, density, attenuation are independent. The inspection of the behavior of the cost function versus these three parameters run on a large number of simulated scenarios result in the following conclusions:

(1) the sensitivity versus attenuation is weak and attenuation can not be estimated with accuracy with our inversion scheme,

(2) the estimation of density and compressional sound speed of the bottom is ill posed with a strong negative correlation between density and compressional sound speed through the cost function. This negative “acoustic based” correlation between the two properties impedes their direct estimation.

To overcome these drawbacks, we regularize the estimation by injecting an a priori information about the bottom via the Hamilton parameterization, which links compressional sound speed and density with a positive correlation. A perspective to improve both the conditioning of the inversion and its power to discriminate sub-bottom layers is to propose
new criteria of optimization no longer based on the amount of energy contained in the wavenumber-frequency domain around the P RDC [see Eqs. (8) and (9)]. These new criteria will rely on the scalar product in the wavenumber-frequency domain between weighted versions of M RDC and P RDC, where the weighting functions applied on M RDC and P RDC will be chosen to maximize sensitivity versus some subsets of channel’s parameters. Bayesian optimization of this scalar product seems to be a promising perspective.

VII. CONCLUSION

This article presents a new passive inversion scheme for a single hydrophone using the noise radiated by a moving ship of opportunity. Ship noise provides frequency diversity, while the ship motion provides spatial diversity. These diversities allow to exploit the striations pattern of the spectrogram. We link striations with interference between propagative modes and we use their periodic behaviors along the range to estimate the wavenumber difference between each couple of propagative mode. These relative dispersion curves are observables to be inverted by looking for a bottom structure that produces similar theoretical dispersion curves. Match is obtained by maximizing the energy of the measurement along the theoretical dispersion curves in the wavenumber-frequency plane. Simulations draw the conclusions that (1) we are able to obtain a $+/−3\text{ m s}^{-1}$ accuracy for bottom compressional sound speed if SNR is more than 5 dB, and (2) our scheme is only able to give a depth-average of the bottom properties without resolving the true multi-layer structure.

The algorithm is applied on experimental data recorded during the MOVEBOAT2006 experiment. The recorded data consist of the sound of a cooperative trawler performing tracks around a single hydrophone in shallow water environment along the coast of Catalonia, Spain. This emission is used as an input for our inversion algorithm, and the inversion results (track 1: $c_{p}=1790±10\text{ m s}^{-1}$ at 3 standard deviation, track 2: $c_{p}=1750±10\text{ m s}^{-1}$ at 3 standard deviation) are consistent with a core sample taken 200 m away from the hydrophone’s location.


30See website of European Project Euromarins, http://www.eu-seased.net (Last viewed April 21, 2011). This site presents an archive of sediment core samples collected along the European sea coast.
