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The variational theory of complex rays for the calculation of medium-frequency vibrations
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Abstract A new approach called the “variational theory of complex rays” (VTCR) is developed for calculating the vibrations of weakly damped elastic structures in the medium-frequency range. Here, the emphasis is put on the most fundamental aspects. The effective quantities (elastic energy, vibration intensity, etc.) are evaluated after solving a small system of equations which does not derive from a finite element discretization of the structure. Numerical examples related to plates show the appeal and the possibilities of the VTCR.

Introduction

The modeling and calculation of the vibrational response of elastic structures are undoubtedly among the key issues arising in the design of structures. The low-frequency range no longer poses major difficulties, even for complex structures, at least with respect to modeling and calculation. Concerning high frequencies, there do exist computational tools which are quite distinct from those utilized for low frequencies, and particularly from the SEA method in which the spatial aspect disappears almost entirely (Lyon and Maidanik, 1962; Lyon et al., 1995; Mace, 1994; Dowell and Kubota, 1985).

In contrast, the modeling and calculation of medium-frequency vibrations, on which this paper focuses, continue to raise certain problems. The difficulty is that the length of variation of the phenomena studied is very small compared to the structure’s characteristic dimension. It follows that, if one were to extend the low-frequency methods, aside from the serious numerical difficulties already present, the finite element calculation to be conducted would require an unreasonable number of degrees of freedom. Nevertheless, much work is in progress in order to extend the calculated frequency range. A first result is that a pollution error affects the accuracy of the finite element solution (Deraemaeker et al., 1999; Bouillard and Ihlenburg, 1998; Ihlenburg and Babuska, 1995). Various enhanced finite element approaches have been studied, and in particular: Babuska et al. (1995), Ihlenburg and Babuska (1997), Harari et al. (1996), Buvailo and Ionov (1980), Barbone et al. (1998), Wiberg et al. (1996), Demkowicz et al. (1992), Harari and Haham (1998), Harari and Hughes.

The work reported here is part of a research programme sponsored by Aerospatiale-Matra, Alcatel, DGA and PSA. This support is gratefully acknowledged.
Difficulty would also be experienced in extending the SEA method, which is appropriate for high frequencies. Little other work is aimed at the calculation of medium-frequency vibrations. For rods and beams the problem is much easier and has been solved, in particular, in Cuschieri (1990), Girard and Defosse (1993), Nefske and Sung (1989). Very little work concerns complex structures, such as plates or shells: Morand (1992), de Langre (1991), Soize (1985; 1998), Ochmann and Makarov (1998), Bouthier and Bernhard (1995). Strongly related to finite element methods, these propose specific reduced bases (space and frequency bandwidth) for the medium-frequency calculation. With the exception of the theory introduced in Belov and Ryback (1975; 1977), these methods are not, in our opinion, true “medium-frequency” methods because the phenomena associated with small-length variations, although not highly significant, do remain present. In other words, these methods do not strictly involve the “effective” quantities for the time and space scales considered and, therefore, give results which are very sensitive to data errors. The theory initiated in Belov and Ryback (1975) is built upon the notions of “effective energy density” and “effective vibrational energy”. This heuristic theory is extremely attractive; however, despite the improvements made, notably by Ichchou et al. (1997), Lase et al. (1994), Luzzato (1989), Bouthier and Bernhard (1995), this theory still contains some obstacles that are difficult to circumvent (Ladeveze, 1995; Langley, 1995).

The alternative approach developed here is entitled “Variational theory of complex rays” and was introduced in Ladeveze, (1996a; 1996b). It is also a true “medium-frequency” method. The goal of this paper is to present the main principles which characterize the VTCR and to illustrate its possibilities and limits on some numerical examples related to plates. In order to simplify the presentation, we will consider only the basic problem, which is to calculate forced vibrations for a given frequency. Also, again for the sake of simplicity, we will restrict ourselves to the 2D forced vibration problem in elasticity.

The first feature (P1) which characterizes this approach is the use of a new variational formulation of the reference problem. We developed it in order to allow within the substructures approximations which are a priori independent, or, in other terms, which do not necessarily satisfy a priori the transmission conditions at the interfaces between the substructures, with respect to both displacements and stresses. These conditions are incorporated into the variational formulation.

The second feature (P2) defining this approach is the introduction of two-scale approximations with a strong mechanical content: the solution is assumed to be well-described locally in the vicinity of a point \( \mathbf{x} \) as the superposition of an infinite number of local vibration modes. These basic
modes (which can be interior modes, boundary modes or corner modes) satisfy the laws of dynamics. All wave directions are taken into account; the unknowns are discretized amplitudes for which the wavelength is rather large.

The last feature (P3) characterizing the VTCR is that we retain from the calculated discretized amplitudes only effective quantities related to the elastic energy, the kinetic energy, the dissipation work, etc. Emphasis was put on the most fundamental aspects. The VTCR does, in fact, enable the derivation of the exact solution for rods and beams. It was applied here to plates, for which more details will be given in a companion paper.

**Basic aspects of the VTCR**

*Reference problem*

In order to simplify the presentation, the problem will be formulated for an assembly of two structures, but it can easily be generalized to the case of *n* structures. Given two structures *S* and *S*′, ∂*S* and ∂*S*′ represent the boundaries of *S* and *S*′ respectively. We study the harmonic vibration of these two structures at a fixed frequency *ω*. All quantities can be defined in the complex domain: to an amplitude *Q*(*X*|) corresponds *Q*(*X*) exp(∗ω∗|). All quantities related to *S*′ will be designated by “∗′∗”. The environmental actions on *S* are represented in Figure 1:

- a displacement field *U*| over part ∂1*S* of the boundary *S*;
- a force density *F*| over part ∂2*S*; and
- a force density *f*| over the whole domain *S*.

Equivalent quantities are defined on *S*′.

Let us define for the structure *S* the field *S*| of couples *s* = (*U*, ′) such that:

\[ \begin{align*}
    & \mathcal{U} \in \mathcal{U} \quad \text{(finite-energy displacement set),} \\
    & \mathcal{V} \in \mathcal{S} \quad \text{(finite-energy stress set),} \\
    & \Gamma = \text{div} \mathcal{V} + \mathcal{F} \quad \text{on } \partial S, \\
    & \mathcal{V} = (l + i\eta) \mathcal{K} \mathcal{U} \quad \Gamma = -\omega^2 \rho (l - i\eta) \mathcal{U}. 
\end{align*} \]

\[ (1) \]

![Figure 1. Problem definition](image)
where \( K \) is Hooke’s operator, \( \rho \) the density and \( \eta \) are the (frequency-dependent) damping coefficients. The subspace of \( T \equiv U \otimes S \) associated with the homogenized conditions \((f_\omega = 0)\) is designated by \( S_{ad,0} \). Similarly, we introduce \( S'_{ad} \) and \( S'_{ad,0} \).

The problem to be solved can be formulated in the following manner:

Find \( \{[U(X), \varphi(X)]; X \in S\} \) and \( \{(U'(X), \varphi'(X)); X \in S'\} \) such that:

\[
\begin{align*}
 s & = (U, \varphi) \in S_{ad} & s' & = (U', \varphi') \in S'_{ad} \\
 \frac{\partial}{\partial S} & = \frac{\partial E}{\partial S} & \frac{\partial}{\partial S'} & = \frac{\partial E'}{\partial S'} \\
 \frac{\partial}{\partial S'} & = \frac{\partial E'_{ad}}{\partial S'} & \frac{\partial}{\partial S'} & = \frac{\partial E'}{\partial S'} \\
 (U - U') \hat{\Omega} & = 0 & (\varphi + \varphi') \hat{\Omega} & = 0.
\end{align*}
\]

The variational formulation associated with the VTCR

The VTCR is primarily a global formulation of the boundary conditions (2) in displacement as well as in force.

The initial feature (P1) used to characterize it is the use of a priori independent approximations within the substructures:

Find \( \{[U, \varphi'); \in S_{ad} \) and \( \{(U', \varphi'); \in S'_{ad} \) such that:

\[
\text{Re}\left\{-i\omega\left[\int_{\partial S} \delta \varphi \left(U - U'_{ad}\right) \hat{\Omega} d\tau + \int_{\partial S} \left(\varphi - \varphi'_{ad}\right) \delta U^* d\tau + \int_{\partial S} \left(\varphi' - \varphi'_{ad}\right) \delta U'^* d\tau + \frac{1}{2} \int_{\Gamma} \left(\delta \varphi \varphi - \delta \varphi' \varphi'\right) (U - U')(U' - U'^*) + \left(\varphi + \varphi'\right)(\delta U^* + \delta U'^*) \hat{\Omega} d\tau \right]\right\} = 0
\]

\[\forall \delta S = (\delta U, \delta \varphi) \in S_{ad,0} \quad \forall \delta S' = (\delta U', \delta \varphi') \in S'_{ad,0} \]

where “\( \text{Re}[A] \)” designates the real part of \( A \) and “\( A^* \)” designates the conjugate of \( A \).

**Theorem 1.** This new formulation is equivalent to the reference problem (2) if:

1. Problem (2) has a solution.
2. Hooke’s tensors are positive definite.
3. The damping factors are greater than or equal to zero.

**Remarks.** The quantities used in this formulation are powers. This formulation is an extension to dynamic problems of a formulation proposed by Ladevèze (1981) for the static case. In fact, it is an extension of the variant developed by Hochard et al. (1993).
Contrary to usual formulations, displacements and forces may be applied at the same time on the same boundary. In this case, the following quantity should be considered:
\[
\frac{1}{2} \text{Re} \left\{ -i \omega \left[ \int_L \delta \mathbf{m}(\mathbf{U}^* - \mathbf{U}_d^*) + (\mathbf{m} - \mathbf{E}_d) \delta \mathbf{U}^* d\tau \right] \right\} .
\] (5)

Damping plays a major role in the new formulation. Let us introduce for substructure \( S \) the dissipated power, which is defined by:
\[
E_D(\mathbf{U}) = \frac{\omega^3}{2} \int_S \rho \theta \mathbf{U} \mathbf{U}^* dS + \frac{\omega}{2} \int_S \eta \text{Tr} \left[ K \mathbf{U} \mathbf{U}^* \right] dS .
\] (6)

A similar quantity is defined for \( S' \).

It is thus possible to write the new formulation as: find \( s \in S_{ad} \) and \( s' \in S'_{ad} \) such that:
\[
\delta \left[ E_D(\mathbf{U}) + E_D'(\mathbf{U}') \right] + \left\langle \delta \left[ \begin{array}{c} s \\
 s' \end{array} \right], \delta \left[ \begin{array}{c} s \\
 s' \end{array} \right] \right\rangle = \left( L_d, \delta \left[ \begin{array}{c} s \\
 s' \end{array} \right] \right)
\] (7)

where \( L_d \) is a linear form and \( \left\langle \mathbf{u}, \mathbf{v} \right\rangle = -\left\langle \mathbf{v}^*, \mathbf{u}^* \right\rangle \), (8)

The symmetrical part of the linear operator associated with the new formulation depends strongly on the damping factors. As a consequence of equations (7) and (8), the dissipated power is:
\[
E_D(\mathbf{U}) + E_D'(\mathbf{U}') = \frac{1}{2} \left( L_d, \left[ \begin{array}{c} s \\
 s' \end{array} \right] \right) .
\] (9)

**Approximations**

**Principle**

All that is necessary, in order to develop approximations from the VTCR, is to define the subspaces \( S_{ad}^h \) and \( S_{ad,0}^h \) (resp. \( S_{ad}^{h'} \) and \( S_{ad,0}^{h'} \) from \( S_{ad} \) and \( S_{ad,0} \) (resp. \( S_{ad}^{h'} \) and \( S_{ad,0}^{h'} \)). Under the conditions (4), the approximated formulation can be written as: find \( s^h = (\mathbf{U}^h, \mathbf{q}^h) \in S_{ad}^h \) and \( s'^h = (\mathbf{U}'^h, \mathbf{q}'^h) \in S_{ad}^{h'} \) such that:
\[
\delta \left[ E_D(\mathbf{U}^h) + E_D'(\mathbf{U}'^h) \right] + \left\langle \left[ \begin{array}{c} s^h \\
 s'^h \end{array} \right], \delta \left[ \begin{array}{c} s^h \\
 s'^h \end{array} \right] \right\rangle = \left( L_d, \delta \left[ \begin{array}{c} s^h \\
 s'^h \end{array} \right] \right)
\] (10)

\[ \forall \delta s^h \in S_{ad,0}^h \quad \forall \delta s'^h \in S_{ad,0}^{h'} .\]
The second characteristic feature of the variational theory of complex rays is the use of two-scale approximations with strong mechanical content by differentiating three zones: the interior zone, the edge zone (Bolotin, 1960) and the corner zone. For example, in the vicinity of a point $X$ in the interior zone, the solution is assumed to be well-described locally as the superposition of an infinite number of local vibration modes, which can be written in the following manner:

$$U(X, Y, P) = W(X, Y, P) \cdot \exp(i\omega_P Y)$$

$$\sigma(X, Y, P) = C(X, Y, P) \cdot \exp(i\omega_P Y),$$

where $X$ represents the “slow” variable and $Y$ the “fast” one. $P$ is a vector characterizing the local vibration mode. These modes satisfy the law of dynamics in an infinite medium. They are defined explicitly in terms of the fast variable and, therefore, the unknowns are only large wavelength quantities. The definitions of corner and edge modes are very similar.

**Complex rays of nth order for the interior zone**

Given a homogeneous substructure, let us consider, for simplicity’s sake, the case where there is no force density ($\int f = 0$). The first characteristic of the $n$th-order complex rays is that they can be considered as vibration modes in an infinite domain with the same mechanical properties as substructure $S$, i.e. they belong to $S_{int}$. We have:

$$-k^2 \rho \omega^2 U = \text{div}(K_1(U))$$

$$\sigma = (1 + i\eta) K_1(U)$$

$$k^2 = \frac{1 - i\delta}{1 + i\eta}.$$  

The damping factors are assumed to be small. Thus, $k$ can be written as follows:

$$k \approx (1 - i\frac{\delta}{2}) \quad \text{with} \quad \delta = (\theta + \eta).$$  

The second feature of $n$th-order complex rays is that they can be expressed as:

$$U(X, Y, P) = W(X, Y, P) \cdot \exp \left( \frac{\omega}{2} P \cdot X \right) \cdot \exp \left( i\omega_P Y \right)$$

$$\sigma(X, Y, P) = (1 + i\eta) K_1(U).$$  

The generalized amplitude $W$ is an $n$th-order polynomial in $X$.

**Remark.** The 0th-order complex ray can be considered as the first term of an asymptotic development where the small parameter is the factor $\frac{1}{\lambda}$. This is a well-known concept in geometric optics (Bouche and Molinet, 1994; Ohayon, 1989).
Here, the method is revisited in order to build an exact solution in an infinite domain.

0th-order complex rays
In this case, the modes can be written as:

$$U(X, Y, P) = W(P) \exp \left( \frac{i}{2} \delta P X \right) \exp (i \omega P Y)$$

$$\sigma(X, Y, P) = (1 + i \eta) K_1(U) \cdot (15)$$

From equation (12), \((U, \sigma) \in S_{ad}\) if and only if:

$$W = \frac{1}{p} K \left[ W, P' \right]_{sym} \cdot P.$$  \hspace{2cm} (16)

By introducing:

$$A \bullet = \frac{1}{p} K \left[ \bullet, P' \right]_{sym} \bullet \quad \text{with} \quad \bullet = \frac{P}{P'},$$  \hspace{2cm} (17)

the previous problem for a single given direction \(\bullet\) can be rewritten as an eigenvalue problem: find \((p, W)\) with \(W \neq 0\) such that:

$$W = p^2 A W.$$  \hspace{2cm} (18)

\(A\) is a positive definite operator, such as Hooke’s tensor \(K\).

Thus, the classical spectral theory can be applied. For each direction \(\bullet\), we can find two couples \((p_1, W_1)\) and \((p_2, W_2)\) solutions of (16), with:

$$p_2 \geq p_1 > 0 \quad |W_1| = |W_2| = 1 \quad W_1, W_2 = 0,$$  \hspace{2cm} (19)

where \(P\) belongs to one of the two curves \(C_1\) or \(C_2\), depending on the material properties:

$$C_1 = \{P\ \text{such as} \ P = p_1 \bullet \}\quad C_2 = \{P\ \text{such as} \ P = p_2 \bullet \}.$$  \hspace{2cm} (20)

Example. For an isotropic material, Hooke’s operator can be written as:

$$K_1 = \gamma \text{Tr}[\bullet] \mathbf{1} + 2 \mu \bullet.$$  \hspace{2cm} (21)

In this case, \(C_1\) and \(C_2\) (Figure 2) are two circles and their respective radii are \(\left[ \frac{\mu}{2 \mu + \gamma} \right]^2\) and \(\left[ \frac{\gamma}{\mu} \right]^2\).

nth-order complex rays
The modes must satisfy the law of dynamics; therefore, each mode must satisfy the following equation:
\[-k^2 \rho \omega^2 \mathbf{W} = -k^2 \omega^2 \mathbf{K} [\mathbf{W} \mathbf{P}^l]_{\text{sym}} \mathbf{P} + i k \omega (\text{div} \mathbf{K} [\mathbf{W} \mathbf{P}^l]_{\text{sym}} + \mathbf{K}_l (\mathbf{W}) \cdot \mathbf{P}) + \text{div} \mathbf{K}_l (\mathbf{W}), \tag{22}\]

or:
\[
W \frac{A \mathbf{W}}{p^2} = - \frac{i}{\rho \omega} \text{div} \mathbf{K} [\mathbf{W} \mathbf{P}^l]_{\text{sym}} + [\mathbf{K}_l (\mathbf{W}) \mathbf{P}] - \frac{1}{\rho k^2 \omega^2} \text{div} \mathbf{K}_l (\mathbf{W}). \tag{23}\]

If \(W\) is an nth-order complex ray, the left-hand side of the previous relation is an nth-order expression also. The two elements on the right-hand side of the equation are, therefore, of order \((n - 1)\) and \((n - 2)\) respectively. Thus, it is easy to build a general approach in order to describe the nth-order complex rays. On the first order, the complex ray can be written as:
\[
W (\mathbf{X}, \mathbf{P}) = W^0 (\mathbf{P}) + W^1 (\mathbf{X}, \mathbf{P}), \tag{24}\]

where \(W^0\) is a constant and \(W^1\) is linear with respect to \(\mathbf{X}\). Since \(W\) must satisfy equation (23), we have:
\[
W^1 - \frac{AW^1}{p^2} = 0 \tag{25}\]
\[
W^0 - \frac{AW^0}{p^2} = - \frac{i}{\rho \omega} \text{div} \mathbf{K} [W^1 \mathbf{P}^l]_{\text{sym}} + [\mathbf{K}_l (W^1) \mathbf{P}] + 0.
\]

From the first equation, we can get:
\[
W^1 = a^1 W^0 + a^2 W^2, \tag{26}\]

where \(W^1\) and \(W^2\) are the eigenvectors of \(A\) relative to direction \(u\). We will describe only the construction of \(a^1\), since the construction of \(a^2\) is similar. To the direction \(u\) is associated the solution \((p_1, W^1)\) of equation (18). Since we have:

![Figure 2. Set of wave vectors for the interior zone](image-url)
\[ a^1 = (\Gamma^1)^i X \]  
where \( \Gamma^1 \) is a constant vector, \hspace{1cm} (27)

then:

\[
W^0 - \frac{A W^0}{p_1^2} = -\frac{i}{\rho k \omega} \left[ K[\Gamma^1, W^0]\text{sym}_p + K[W_t, P^t]_\text{sym} \right]. \hspace{1cm} (28)
\]

Equation (28) has \( W^0 \) for a variable. \( A \) is a symmetric, definite operator; therefore, equation (28) has a solution if and only if the second member of the equation is orthogonal to the kernel of the operator:

\[
\begin{bmatrix}
1 - \frac{A}{p_1^2}
\end{bmatrix}, \hspace{1cm} (29)
\]

which is defined by:

\[
\{ \lambda W_1 | \lambda \in \mathbb{R} \}. \hspace{1cm} (30)
\]

Thus, we have the condition:

\[
W_t^1 : \left[ K[\Gamma^1, W^1]\text{sym}_p + K[W_t, P^t]_\text{sym} \right] = 0, \hspace{1cm} (31)
\]

which can be written as:

\[
\Gamma^1 : \left[ K[W_t, P^t]_\text{sym} W_1 \right] = 0. \hspace{1cm} (32)
\]

Therefore:

\[
\Gamma^1 = \gamma^1 X_3 \wedge \left[ K[W_t, P^t]_\text{sym} W_1 \right]. \hspace{1cm} (33)
\]

Then, for \( p_2 \neq p_1 \), we have:

\[
W^0 = q^1 W_1 + q^2 W_2, \hspace{1cm} (34)
\]

where \( q^1 \) is arbitrary and

\[
q^2 \left( 1 - \frac{p_2^2}{p_1^2} \right) = -\frac{i}{\rho k \omega} \left[ Tr[\Gamma^1, W^1]\text{sym}_p [P^t, W^1]_\text{sym} \right] \hspace{1cm} (35)
\]

In summary, first-order complex rays contain 0th-order complex rays. In the case \( p_2 > p_1 \), they also depend on two constants \( \gamma^1 \) and \( \gamma^2 \).
Edge and corner complex rays

In order to simplify the presentation, we will describe only the 0th-order edge and corner complex rays. Figure 3 shows the domain (the material is hatched).

The first characteristic of an edge complex ray is that it is admissible in a semi-infinite environment and, thus, it satisfies equation (12). The second characteristic of edge rays is the way they are represented:

\[ U(X, Y, P) = W(X, P) \cdot \exp(\omega t P X) \cdot \exp(\omega_1 P X_1) \cdot \exp(\omega_2 P X_2) \]

\[ v(X, Y, P) = (1 + \eta) K Q(U) \]

\[ P = -ip_1 N_1 + p_2 N_2, \]

where \( W(X, P) \) is a polynomial in terms of the slow variable \( X \) (here \( X_2 \)) and \( p_1 > 0 \).

The 0th-order edge complex rays can be defined by:

\[ W = \frac{1}{\rho} [K [W \cdot P^t]_{sym} P]. \]

This equation can be written in the same form as in (18). Considering the case of an isotropic material:

\[ \frac{1}{\rho} \gamma [P^t, W] P + \frac{2\mu}{\rho} [W \cdot P^t]_{sym} P, \]

so that:

\[ W = \frac{P}{\rho} \gamma + \mu \] \( P^t, W \) + \( \frac{W}{\rho} [P^t, P] \),

thus:

\[ W \left( 1 - \frac{\mu}{\rho} P^t P \right) = P^t W \left( \frac{\gamma + \mu}{\rho} \right) P. \]

Figure 3.
Edge vibration analysis
The solutions to this equation are:

First case:

\[ P^t P = -p_1^2 + p_2^2 = \frac{\rho}{\mu} \quad \rho_1 > 0 \]

\[ W = w[N_2 p_2 + iN_1 \rho_1] \]

where \( w \) is a parameter.

Second case:

\[ P^t P = -p_1^2 + p_2^2 \neq \frac{\rho}{\mu} \]

\[ W = wP. \]

From equation (40), we can get:

\[ 1 - \left( \frac{2\mu + \gamma}{\rho} \right) P^t P = 0, \]

then:

\[ -p_1^2 + p_2^2 = \frac{\rho}{2\mu + \rho} \quad \rho_1 > 0. \]

The admissible values of \((\rho_1, \rho_2)\) are given on Figure 4. We will not take these edge modes into account because they oscillate more than interior modes. In other terms, we consider that there are no edge modes.

Let us now consider the corner zone represented on Figure 5. The vibration mode is localized in the corner zone; therefore, it can be expressed as:

\[ iP X = \alpha (n_1 X) + \beta (n_2 X) \]

with \( \text{Re}[\alpha] > 0 \) and \( \text{Re}[\beta] > 0. \) If, eventually, we are interested in only the realistic modes, it is easy to prove that there can be no such modes in this case. In plate applications, however, things are different: there are edge and corner modes. Therefore, in the rest of this presentation, we will consider all the possible modes.

![Figure 4](image-url)
Subspace $S^h_{a_k}$

Let us consider approximations by complex rays for the interior zone and the edge zone when they exist. For the interior zone, the $n$th-order complex rays constitute two families if:

$$ P \in C_1 $$

$$ U^1(X, Y, P) = W(X, P)[a^1(P)]. \exp \left( \frac{\delta}{2} P \cdot X \right) \exp (i \omega P \cdot Y) $$

$$ \mathbf{f}^1(X, Y, P) = (1 + i \eta) K_1(U^1) $$

$$ P \in C_2 $$

$$ U^2(X, Y, P) = W(X, P)[a^2(P)]. \exp \left( \frac{\delta}{2} P \cdot X \right) \exp (i \omega P \cdot Y) $$

$$ \mathbf{f}^2(X, Y, P) = (1 + i \eta) K_1(U^2). $$

For the interior zone, we take into account all admissible directions for the rays. The solution is thus:

$$ U^I(X, Y) = \int_{C_1} U^1(X, Y, P) ds_P + \int_{C_2} U^2(X, Y, P) ds_P $$

$$ \mathbf{f}^I(X, Y) = (1 + i \eta) K_1(U^I). $$

The integrals are calculated along curves $C_1$ and $C_2$. It is clear that $U^I$ depends on the generalized amplitudes $a_1$ and $a_2$, which are relative to $\mathbf{P}$ defined on $C_1$ and $C_2$ respectively.

$$ a_1 : P \rightarrow a_1(P), \quad a_2 : P \rightarrow a_2(P) $$

$$ C_1 \rightarrow C_1^m, \quad C_2 \rightarrow C_2^m. $$

The two curves $C_1$ and $C_2$ are discretized using finite elements. For example, the amplitudes $a_1$ and $a_2$ are assumed to be constant within each element. In this case, we have:

$$ a_1(P) = H^1(P)a_1^h \quad \text{for} \quad P \in C_1 $$

$$ a_2(P) = H^2(P)a_2^h \quad \text{for} \quad P \in C_2, $$

Figure 5.
Corner vibration analysis
where $\mathbf{a}^l, h$ is the column of generalized amplitudes:

$$
a^l, h = \begin{bmatrix} a^h_1 \\ a^h_2 \\ \vdots \\ a^h_{50} \end{bmatrix},
$$

associated with the finite element discretization. Then, the approximation resulting from this discretization can be defined by equations (47) and (49). We have:

$$
\begin{align*}
U^{l,h}(X,Y) &= W^{l,h}[a^l, h] \\
\zeta^{l,h}(X,Y) &= C^{l,h}[a^l, h],
\end{align*}
$$

where $W^{l,h}$ and $C^{l,h}$ are two operators dependent on $X$ and $Y$. The generalized amplitude $a^l, h$ belongs to $C^m$.

The same procedure can be applied to the corner or the edge zone:

$$
\begin{align*}
\mathcal{U}^{B,h}(X,Y) &= W^{B,h}[a^{B,h}] \\
\zeta^{B,h}(X,Y) &= C^{B,h}[a^{B,h}],
\end{align*}
$$

Finally, by summing up all contributions from the interior zone, the edge zone and the corner zone, we get:

$$
\begin{align*}
U^h(X,Y) &= W^h[a^h] \\
\zeta^h(X,Y) &= C^h[a^h],
\end{align*}
$$

where $W^h$ and $C^h$ are two operators dependent on $X, Y$. The subspace $S^{h,ad}$ is then defined by:

$$
S^{h,ad} = \left\{ (U^h, \zeta^h) / U^h = W^h[a^h]; \zeta^h = C^h[a^h]; a^h \in C^m \right\}.
$$

**Discretized problem for a fixed frequency**

Given the assembly of two substructures $S$ and $S'$, the variational theory which we just described leads to a linear system of equations in the complex domain:

$$
[\mathbf{B}^h + \mathbf{Z}^h] \begin{bmatrix} \mathbf{a}^h \\ \zeta^h \end{bmatrix} = \mathbf{L}_l^h.
$$

$\mathbf{B}^h$ is the damping matrix – a real, symmetric, positive definite operator. The operator $\mathbf{Z}^h$ is associated with the bilinear form $< \bullet, \bullet >$. It is defined such that:

$$
(\mathbf{Z}^h)^* = -\mathbf{Z}^h.
$$

As a result of these last properties, equation (55) always has a unique solution.

**Remark.** Two cases can be identified. Either the excitation is at a fixed frequency $\omega$, or it spans an interval $\Delta \omega$. An ad hoc technique was developed for the latter case and will be presented in a subsequent paper.
**Generalized amplitudes**

In order to solve the medium-frequency problem, it is necessary to extract from the solution the generalized amplitudes. The spatial distribution of the solution has no "physical meaning" from the mechanical point of view. This is the third feature (P3) which characterizes the variational theory of complex rays.

Given a substructure \( S \), the quantities involved can be expressed as \( q(X,Y) \). In this case, the effective quantity is defined by:

\[
\tilde{q}(X) = \frac{1}{4L^2} \int_{-L}^{L} dY_1 \int_{-L}^{L} dY_2 q(X,Y).
\]

(57)

\( L \) is the characteristic dimension of the domain \( S \). It is also possible to define effective quantities on the edge of \( S \). Among the possible quantities, we can choose the elastic energy, the kinetic energy, the vibratory intensity or the dissipation. These quantities can also be defined for an interval \( \Delta \omega \).

**Application to the calculation of medium-frequency plates assembly**

**Classical formulation**

We consider only the assembly of two isotropic homogeneous plates with \( \Sigma \) and \( \Sigma' \) as reference surfaces. For each plate, we take into account the normal displacement \( w \) and the moment operator \( M \). Figure 6 describes the problem. The plate theory used here is Kirchhoff-Love’s.

In order to simplify the presentation, the damping factors \( \theta \) and \( \theta' \) are ignored.

The subspace \( S_{\text{ad}} \) is then defined by:

\[
S_{\text{ad}} = \left\{ (L,M) \in W \otimes S/ (L,M) \text{ satisfy (59) and (60)} \right\},
\]

(58)

\[
\triangle \triangle w \frac{2(1 + i\eta)E_0 h^3}{3(1 - \nu^2)} = 2\rho h \omega^2 w \quad \text{on } \Sigma,
\]

(59)

\[ \Gamma \]

\[ \Sigma \]

\[ \Sigma' \]

\[ \delta \Sigma \]

\[ \delta \Sigma' \]

Figure 6.
Reference problem
\[ M = \frac{2\eta^3}{3}(1 + i\eta) K_{CP} X(w) \quad \text{on} \quad \Sigma. \]  

(60)

\( S_{ad}' \) is defined in the same way.

Thus, the problem to be solved can be written as:

Find \( (w, M) \in S_{ad} \) and \( (w', M') \in S_{ad}' \) which satisfy the boundary conditions:

\[
\begin{align*}
  w &= w_d & \text{on } \partial_{ad} \Sigma \\
  w_{,n} &= w_{,nd} & \text{on } \partial_{nd} \Sigma \\
  - n \cdot M_{,n} &= M_d & \text{on } \partial_{M} \Sigma \\
  - (n \cdot \text{div}[M]) + (t[M]) &= K_d & \text{on } \partial_{Kd} \Sigma \\
  [t[M_{,n}]] &= 0 & \text{on the corner of } \partial \Sigma \\
  w &= w' & \text{on } \Gamma \\
  w_{,n} &= w'_{,n} & \text{on } \Gamma \\
  n \cdot M_{,n} &= n' \cdot M'_{,n}' & \text{on } \Gamma \\
  n \cdot \text{div}[M] + (t[M]) &= n' \cdot \text{div}[M'] + (t'[M'])_{,n}' & \text{on } \Gamma.
\end{align*}
\]

(61)

Variational formulation

Find \( (w, M) \in S_{ad} \) and \( (w', M') \in S_{ad}' \) such that:

\[
\begin{align*}
  \text{Re} \left\{-i\omega \left( \int_{\partial_{ad} \Sigma} \delta n \cdot M_{,n}(w - w_{,n})^* dL - \int_{\partial_{ad} \Sigma} \delta K_n(w - w_d)^* dL \\
  + \int_{\partial_{ad} \Sigma} (n \cdot M_{,n} - M_d) \delta w_{,n}^* dL - \int_{\partial_{ad} \Sigma} (K_n - K_d) \delta w^* dL \\
  + \int_{\partial_{ad} \Sigma} \delta n' \cdot M'_{,n}'(w - w_{,n})^* dL - \int_{\partial_{ad} \Sigma} \delta K_{n'}(w' - w_d')^* dL \\
  + \int_{\partial_{ad} \Sigma} \delta (M_{,n}' - M_d') \delta w_{,n}' dL - \int_{\partial_{ad} \Sigma} (K_{n'} - K_{d}') \delta w^* dL \\
  - \sum_{\partial \Sigma \text{corner}} [t[M_{,n}]] \delta w^* - \sum_{\partial \Sigma \text{corner}} [t'[M']_{,n}'] \delta w^* \\
  + \int_{\Gamma} \left\{ \frac{1}{2} \delta (n \cdot M_{,n} - n' \cdot M'_{,n}') (w_{,n} + w_{,n}') - \delta (K_n - K_{n'}) (w - w_d')^* \\
  + \int_{\Gamma} \frac{1}{2} \delta (n \cdot M_{,n} - n' \cdot M'_{,n}') (w_{,n} - w_{,n}')^* - (K_n + K_{n'}) (w + w_d')^* \right\} dS \right\} \\
  &= 0.
\end{align*}
\]

(62)
Approximations
The numerical examples presented here use 0th-order complex rays. The way in which they are built is described previously.

For plate $\Sigma$, a complex ray

$$w(X, Y, P) = V(X, P) \exp \left( \frac{\eta}{4} \sqrt{\omega} P X \right) \exp (i \sqrt{\omega} P Y),$$

is admissible if and only if:

$$\rho 2 h \omega^2 w = \frac{2h^3}{3} \frac{E}{(1 - \nu^2)} (1 + i \eta) \triangle w \quad \text{on } \Sigma,$$

Thus:

$$(P \cdot P)^2 = r^4 \quad \text{with } r^4 = \left( \frac{3\rho (1 - \nu^2)}{h^2 E} \right),$$

and so, the admissible wave vector set for the interior zone is a circle of radius $r$.
For the edge zone and the corner zone, see before.

Examples
Comparison with an analytical solution
In the case of a rectangular plate simply supported on its edges (Figure 7),
the eigenmodes are known analytically. The mechanical properties are given by:

$$E = 23 \text{Gpa}; \eta = 0.001; \nu = 0.3; \rho = 250 \text{kg/m}^3; \omega = 6,000 \text{Hz}, F_d = 1 \text{N.}$$

In order to be in the medium-frequency case, the number of eigenmodes must be greater than 1,000. In this case, we will use as reference the solution obtained with 1,600 eigenmodes.

As we can see on Figures 8 and 9, the results given by the VTCR are good even though the solution may differ slightly locally (64 degrees of freedom were used to solve the problem).

In order to compare the different solutions using an effective quantity, we considered the average displacement in the plate around 6,000Hz (Figure 10). The VTCR is able to predict the right level.

Triangular plate
In the case of a triangular plate, it is impossible to predict which wave directions are relevant. In this case, a continuous description of the amplitude circle allows us to take into account all wave directions, thus ensuring that none are forgotten (Figure 11).

The solution was obtained using 64 interior degrees of freedom, 11 edge degrees of freedom and one corner degree of freedom. The result is satisfactory, given that the boundary conditions are satisfied in an average sense (Figure 12).
### 3D plates assembly

The mechanical properties of 18 steel plates (Figure 13) are given by:

\[ E = 210 \text{GPa}; \eta = 0.01; \nu = 0.3; \rho = 7,800 \text{kg/m}^3; h = 0.0016 \text{m}; \omega = 3,000 \text{Hz}; \]

\[ F_d = 1 \text{N}. \]

---

**Figure 7.**
Configuration

**Figure 8.**
Analytical solution

**Figure 9.**
VTCR solution (64 d.o.f.)

**Figure 10.**
VTCR solution (64 d.o.f.)
The solution was obtained using 30 interior modes and six edge modes per plate. In this case, we had to solve a $(5,328 \times 5,328)$ linear problem, since first-order complex rays were used.

The number of degrees of freedom is very small (296 per plate) given the frequency. The boundary conditions are satisfied in an average sense. In order to compare the VTCR solution (Figure 14) with experimental data, the effective displacements on patches can be post-processed (Figure 15). These effective quantities are not very sensitive and are physically more meaningful than classical quantities such as point displacements, which can be subject to large variations when any of the input data varies. The VTCR can easily calculate any number of homogeneous substructures with no special difficulty.

**Conclusion**

The proposed approach called the “variational theory of complex rays” was introduced in order to calculate the vibrations of weakly damped elastic
structures in the medium-frequency range. It is a very general approach and it has a strong mechanical basis. In some cases, such as beam assemblies, it leads to the exact solution in tension as well as in bending. For complex structures, the VTCR seems to be a promising theory for medium-frequency applications. In the near future, other works will better outline its possibilities. In particular, an appropriate approach will be proposed to deal with wide-band frequency excitation.
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