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Abstract

This work proposes a new research direction to address the lack of structures in traditional n-gram models. It is based on a weakly supervised dependency parser that can model speech syntax without relying on any annotated training corpus. Labeled data is replaced by a few hand-crafted rules that encode basic syntactic knowledge. Bayesian inference then samples the rules, disambiguating and combining them to create complex tree structures that maximize a discriminative model’s posterior on a target unlabeled corpus. This posterior encodes sparse selectional preferences between a head word and its dependents. The model is evaluated on English and Czech newspaper texts, and is then validated on French broadcast news transcriptions.

Index Terms: speech parsing, unsupervised training, inference

1. Introduction

N-gram models have several well-known theoretical limitations, most notably regarding the fact that they reduce natural language syntax to a small linear context. Despite these limitations, most, if not all, current state-of-the-art automatic speech recognition systems are based on n-gram models. Several interesting alternative have been proposed that try to introduce structure back into such systems. Probably the most well-known is the Structured Language Model of Chelba and Jelinek \cite{1}. However, these approaches have so far not been able to outperform the n-grams by a large-enough margin to make them become the new mainstream type of language models. The reason for this might come, partially, from both the lack of robustness of current parsers to speech recognition errors and the difficulty to accurately model speech syntax, which does not benefit from as large treebanks as written text in many languages. Thus, we believe that a solution to these issues would be to further investigate the weakly supervised machine learning area and how it could be used to replace corpus annotations by other types of knowledge that shall guide the unsupervised training of parsers designed for speech. Our long-term objective is thus to design accurate parsers for speech transcriptions that would not rely on large annotated treebanks and still would be good enough to be integrated into speech recognition systems thus compensating the lack of structures of current n-gram models.

This work describes the first part of this ambitious goal, that is the proposal of a new weakly supervised parser for speech transcripts that exploits a few hand-crafted rules as a substitute to corpus annotations. We first review the literature about unsupervised training in Section 2, and then describe our model in Section 3. We then validate experimentally the proposed model in Section 5, first on written text corpora for English and Czech, in order to show that the approach can be used to train new models for different languages at a low cost, and finally on French speech transcripts. The integration of this model into a speech recognition system is another challenging task that is left for future work.

2. Related works

Unsupervised parsing aims at automatically producing syntactic trees on top of a raw, unlabeled text corpus. Many amongst the most successful approaches in the field \cite{2, 3, 4, 5, 6} exploit some stochastic process to decompose parents-children dependencies. The parameters of these models are typically trained so as to maximize the sparsity of selectional preferences in the corpus. Although no manual annotations are given, one can argue that some “linguistic” knowledge is nevertheless introduced in the model’s definition, for instance in the set of conditional independencies, priors and initial parameters. It has further been shown that adding some kind of knowledge might greatly improve the performances of unsupervised parsers and help to control their convergence and the resulting structures.

Hence, \cite{7} exploit phylogenetic dependencies between human languages, \cite{8} replace standard corpus annotations with a few syntactic prototypes and \cite{9} make use of semantic cues. The posterior regularization framework \cite{10} is often used to integrate constraints during inference, e.g., with a sparsity-inducing bias over unique dependency types \cite{11} or with a few universal rules that are valid across languages \cite{5}.

Most of these works rely on a generative Bayesian model because of fundamental theoretical limitations concerning unsupervised training of discriminative models. Nevertheless, as discussed in Section 3.2, using knowledge to constrain inference makes the training of discriminative models possible even without any supervised annotation \cite{12}. Several different approaches have thus been proposed to train discriminative parsers on unlabeled corpora, for instance by transferring dependency grammars from English to other languages within the posterior regularization framework and with discriminative models \cite{13} or by defining preferred dependency constraints within the generalized expectation framework with tree CRFs \cite{14}. Semi-supervised discriminative parsers can also make a very efficient use of even a few annotated sentences, such as in the SEARN paradigm \cite{15, 16}. Our work has also been inspired by the “Constraint-Driven Learning” paradigm, as proposed in \cite{17, 18} and generalized in \cite{19}, as well as with \cite{20, 8}.

3. Proposed framework

We propose a weakly supervised approach that relies on two main components: a set of rules that generate dependency structures

The inference algorithm described in Section 3.3 is then applied to every input sentence. Then, the score \( s_R \) that represents the level of confidence of this rule: the larger \( s_R \) is the more chance has the rule to be correct. This score is computed from word \( d \), head word \( h \), word order \( w \) of sentence \( u \) to the head word \( h \) of sentence \( u \). The fifth parameter is the score \( s_R \) which is the main latent variable; it is the set of rules that link every pair of words with every possible dependency label. This situation reflects the fact that there are much more automatic rules (up to 40 rules per sentence) than manual rules (up to 40 instances of every rule computed with the SVM, and all rules which score is below 0 are removed. The inference algorithm described in Section 3.3 is then applied with these rules, just as it is done with the manual rules, with the exception of two minor differences, which both come from the fact that there are much more automatic rules (up to 4000 rules per sentence) than manual rules (up to 40 rules instances per sentence), leading to a much larger search space. We have thus slightly adapted the proposed inference algorithm to accommodate this increased search space by checking as initial configuration the trees produced by the MATE parser, which has also been trained on \( C \).

The performances of both the initial MATE model and the proposed model with automatically trained rules are shown in Table 1.

### 3.1.2. Manually designed rules

The proposed framework supports many types of rules, which shall only take as input a sequence of words, check that some preconditions are met in the input, such as the existence of a noun followed by a verb, and output new annotations on the sentence, such as a subject relation between the noun and the verb.

The user has thus a lot of freedom in the types of rules he may write, and even correlated, ambiguous, incomplete and logically inconsistent rules are allowed, thanks to Bayesian inference that filters-out irrelevant rules. For instance, on the one hand, the user could write a single rule that links any word to any other word with any dependency label. This situation reflects the purely unsupervised case. On the other hand, the user could instead write a large set of so precise rules that the correct parse trees can be derived from them without ambiguity, leading to an ideal rule-based deterministic parser, in which the proposed Bayesian model is useless. The current work rather aims at some intermediate stage, where the user should write one or a few rules per dependency type, which, when combined, lead to relatively ambiguous parses, and where Bayesian inference shall only take care of resolving ambiguity to find the correct tree. The potential of the proposed method to support such unconstrained and intuitive rules makes the proposed approach unique in the field.

Given these general guidelines, we have implemented a “rule definition language” that extends traditional regular expressions to manipulate tree-like structures. This allows the user to write a simple text file with regular expressions to match some tree or sequence patterns and produce new dependency arcs. When these regular expressions are not expressive enough for the user, he can directly implement the rule interface in Java code, and thus manipulate the dependency tree structure the way he wants. In the following French and English experiments, the rules are defined using both formats, while only regular expressions are used for Czech.

In order to decide which rules he shall write, the user may use an existing annotation guide or examples of annotated sentences. In the following experiments, as it is difficult to master the three English, French and Czech annotation guides, we have rather given the first 50 labeled sentences per language as examples to the rules designer. Although he actually used only a small fraction of these annotations, we have nevertheless compared the resulting system with other semi-supervised approaches that exploit twice as much annotated sentences.

### 3.2. Scoring model

The second component of the framework is the model, which scores the full set of trees produced by the rules on the corpus. This score reflects two linguistic criteria: the sparsity of lexical preferences and lists of dependents for a given head word. The search algorithm, described in Section 3.3, then looks for the best sequences of rules, one per sentence of the corpus, that maximize the global model’s score. Note that the size of the search space depends on the level of ambiguity of the rules set.

In the following, the scoring model is implemented as a discriminative directed graphical model, shown in Figure 1. Classically, generative models are used in unsupervised systems, because discriminative models cannot learn from unlabeled data. However, our model is not purely unsupervised, because of the rules that constrain the values that the latent variables can take, leading to a weakly supervised training algorithm.

In Figure 1, \( R_u \) is the main latent variable; it is the score...
All experiments exploit the very same model, with the same \( \alpha \) parameters, but of course with different rules sets. The validation procedure consists of first removing the punctuation \(^7\) from all sentences of the corpus, as it is common in the other works we compare to; second, filtering out all sentences that are strictly longer than 10 (for English and Czech) or 15 words (for French); third, initializing the dependency trees by applying all applicable rules in a random order \(^8\); fourth, running 5000 iterations of Gibbs sampling. The corpus trees that give the highest log-posterior probability are chosen, and the "test" subset of these trees is compared against the gold corpus to compute the standard CoNLL Labeled (LAS) and Unlabeled (UAS) Attachment Scores metrics. The LAS is the ratio of correct head attachments with correct dependency label, while the UAS is the accuracy of head attachments, independently of their labels.

In order to limit the issue of data sparsity during inference, \( W_{u,t} \) takes as value the inflected form for words that occur more than 50 times in the corpus and their POS-tag otherwise; the domain of \( D_{u,t} \) also only considers a few amongst all possible dependency types: (OBJ, NMOD, PRD, SBJ, VC) for English, (Sb, Obj, Pred, AuxV and AuxT) for Czech, and (AUX, DET, OBJ, SUJ and POBJ) for French.

### 4.1. English evaluations

Our validation corpus for English is derived from the Penn Treebank [23], after removing all punctuation marks and filtering out all sentences that are strictly longer than 10 words, leading to the standard WSJ10 corpus. The LAS and UAS are reported on Section 23 of this corpus. The first 100 sentences of Sections 2 to 21 are extracted and used with their gold dependency tree to train the MATE parser and to extract our set of automatic rules (see 3.1.1). The rest of Sections 2 to 21 are merged with Section 23 to perform inference, after all dependency trees have been deleted from this corpus.

The last four rows in Table 1 report performances respectively for (i) a baseline that applies the manual rules in a random order; (ii) the proposed system with manual rules; (iii) a baseline formed by the supervised MATE parser trained on the first 100 sentences; (iv) the proposed system with automatic rules trained on the same first 100 sentences and combined with Bayesian inference.

![Figure 1: Plate diagram of the scoring model. Shaded nodes are observed and double arrows represent deterministic relations. \( N_u \) is the number of utterances in the corpus, \( N_{u,w} \) is the number of words in utterance \( u \), \( N_h \) is the size of the vocabulary and \( n \) is the constant (per head word) maximum number of dependents pre-computed over all possible rules sequences.](image)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>UAS [%]</th>
<th>LAS [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMV (no rules)</td>
<td>37.1</td>
<td>-</td>
</tr>
<tr>
<td>Improved DMV (Headden)</td>
<td>68.8</td>
<td>-</td>
</tr>
<tr>
<td>TSG-DMV (Cohn)</td>
<td>66.4</td>
<td>-</td>
</tr>
<tr>
<td>Phylogenetic (Berg-Kirkpatrick)</td>
<td>62.3</td>
<td>-</td>
</tr>
<tr>
<td>Posterior regularization (Druck)</td>
<td>61.3</td>
<td>-</td>
</tr>
<tr>
<td>Post. reg. Universal rules (Naseem)</td>
<td>71.9</td>
<td>-</td>
</tr>
<tr>
<td>Post. reg. Collins rules (Naseem)</td>
<td>73.8</td>
<td>-</td>
</tr>
<tr>
<td>SEARN 10 sentences (Daumé)</td>
<td>~ 72</td>
<td>-</td>
</tr>
<tr>
<td>SEARN 100 sentences (Daumé)</td>
<td>~ 75</td>
<td>-</td>
</tr>
<tr>
<td>SEARN 1000 sentences (Daumé)</td>
<td>~ 78</td>
<td>-</td>
</tr>
<tr>
<td>Random rules order (10 runs avg)</td>
<td>71.1</td>
<td>50.7</td>
</tr>
<tr>
<td>Bayesian inference (5000 iter)</td>
<td>75.6</td>
<td>57.0</td>
</tr>
<tr>
<td>MATE parser trained on 100 sent.</td>
<td>73.4</td>
<td>64.9</td>
</tr>
<tr>
<td>MATE, inf. with automatic rules</td>
<td>75.0</td>
<td>65.9</td>
</tr>
</tbody>
</table>

Table 1: Dep. parsers on the WSJ10 corpus. The confidence interval is ±0.4%.

\(^7\)Arcs below a punctuation mark are recursively moved up to rather attach to the first head word that is not a punctuation.

\(^8\)Or, for the automatically trained rules, with the trees produced by the MATE parser that has been trained on the first 100 labeled sentences of the training corpus.

22 rules have been used in these experiments. This experiment validates the proposed approach on a standard English corpus, and shows that it obtains good results as compared to the state-of-the-art. Our weakly supervised model obtains the best UAS scores with 22 manual rules only, while the best LAS scores are obtained by our model with rules automatically extracted from 100 annotated sentences. The large difference in LAS scores between manual and automatic rules is due to the limited number of manual rules, which cover only 19 out of the 44 dependency types in the WSJ10.

4.2. Czech evaluations

Our Czech evaluation corpus is extracted from the training part of the Prague Dependency Treebank(PDT) [24], with punctuations removed and sentences longer than 10 words filtered out. The remaining corpus, composed of 140 Kwords in 24.5 Ksentences, has further been split into a training (80%) and a test part (20%) in order to match the experimental conditions in [11]. Bayesian inference is realized on the joint train and test corpus, and performances are computed on the test part only. The PDT contains about 2% of non-projective arcs. Although our pruning strategy favors projective trees (see Section 3.3), it does allow crossing dependencies and the rules provide enough constraints to output non-projective trees. Hence, we have observed 2.5% of non-projective arcs in the trees produced by our model. Table 2 reports the obtained results and compare them with the system described in [11], which is an unsupervised DMV-based approach that is trained with additional constraints for dependency type sparsity. The proposed system gives very competitive results with only 14 simple rules.

<table>
<thead>
<tr>
<th>Rule</th>
<th>System</th>
<th>UAS [%]</th>
<th>LAS [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random rules order (10 runs avg)</td>
<td>62.2</td>
<td>57.0</td>
<td></td>
</tr>
<tr>
<td>Bayesian inference (5000 iters)</td>
<td>67.2</td>
<td>62.6</td>
<td></td>
</tr>
<tr>
<td>Supervised MATE</td>
<td>83.3</td>
<td>78.2</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Experimental results on the French broadcast news corpus. The confidence interval is ±2.49%.

4.3. French evaluations

Although previous semi-supervised parsers have been proposed for French written texts [25], there is no semi-supervised state-of-the-art results to compare with for French broadcast news. We thus compare in Table 3 the proposed model with the supervised MATE parser trained on the 50,000 words that form the training corpus of the Ester Treebank [26]. The Ester Treebank is the only corpus available annotated with dependencies and composed of broadcast news manual speech transcriptions in French. After filtering out all utterances longer than 15 words, the total corpus size on which Bayesian inference is applied is 16,000 words, while the gold contains 1309 words, which leads to a much larger statistical confidence interval than in English.

Although our model’s performances are still well below those of a fully trained supervised parser, they give encouraging results without relying on any annotated corpus. We further expect better results by dedicating more time to writing new rules.

Table 4: Rules set for French broadcast news

5. Conclusions

We have proposed a weakly supervised parser that may be used, in a future work, to leverage traditional n-grams with structured dependencies. The integration of this model into a speech recognizer is not described here, but we plan to use it as an additional nbest rescoring pass to start with. This work focuses on the definition and training of the model, which is realized with Bayesian inference on a raw unlabeled corpus. Hand-crafted rules act as constraints to guide inference towards the most plausible solutions from the point of view of the target domain, and especially speech transcripts. To the best of our knowledge, the proposed approach is the first one that includes the rules as latent variables in a discriminative model for parsing, which allows to precisely define their influence on the other meaningful model’s variables. Furthermore, the rules are sampled just like any other latent variable, hence giving the model the possibility to ignore some badly defined constraints and increasing its robustness to user mistakes. Another advantage is the high degree of freedom that the user has to write the rules, and the fact that our framework supports both generative and discriminative models. The proposed model is evaluated on three languages, English, French and Czech, on two domains, newspaper texts and broadcast news transcriptions, and with and without gold part-of-speech tags. The model’s performances are encouraging across all conditions, and match those of related state-of-the-art weakly and semi-supervised systems.
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