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A CUBATURE BASED ALGORITHM TO SOLVE DECOUPLED MCKEAN-VLASOV FORWARD BACKWARD STOCHASTIC DIFFERENTIAL EQUATIONS

P.E. CHAUDRU DE RAYNAL AND C.A. GARCIA TRILLOS

Abstract. We propose a new algorithm to approximate weakly the solution of a McKean-Vlasov SDE. Based on the cubature method of Lyons and Victoir [LV04], the algorithm is deterministic differing from the usual methods based on interacting particles. It can be parametrized in order to obtain a given order of convergence.

Then, we construct implementable algorithms to solve decoupled Forward Backward Stochastic Differential equations (FBSDE) of McKean-Vlasov type, which appear in some stochastic control problems in a mean field environment. We give two algorithms and show that they have convergence of order one and two under appropriate regularity conditions.

1 Introduction

McKean Vlasov processes may be regarded as a limit approximation of systems composed by a large number of interacting particles. They appeared initially in statistical mechanics, but are now used in many fields: for example in finance, as factor stochastic volatility models [Ber09] or uncertain volatility models [GHL11]; in economics, in the theory of “mean field games” recently developed by J.M. Lasry and P.L. Lions in a series of papers [LL06a, LL06b, LL07a, LL07b] (see also [CDL12, CD12a, CD12b] for the probabilistic counterpart) and also in physics, neuroscience, biology, etc. The note of Sznitman [Szn91] gives a complete overview on the topic of systems with a large number of particles.

We study a particular class of McKean-Vlasov equations. We place ourselves in a filtered probability space $(\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \geq 0})$, with $B_1^{1,d}$ a $d$-dimensional adapted Brownian motion and $B_0^t = t$. For some $T > 0$, we call a decoupled McKean-Vlasov forward backward stochastic differential equation (MKV-FBSDE) the following FBSDE system

\[
\begin{cases}
    dX_t^x = \sum_{i=0}^d V_i(t, X_t^x, \mathbb{E}\varphi_i(X_t^x)) dB_i^t \\
    dY_t^x = -f(t, X_t^x, Y_t^x, Z_t^x, \mathbb{E}\varphi_f(X_t^x, Y_t^x)) dt + Z_t^x dB_t^{1:d} \\
    X_0^x = x, \quad Y_T^x = \phi(X_T^x)
\end{cases}
\]  

(1.1)

for a set of functions $\phi : x \in \mathbb{R}^d \mapsto \phi(x) \in \mathbb{R}$, $V_i : (t, y, w) \in [0, T] \times \mathbb{R}^d \times \mathbb{R} \mapsto V_i(t, y, w) \in \mathbb{R}^d$; $\varphi_i : y \in \mathbb{R}^d \mapsto \varphi_i(y) \in \mathbb{R}$, $i = 0, \cdots, d$; $\varphi_f : (y, y') \in \mathbb{R}^d \times \mathbb{R} \mapsto \varphi_f(y, y')$ and $f : t, y, y', z, w \in [0, T] \times \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \times \mathbb{R} \mapsto f(t, y, y', z, w) \in \mathbb{R}$. These equations appear in the solution of some class of control problems in mean field environment, as discussed in section 5. They can also be seen as a simpler particular case of the McKean-Vlasov equations presented in [CDL12, CD12a, CD12b].

We will assume that the functions $V_i, \varphi_i$ for $i = 0, \cdots, d$, $\varphi_f$ and $f$ are infinitely differentiable with bounded derivatives. We also assume that the mapping $\phi$ is an at least Lipschitz regular function whose precise regularity will be detailed below. A proof of the existence and uniqueness of the solution of a MKV-FBSDE system related but different to the one of our setup is found in [BLP09]. These existence and uniqueness results are easily extended to (1.1).
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A cubature algorithm for MKV-FBSDE processes. Usually, forward MKV-SDEs are solved by using particle algorithms (see for example [AKH02, TV03] or [Bos05] and references therein) in which the McKean term is approximated with the empirical measure of a large number of interacting particles with independent noise. Adapting such algorithms to the forward-backward problem is not obvious as the high dimension of the involved Brownian motion (given by the number of particles) induces, a priori, a high dimension backward problem with the obvious consequences for the numerical implementation. We propose a different approach based on the cubature on Wiener space method. To our knowledge, this use of the cubature method to solve forward MKV-SDEs is new, and has the advantage of providing a straightforward way of solving the backward equation.

The Cubature on Wiener space method was introduced in 2004 by T.Lyons and N.Victoir [LV04], following the earlier work of S. Kusuoka [Kus01]. Ever since, the cubature method has been used to solve the problem of calculating Greeks in finance [Tei06], non-linear filtering problems [CG07], stochastic partial differential equations [BT08], [DTV12] and backward stochastic differential equations [CM10b, CM10a].

The main idea of the cubature method consists in replacing the Brownian motion by choosing randomly a path among an a priori (finite) set of continuous functions from $[0, T]$ to $\mathbb{R}^d$ with bounded variations such that the expectation of the iterated integrals against both the Brownian and such paths are the same, up to a given order $m$. Hence, the SDE is replaced by a system of weighted ODEs.

We give the main idea to construct a cubature based approximation scheme for (1.1). The main issue in the case of a MKV-FBSDE is the McKean-Vlasov dependence that appears in the coefficients. This dependence breaks the Markov property (considered only on $\mathbb{R}^d$) of the process so that it is not possible to apply, a priori, many classical analysis tools. In order to handle this problem, the idea consists in taking benefit on the following observation: given the law of the solution of the system, (1.1) is a classical time inhomogeneous FBSDE (the law just acts as a time dependent parameter).

Let $(\eta_t)_{0 \leq t \leq T}$ be a family of probability measures, and let us fix the law in the McKean-Vlasov terms of (1.1) to be $(\eta_t)_{0 \leq t \leq T}$. For this modified system, we take advantage of the decoupled setting to apply a classical cubature FBSDE scheme: we first build a cubature tree (depending on the order of the cubature) and then go back along the nodes of the tree by computing the current value of the backward process as a conditional expectation at each node. We refer to [CM10a] or [CM10b] for a detailed description of such algorithm.

Obviously, at each step of the scheme, we pay the price of using an arbitrary probability measure as parameter for the coefficients instead of the law of the process. Therefore this law has to be chosen carefully in order to keep a good control on the error and achieve convergence. By establishing a decoupling field result, we are able to express the joint law appearing in the backward variable equation in terms of the forward law. Then, it suffices to obtain a good approximation of the law of the forward variable.

An example of a “good choice” is to take at each step of the cubature tree the discrete marginal law given by the solution of the ODEs along the cubature paths and corresponding weights. We show that for a cubature of order $m$ and a number $N$ of discretization steps, this choice of approximation law leads to a $N^{-(m-1)/2}$ order approximation of the expectation of any $m+2$ times continuously differentiable functional of the forward component, when all the derivatives are bounded\(^2\), and to a first order approximation scheme of the backward component, where the given orders stand for the supremum norm error. Higher orders of approximation are also obtained by correcting some terms in the algorithm.

As it is pointed out in [LV04] and [CM10b], the regularity of the terminal condition $\phi$ in (1.1) may be relaxed to Lipschitz and the approximation convergence rate preserved, provided that the vector fields are uniformly non-degenerate (in fact, the condition in the given references is weaker, since the

---

\(^1\)Explicit examples of such functions are given in [LV04]. We put back this discussion to a next subsection.

\(^2\)this is the special case when $\phi$ is $m+2$ times continuously differentiable with bounded derivatives and $f = 0$ in (1.1).
As in the classical BSDE theory, under appropriate regularity conditions, such that $R_{on}V$ converge to the (or at least a) solution of the fully coupled problem. A lot of work is required to define the precise conditions and setup in which such algorithm would converge to (or at least a) solution of the fully coupled problem.

Although our algorithm works for decoupled MKV-FBSDEs, we believe this solver may also be considered as a building block if one is interested in solving the fully coupled case (when the forward coefficients depend on the backward variable), for example via fixed point procedures. Nevertheless, a lot of work is required to define the precise conditions and setup in which such algorithm would converge to the (or at least a) solution of the fully coupled problem.

The conditional system. Let us shortly develop what we mean with the sentence “given the law of the solution of the system, (1.1) is a classical time inhomogeneous FBSDE”.

Working with a non-linear problem, such as a MKV-FBSDE, could be tricky. In our case, the main object to work with is the conditional system. This is a formulation that allows to get rid of the dependence on the law in both the forward and backward variables and to replace them by time dependent parameters.

Following the same line of arguments presented in Buckdahn et al. [BLP09], it is well seen that there exists a unique solution $\{X_t^\varphi, Y_t^\varphi\}_{t \geq 0}$ to the system (1.1). In a Markovian setting, the law of this couple is entirely determined by the law $\mu = (\mu_t)_{0 \leq t \leq T}$ of the forward process $\{X_t\}_{0 \leq t \leq T}$ and a given deterministic function $u : [0, T] \times \mathbb{R}^d \to \mathbb{R}$. In our case, one can show that this remains true (see Section 8 below for a proof) so that there exists a deterministic $u(t, y)$ such that for all $t$,

$$Y_t = u(t, X_t).$$

We prove that under appropriate assumptions $u$ is regular and satisfies the parametrized non-local semi linear PDE:

$$\begin{align*}
\partial_t u(t, y) + \mathcal{L}^\mu u(t, y) &= f(t, y, u(t, y), (\nabla^\mu u(t, y))^T, \langle \mu_t, \varphi_f(\cdot, u(t, \cdot))\rangle), \\
u(T, y) &= \phi(y),
\end{align*}$$

where $\nabla^\mu u$ stands for the row vector $(\nabla u \cdot V_1, \ldots, \nabla u \cdot V_d)$, $(\nabla^\mu u)^T$ is the transpose of $\nabla^\mu u$ and $\mathcal{L}^\mu$ is the generator of the forward component in (1.5) below and given by:

$$\mathcal{L}^\mu := V_0(\cdot, \cdot, (\mu, \varphi_i)) \cdot D_y + \frac{1}{2} \text{Tr}[VV^T(\cdot, \cdot, (\mu, \varphi_i))]D_y^2.$$  

Here, we used the duality notation $\langle \mu, \varphi_i \rangle$ for $\int \varphi_i d\mu$. Likewise, the superscript $\mu$ means that the vector fields are taken at the point $(\cdot, \cdot , (\mu, \varphi_i))$ (where the $i \in \{0, \ldots, d\}$ is taken with respect to the corresponding vector field), $V$ is the matrix $[V_1, \ldots, V_d]$, “.$ stands for the euclidean scalar product on $\mathbb{R}^d$ and “Tr” for the trace.

The conditional MKV-FBSDE system is then defined as

$$\begin{align*}
dX^{t, y, \mu}_s &= \sum_{i=0}^d V_i(s, X^{t, y, \mu}_s, (\mu_s, \varphi_i)) dB^i_s, \\
dY^{t, y, \mu}_s &= -f(s, X^{t, y, \mu}_s, Y^{t, y, \mu}_s, Z^{t, y, \mu}_s, (\mu_s, \varphi_f(\cdot, u(s, \cdot)))) ds + Z^{t, y}_s dB^{1d}_s, \\
X^{t, y, \mu}_T &= y, \\
Y^{t, y, \mu}_T &= \phi(X^{t, y, \mu}_T).
\end{align*}$$

Let us remark that in this setting, we can also define the deterministic mapping $v : [0, T] \times \mathbb{R}^d \to \mathbb{R}$ such that

$$Z_t = v(t, X_t).$$

As in the classical BSDE theory, under appropriate regularity conditions,

$$v(t, x) = (\nabla^\mu u(t, x))^T.$$
**Assumptions.** As the reader might guess from the previous discussion, the error analysis of the proposed algorithm uses extensively the regularity of \((t, x) \in [0, T] \times \mathbb{R}^d \mapsto \mathbb{E}\phi(X^T_{t,x,\mu})\) for the forward part and of the solution \(u\) of (1.3) for the backward part. Therefore, we present two types of hypotheses that guarantee that the required regularity is attained.

A first option is to require smoothness on the boundary condition and on all the coefficient functions. However, it is also interesting to consider boundary conditions with less regularity. In this case, we need to compensate the regularity loss by imposing stronger diffusion conditions on the forward variable, namely asking for uniform ellipticity of the diffusion matrix \(V\). We thus consider:

**(SB):** We say that assumption (SB) holds if the mapping \(\phi\) in (1.1) is \(C^\infty_0\).

**(LB):** We say that assumption (LB) holds if the mapping \(\phi\) in (1.1) is uniformly Lipschitz continuous and if the matrix \(VV^T\) is uniformly elliptic i.e., there exists \(c > 0\) such that

\[
\forall (t, y, w) \in [0, T] \times \mathbb{R}^d \times \mathbb{R}, \forall \varsigma \in \mathbb{R}^d, c^{-1}|\varsigma|^2 \leq VV^T(t, y, w)\varsigma \cdot \varsigma \leq c|\varsigma|^2.
\]

**Remark.** A reader familiarized with the cubature method might wonder why we assume uniform ellipticity instead of the weaker UFG condition usually needed to apply the method with Lipschitz boundary conditions. The reason is that the smoothing results of Kusuoka and Stroock [KS87] hold for space dependent vector fields only, and therefore do not apply directly to our framework with a time dependence coming from the McKean term. There is some extension in the time inhomogeneous case that do not include derivatives in the \(V_0\) direction (see for example [CM02] and references therein), but, to the best of our knowledge, there is no result that could be applied to our framework.

**Towards a more general class of coefficients.** We have chosen to work with the assumed explicit dependence of the coefficients with respect to the law, as it is very natural in practice. In fact as a consequence of our analysis, our algorithm works for a more general class of MKV-FBSDE, i.e. for a system written as

\[
\begin{aligned}
dx^X_t &= \sum_{i=0}^d V_i(t, X^X_t, \mu_t)dB^i_t \\
dY^i_t &= -f(t, X^X_t, Y^X_t, Z^X_t, \mu^{X,Y}_t)dt + Z^X_t dB^1_{t} \quad \text{for } i \leq d, \\
x^X_0 &= x, \quad Y^X_0 = \phi(X^X_0),
\end{aligned}
\]

(1.7)

where \(\mu^{X,Y} = (\mu^{X,Y}_t)_{0 \leq t \leq T}\) denotes the joint law of \((X_t, Y_t)_{0 \leq t \leq T}\), the coefficients \(V_i, 0 \leq i \leq d\) (and \(f\)) are Lipschitz continuous with respect to an appropriately defined distance in the space of probability measures on \(\mathbb{R}^d\) (respectively \(\mathbb{R}^d \times \mathbb{R}\)) which integrates the usual Euclidean norm. The distance we consider is defined by duality: let \(\mathcal{F}\) be a (sufficiently rich\(^3\)) class of functions (that will be detailed in the following). Then we define the distance \(d_\mathcal{F}\) between two probability measures on \(\mathbb{R}^n\) by

\[
d_\mathcal{F}(\mu, \nu) = \sup_{\varphi \in \mathcal{F}} |\langle \varphi, \mu - \nu \rangle|.
\]

(1.8)

In this decoupled case the Lipschitz property of the coefficients with respect to \(d_\mathcal{F}\) ensures the existence of a unique solution of (1.7)\(^4\). Then, we are able to analyze the convergence of our procedure in two different cases. When \(\mathcal{F}\) is the class of 1-Lipschitz functions, i.e. when the distance is the so-called Wasserstein-1 distance, and when the vector fields are uniformly elliptic our algorithm leads to an \(N^{-1/2}\) order approximation\(^5\). When \(\mathcal{F}\) is the class of \(C^\infty_0\) functions we obtain an \(N^{-1}\) order approximation without any ellipticity assumption on the diffusion matrix.

**Objectives and organization of this paper.** As a corollary of the discussion on the conditional system we can resume our objective as the approximation of \(\mathbb{E}\phi(X^T_{t,x,\mu})\) and of \(u\) satisfying (1.2).

This paper is organized as follows: Section 2 states the algorithm, while the convergence rate of the forward and backward approximations is stated in Section 3. Then, we give numerical examples for

\(^3\)It should contain the space of 1-Lipschitz functions.

\(^4\)By definition of \(\mathcal{F}\), the distance \(d_\mathcal{F}\) is less than or equal to the Wasserstein 2 distance. Then, one uses the same kind of arguments as in [Szn91].

\(^5\)Recall that \(N\) denotes the number of discretization steps.
each set of hypotheses (SB) and (LB) in Section 4. A class of control problems is introduced in Section 5. The remainder of the paper is dedicated to the proof of the convergence. For the sake of simplicity, we first recall some definitions, basic facts and notations in Section 6. The forward and backward convergence rates for regular boundary conditions are successively proved in Section 7 and the common mathematical tools are given in Section 8. Section 9 presents the extension to the McKean boundary condition case and the announced generalization of the law dependence of the McKean terms.

Notations. As we are treating with objects exhibiting different dependences, the notation can become a bit heavy. For the sake of simplicity, we adopt the following conventions. We denote by \( \phi \) each set of hypotheses and \( \text{M} \) McKean terms. The Lipschitz boundary condition case and the announced generalization of the law dependence of the manifolds. Let \( \eta \) be a natural number and \( \mu \) the common mathematical tools are given in Section 8. Section 9 presents the extension to the McKean boundary condition case and the announced generalization of the law dependence of the McKean terms.

2 Algorithm

Multi-index. Multi-indices allow to easily manage differentiation and integration in several dimensions. Let

\[
\mathcal{M} = \{\emptyset\} \cup \bigcup_{l \in \mathbb{N}^*} \{0, 1, \ldots, d\}^l,
\]

(2.1)
denotes the set of multi-indices where \( \emptyset \) refers, for the sake of completeness, to the zero-length multi-index. We define “\( \circ \)” to be the concatenation operator such that if \( \beta^1 = (\beta^1_1, \ldots, \beta^1_l) \) and \( \beta^2 = (\beta^2_1, \ldots, \beta^2_n) \) then \( \beta^1 \circ \beta^2 = (\beta^1_1, \ldots, \beta^1_l, \beta^2_1, \ldots, \beta^2_n) \).

Cubature on Wiener Space. Let us formalize the general idea we presented of the cubature method in the introduction. We present the definition given by Lyons and Victoir [LV04] of a cubature formula:

**Definition 2.1.** Let \( m \) be a natural number and \( t \in \mathbb{R}^+ \). An \( m \)-cubature formula on the Wiener space \( C^0([0, t], \mathbb{R}^d) \) is a discrete probability measure \( \mathbb{Q}_t \) with finite support on \( C^0_{W^d}([0, t], \mathbb{R}^d) \) such that the expectation of the iterated Stratonovich integrals of degree \( m \) under the Wiener measure and under the cubature measure \( \mathbb{Q}_t \) are the same, i.e., for all multi-index \( (i_1, \ldots, i_l) \in \{1, \ldots, d\}^l \), \( l \leq m \)

\[
\mathbb{E} \int_{0 < t_1 < \cdots < t_l < t} \circ dB_{t_1}^{i_1} \cdots \circ dB_{t_l}^{i_l} = \mathbb{E}_{\mathbb{Q}_t} \int_{0 < t_1 < \cdots < t_l < t} \circ dB_{t_1}^{i_1} \cdots \circ dB_{t_l}^{i_l} = \sum_{j=1}^l \lambda_j \int_{0 < t_1 < \cdots < t_l < t} d\omega_j^{i_j}(t_1) \cdots d\omega_j^{i_j}(t_l),
\]

where “\( \circ \)” stands for the Stratonovich operator and \( \omega_j^i \) for the \( i \)th coordinate of the \( j \)th path.

As a direct consequence of the Taylor-Stratonovich expansion, a cubature formula of degree \( m \) is such that:

\[
|\langle \mathbb{E} - \mathbb{E}_{\mathbb{Q}_t}, F(B_{t}^{1:l,d}) \rangle| \leq C l^{(m+1)/2} \|F\|_{m+2,\infty},
\]

(2.2)

for all bounded and \( m + 2 \) times continuously differentiable function \( F \) with bounded derivatives.

Of course this error control is not in general small, but the Markovian and scaling properties of the Brownian motion can be used to apply the cubature method iteratively in small subdivisions of the interval \([0, t]\) for which we have a good error control.
Indeed, consider a cubature formula $Q_1$ of order $m \in \mathbb{N}$ with support $\{\omega_1, \ldots, \omega_n\}$ and corresponding weights $\{\lambda_1, \ldots, \lambda_n\}$. For all $h > 0$ and any $t \in [0, T-h]$, one can deduce a cubature measure $Q_{t,t+h}$ of order $m$ with finite support on $C^0_{\text{bv}}([t,t+h], \mathbb{R}^d)$ equal to $\{\hat{\omega}_1, \ldots, \hat{\omega}_\kappa\}$ with the same weights $\{\lambda_1, \ldots, \lambda_n\}$ and where the paths are defined as $\hat{\omega}_j : s \in [t, t+h] \mapsto \hat{\omega}(s) = \sqrt{h}\omega_j((s-t)/h)$ for all $1 \leq j \leq \kappa$.

Then, by virtue of the Markovian property, this subdivision leads to the construction of a tree which has $k^k$ nodes (corresponding to the number of paths) at the $k$th subdivision. Each path $\hat{\omega}_{(i_1, \ldots, i_k)}$, where $(i_1, \ldots, i_k)$ stands for the trajectory of the path, has then a cumulative weight of the form $\Lambda_{(i_1, \ldots, i_k)} = \prod_{j=1}^k \lambda_{i_j}$, see the example and figure 1 below.

### 2.1 A simple example

Before defining the algorithm, we explain the main idea of it by means of an example on dimension one, using a cubature of order $m = 3$, for a discretization with 2 steps. In this case, we may use a cubature formula with $\kappa = 2$ paths given by $\{+t, -t\}$, and associated weights: $\{\lambda_1 = 1/2, \lambda_2 = 1/2\}$. The algorithm is illustrated in Figure 1. We initialize the tree at a given point $x$, and the law at $T_0$ as $\delta_x$. Then, we find two descendants given as the solution of an ODE that uses the position $X$, the two cubature paths, and an approximated law using the information at time 0. Each descendant will have a weight equal to the product of the weight of its parent times the weight given to the corresponding cubature path. Once all nodes at time $T_1$ are calculated, we obtain the discrete measure $\hat{\mu}_{T_1}$, the law approximation at time $T_1$. The process is then repeated for each node at time $T_1$ to reach the final time $T = T_2$.

![Figure 1. Left: Cubature tree. Right: Backward scheme.](image)

Figure 1 right illustrates the idea behind the backward approximation: the approximated function $\hat{u}$ is defined first at the leaves of the constructed tree, and then back-propagates using the approximated law to obtain $\hat{u}$ at previous times. The back-propagation is made by conditional expectation: average with respect to the weight of each cubature path.

### 2.2 Algorithms

Having the general idea in mind, we can give a precise description of each of the two main parts of our proposed algorithm. Since the cubature involves Stratanovitch integrals, we set:

$$V_0^k = V_0^k - \frac{1}{2} \sum_{i,j=1}^d V_j^i \frac{\partial}{\partial x_j} V_j^k,$$

for all $k \in \{1, \ldots, d\}$ and rewrite the system (1.1) as:
\[
\begin{align*}
\left\{ \begin{array}{l}
\frac{dX_t^x}{dt} = \bar{V}_0(t, X_t^x, \mathbb{E}_0(\varphi_0(X_t^x)))dt + \sum_{i=1}^d V_i(t, X_t^x, \mathbb{E}_i(\varphi_i(X_t^x))) \circ dB_t^i \\
\frac{dY_t^x}{dt} = -f(t, X_t^x, Y_t^x, Z_t^x, \mathbb{E}_f(X_t^x, Y_t^x))dt + Z_t^xdB_t^1d
\end{array} \right. \\
X_0^x = x, \quad Y_0^x = \phi(X_0^x).
\end{align*}
\]

In order to make the description of the algorithm as clear as possible, for any \(k, \kappa\) in \(\mathbb{N}\), we set 
\(S_k(k) = \{\text{multi-index } (j_1, \cdots, j_k) \in \{1, \cdots, \kappa\}^k\}\), i.e., \(S_k(k)\) is the set of multi-indices with entries between 1, \ldots, \(\kappa\) of length (exactly) \(k\).

### 2.2.1 Building the tree \(T(\gamma, q, m)\)

**The subdivision.** Let \(\gamma > 0\), \(N \in \mathbb{N}^+\), let \(0 = T_0 \cdots T_N = T\) be a discretization of the time interval \([0, T]\) given as

\[T_k = T \left[1 - \left(1 - \frac{k}{N}\right)^\gamma\right]\]

and let \(\Delta T_k = T_k - T_{k-1}\).

**Remark.** When the boundary condition is not smooth, we take a non-uniform subdivision in order to refine the discretization step close to the boundary as proposed by Kusuoka in [Kus01]. If, on the contrary, the boundary condition is smooth, we may use a classical uniform discretization. For this reason, in the following we assume that \(\gamma = 1\) if (SB) holds, and that \(\gamma > m - 1\) under (LB).

Let \(\gamma\) be given as explained above, \(q\) and \(m\) be two given integers, and \(\{\{\omega_1, \cdots, \omega_\kappa\}, \{\lambda_1, \cdots, \lambda_\kappa\}\}\) be a \(m\) order cubature (the number \(\kappa\) of paths and weights depends on \(m\)). Recall that \(\omega_j : t \in [0, 1] \mapsto (\omega^1_j(t), \cdots, \omega^d_j(t)) \in \mathbb{R}^d\) is some continuous function with bounded variation and for all \(t\) in \([0, T]\), we set \(\omega_0(t) = t\). Examples of cubature formulas of order 3, 5, 7, 9, 11 can be found in [LV04] or [GL11].

### Algorithm 1 Cubature Tree \(T(\gamma, q, m)\)

1: Set \((X_0^\theta, \mu_{T_0}, \Lambda_0) = (x, \delta_x, 1)\ )
2: for \(0 \leq i \leq d\) do
3: \[\text{Set } F_i(t, \mu_{T_0}) = \frac{1}{\mu} P(t - T) \langle \delta_x, (\mathcal{L}^\delta)^p \varphi_i \rangle\]
4: end for
5: for \(1 \leq k \leq N - 1\) do
6: \[\text{for } \pi \in S_k(k) \text{ do}\]
7: for \(1 \leq j \leq \kappa\) do
8: \[\text{Define } \hat{X}^{\pi, j}_{T_{k+1}} \text{ as the solution of the ODE:}\]
9: \[d\hat{X}^{\pi, j}_{T_{k}} = \frac{1}{\Delta T_{k+1}} V_i(t, \hat{X}^{\pi, j}_{T_{k+1}}, F_i(t, \mu_{T_0})) (t - T) / \Delta T_{k+1}, \quad \hat{X}^{\pi, j}_{T_{k}} = \hat{X}^{\pi, j}_{T_{k}}\]
10: end for
11: end for
12: \[\text{Set } \hat{\mu}_{T_{k+1}} = \sum_{\pi \in S_k(k+1)} \Lambda_\pi \delta \hat{X}^{\pi}_{T_{k+1}}\]
13: for \(0 \leq i \leq d\) do
14: \[\text{Set } F_i(t, \hat{\mu}_{T_{k+1}}) = \frac{1}{\mu} P(t - T) \langle \hat{\mu}_{T_{k+1}}, (\mathcal{L}^\delta)^p \varphi_i \rangle\]
15: end for
16: end for
2.2.2 Backward scheme

Algorithm 2 First order backward scheme

1: for \( \pi \in S_N(N) \) do
2: \[
\hat{u}^1(T_N, \hat{X}_N^\pi) = \phi(\hat{X}_N^\pi)
\]
3: \[
\hat{v}^1(T_N, \hat{X}_N^\pi) = 0
\]
end for
5: for \( N - 1 \geq k \geq 1 \) do
6: \[
\text{for } \pi \in S_N(k) \text{ do}
\]
7: \[
\hat{v}^1(T_k, \hat{X}_k^\pi) = \frac{1}{\Delta T_{k+1}} \sum_{j=1}^{N} \lambda_j \hat{u}^1(T_{k+1}, X_{T_{k+1}}^{\pi, j}) \sqrt{\Delta T_{k+1}} \omega_j(1)
\]
8: \[
\text{for } 1 \leq j \leq \kappa \text{ do}
\]
9: \[
\hat{\Theta}^{\pi, j}_{k+1, k}(j) = \left( T_{k+1}, \hat{X}_{T_{k+1}}^\pi, \hat{u}^1(T_{k+1}, \hat{X}_{T_{k+1}}^\pi), \hat{v}^1(T_k, \hat{X}_k^\pi), F^1(T_{k+1}, \hat{\mu}_{T_{k+1}}) \right)
\]
end for
11: \[
\hat{u}^1(T_k, \hat{X}_k^\pi) = \sum_{j=1}^{N} \lambda_j \left( \hat{u}^1(T_{k+1}, X_{T_{k+1}}^{\pi, j}) + \Delta T_{k+1} f(\hat{\Theta}^{\pi, j}_{k+1, k}(j)) \right)
\]
end for
13: \[
\text{Set } F^1(T_{k+1}, \hat{\mu}_{T_{k+1}}) = (\hat{\mu}_{T_{k+1}}, \varphi_f(\cdot, \hat{u}^1(T_{k+1}, \cdot)))
\]
14: end for

Algorithm 3 Second order backward scheme

1: for \( \pi \in S_N(N) \) do
2: \[
\hat{u}^2(T_N, \hat{X}_N^\pi) = \phi(\hat{X}_N^\pi)
\]
3: \[
\hat{v}^2(T_N, \hat{X}_N^\pi) = 0
\]
end for
5: for \( \pi \in S_N(N-1) \) do
6: \[
\text{Set } \hat{u}^2(T_{N-1}, \hat{X}_{T_{N-1}}^\pi) = \hat{u}^1(T_{N-1}, \hat{X}_{T_{N-1}}^\pi) \text{ and } \hat{v}^2(T_{N-1}, \hat{X}_{T_{N-1}}^\pi) = \hat{v}^1(T_{N-1}, \hat{X}_{T_{N-1}}^\pi)
\]
7: \[
\text{Set } F^2(T_{N-1}, \hat{\mu}_{T_{N-1}}) = (\hat{\mu}_{T_{N-1}}, \varphi_f(\cdot, \hat{u}^2(T_{N-1}, \cdot)))
\]
end for
9: for \( N - 2 \geq k \geq 1 \) do
10: \[
\text{for } \pi \in S_N(k) \text{ do}
\]
11: \[
\hat{\Theta}^{\pi, j}_{k+1, k}(j) = \left( T_{k+1}, \hat{X}_{T_{k+1}}^\pi, \hat{u}^2(T_{k+1}, \hat{X}_{T_{k+1}}^\pi), \hat{v}^2(T_k, \hat{X}_k^\pi), F^2(T_{k+1}, \hat{\mu}_{T_{k+1}}) \right)
\]
12: \[
\hat{\zeta}^{\pi, j}_{k+1} = 4 \frac{1}{\Delta T_{k+1}} \sqrt{\Delta T_{k+1}} \omega_j(1) - 6 \frac{1}{\Delta T_{k+1}} \int_{T_k}^{T_{k+1}} (s - T_k) \sqrt{\Delta T_{k+1}} d\omega_j ((s - T_k) / \Delta T_{k+1})
\]
end for
15: \[
\text{Set } \hat{u}^2(T_k, \hat{X}_k^\pi) = \sum_{j=1}^{\kappa} \lambda_j \left( \hat{u}^2(T_{k+1}, X_{T_{k+1}}^{\pi, j}) + \Delta T_{k+1} f(\hat{\Theta}^{\pi, j}_{k+1, k}(j)) \right)
\]
16: \[
\text{[Predictor]} \hat{u}(T_k, \hat{X}_k^\pi) = \sum_{j=1}^{\kappa} \lambda_j \left( \hat{u}^2(T_{k+1}, X_{T_{k+1}}^{\pi, j}) + \Delta T_{k+1} f(\hat{\Theta}^{\pi, j}_{k+1, k}(j)) \right)
\]
17: \[
\text{Set } \hat{F}(T_k, \hat{\mu}_T) = \mathbb{E}_{\hat{\mu}_T} \varphi_f(\cdot, \hat{u}(T_k, \cdot))
\]
18: \[
\text{[Corrector]} \hat{\Theta}_k = \left( T_k, \hat{X}_k^\pi, \hat{u}(T_k, \hat{X}_k^\pi), \hat{v}^2(T_k, \hat{X}_k^\pi), \hat{F}(T_k, \hat{\mu}_T) \right)
\]
19: \[
\hat{u}^2(T_k, \hat{X}_k^\pi) = \sum_{j=1}^{\kappa} \lambda_j \left( \hat{u}^2(T_{k+1}, X_{T_{k+1}}^{\pi, j}) + \frac{1}{2} \Delta T_{k+1} \left( f(\hat{\Theta}^{\pi, j}_{k+1, k}(j)) + f(\hat{\Theta}_k) \right) \right)
\]
end for
20: \[
\text{Set } F^2(T_k, \hat{\mu}_T) = (\hat{\mu}_T, \varphi_f(\cdot, \hat{u}^2(T_k, \cdot)))
\]
21: end for
22: end for
Remark. The initialization value for \( v \) at the boundary is arbitrary, given that the first steps in both algorithms do not use this value. We have fixed it to be 0.

However, if the algorithm is used under (SB) and the values of \( D_x u \) can be easily calculated on the boundary, we have a natural initialization value for \( v \). In this case, we may initialize the backward algorithms of order one and two to reflect this additional information, by setting \( v(t, x) = (W^u u(t, x))^T \).

This modification will have no effect at all for the first order scheme, and is interesting only from the point of view of consistence. On the other hand, on the second order algorithm, the natural initialization of \( v \) allows to skip the first order step. This change does not affect the overall rate of convergence of the algorithm but will induce a reduction in the error constant whence of the total approximation error.

It is worth noticing that the given algorithm is particularly effective for treating the McKean dependence of the backward component. Indeed, note that the expectation of any regular enough function of \( \hat{u} \) is readily available given that the support of the approximating measure \( \hat{\mu} \) coincides with the points where \( \hat{u} \) is available. Of course the situation is more involved when a different approach, like a particle method, is used.

### 3 Main Results

In this section, we start by stating the rate of convergence of our algorithms 1, 2 and 3 when both the coefficients and terminal condition in (1.1) are smooth. This is the result of Theorem 3.1 below. Then, we give the rate when the boundary condition is Lipschitz and when the diffusion part of (1.1) is uniformly non-degenerate. Changing the assumptions from (SB) to (LB) does not really affect the convergence order, provided the subdivision is taken appropriately. The result is summarized in Corollary 3.2 below. Finally, we give the convergence of a version of our algorithm applied to equation (1.7): when the dependence of the coefficients with respect to the law is general. This is given in Corollary 3.3.

In order to make the exposition of our results clear, let us define, for \( i = 1, 2 \):

\[
\mathcal{E}^i_u(k) := \max_{\pi \in \mathcal{S}_n(k)} |u(T_k, \hat{X}_k^\pi) - \hat{u}^i(T_k, \hat{X}_k^\pi)|; \quad \mathcal{E}^i_v(k) := \max_{\pi \in \mathcal{S}_n(k)} |v(T_k, \hat{X}_k^\pi) - \hat{v}^i(T_k, \hat{X}_k^\pi)|, \quad (3.1)
\]

with \( \hat{u}^1, \hat{u}^2, \hat{v}^1 \) and \( \hat{v}^2 \) as defined by the algorithms 2 and 3 and where \( u, v \) are defined in (1.2), (1.6).

**Main result in a smooth setting.** We have that

**Theorem 3.1.** Suppose that assumption (SB) holds. Let \( m \) be a given cubature order, \( q \) a given non-negative integer and \( T(1, q, m) \) the cubature tree defined by Algorithm 1. Then, there exists a positive constant \( C \), depending only on \( T, q, d, ||\bar{\varphi}_0|d||_{2q+m+2, \infty}, ||\phi||_{m+2, \infty} \), such that:

\[
\max_{k \in \{0, \ldots, N\}} |\langle \mu T_k - \hat{\mu} T_k, \phi \rangle| \leq C \left( \frac{1}{N} \right)^\left\lfloor (m-1)/2 \right\rfloor \land q, \quad (3.2)
\]

with \( \hat{\mu} \) as defined in Algorithm 1.

Suppose in addition that \( q \geq 1 \) and \( m \geq 3 \). Then, there exists a positive constants \( C_1 \), depending only on \( T, q, d, ||\bar{\varphi}_0|d||_{2q+m+2, \infty}, ||\bar{\varphi}_f||_{m+2, \infty}, ||\phi||_{m+3, \infty} \), such that for all \( k = 0, \ldots, N \):

\[
\mathcal{E}^1_u(k) + \Delta_{T_k}^{1/2} \mathcal{E}_u^2(k) \leq C_1 \left( \frac{1}{N} \right), \quad (3.3)
\]

Moreover, suppose in addition that \( q \geq 2 \) and \( m \geq 7 \). Then, there exists a positive constant \( C_2 \), depending only on \( T, q, d, ||\bar{\varphi}_0|d||_{2q+m+2, \infty}, ||\bar{\varphi}_f||_{m+2, \infty}, ||\phi||_{m+4, \infty} \), such that for all \( k = 0, \ldots, N \):

\[
\mathcal{E}^2_u(k) + \Delta_{T_k}^{1/2} \mathcal{E}_u^2(k) \leq C_2 \left( \frac{1}{N} \right)^2. \quad (3.4)
\]
Convergence order for a Lipschitz boundary condition.

**Corollary 3.2.** Suppose that assumption (LB) holds. Let $m$ be a given cubature order, $q$ a given non-negative integer, $\gamma$ a non negative real and $T(\gamma, q, m)$ the cubature tree defined by the algorithm 1. Then, there exists a positive constant $C$ depending only on $T$, $||\varphi||_{2q+m+2, \infty}$, $||\phi||_{1, \infty}$, such that:

$$
|\langle \mu_T - \hat{\mu}_T, \phi \rangle| \leq C \left( \left( \frac{1}{N} \right)^{\gamma/2} \vee L(\gamma, m) \right),
$$

where

$$
L(\gamma, m) = \begin{cases}
N^{-\gamma/2} & \text{if } \gamma \in (0, m-1) \\
N^{-(m-1)/2} \ln(N) & \text{if } \gamma = m-1 \\
N^{-(m-1)/2} & \text{if } \gamma \in (m-1, +\infty)
\end{cases}
$$

Moreover, if $\gamma > m - 1$, the results on the error control of $\hat{u}^1, \hat{u}^1; \hat{u}^2$, and $\hat{u}^2$ respectively given by (3.3) and (3.4) remain valid (with a constant $C'_2$ depending only on $T$, $q$, $d$, $||\varphi_{0,d}||_{2q+m+2, \infty}$, $||\varphi_f||_{m+2, \infty}$, $||\phi||_{1, \infty}$).

Note that, in (3.5), the control holds only at time $T$ although it holds at each step in (3.2); this is because the boundary condition is just Lipschitz so that we have to wait for the smoothing effect to take place.

We emphasize that the result still applies if we let the boundary condition $\phi : (y, w) \in \mathbb{R}^d \times \mathbb{R} \mapsto \phi(y, w)$ depend also on the law of the process $(X_t^x, 0 \leq t \leq T)$. For example one can consider

$$
E[\phi(X_T^x, E[\varphi_{\phi}(X_T^x)])]
$$

for a given $\varphi_{\phi} \in C_b^{m+2}$ and where $\phi$ is Lipschitz in $w$ uniformly in $y$.

The algorithm can be easily adapted to the case of the particular dependence explored in [BLP09]:

$$
V_i(t, y, \mu) = \langle \mu_t, V_i(t, y, \cdot) \rangle, \ i = 0, \cdots, d,
$$

and the result of Theorem 3.1 and Corollary 3.2 remain valid. Note that in that case the uniform ellipticity (LB) has to be understood for the matrix $[[\eta_t, V(t, y, \cdot)] [\eta_t, V(t, y, \cdot)]^* \text{ uniformly in } y, t \in \mathbb{R}^d \times \mathbb{R}^+ \text{ and } \eta \text{ family of probability measures on } \mathbb{R}^d$.

**Results under a more general law dependence.**

As mentioned in the introduction, the algorithm may be modified to solve problems in a naturally extended framework. Let us precise the framework of this extension.

Let $F$ and $F'$ be two classes of functions, dense in the space of continuous functions that are zero at infinity. Let $d_F, d_{F'}$ be two distances as defined in (1.8). Recall that we suppose the vector fields $V_i$ $0 \leq i \leq d$ that appear in (1.7) to be Lipschitz continuous with respect to $d_F$ and the driver $f$ to be Lipschitz continuous with respect to $d_{F'}$. Furthermore, let us suppose that there exists a unique solution $X^x_t, Y^x_t, Z^x_t$ to such a system and, as before, denote by $u$ the decoupling function defined as (1.2) given its existence.

Clearly, we need to modify Algorithm 1 in the natural way to be used in this framework, that is, at each discretization time, we plug directly in the coefficients the cubature based law.

In order to retrieve higher orders of convergence, we need to expand the McKean term that appears in the coefficients. In this extended case, we have to be careful when considering the forward algorithm with $q > 1$: indeed, we must give sense to the expansion proposed at the definition of the functions $F_i$ $0 \leq i \leq d$ in Algorithm 1. A good notion may be the one proposed in Section 7 of [Car10]. To avoid further technicalities, we will consider here only the case with $q = 1$, i.e., when no expansion is performed.

With this definitions and observations in mind, we give the main result under a more general law dependence.
Corollary 3.3. Let $\mu_T$ be the marginal law of the forward process in (1.7) at time $T$. Let $m \geq 3$ be a given cubature order and $\hat{\mu}_T$ be the discrete measure given by the cubature tree $T(1,1,m)$ defined by the algorithm 1. Then, there exist two positive constants $C_1$ and $C_2$, depending only on $T, d$ such that:

- If (SB) holds and $\mathcal{F}$ (resp. $\mathcal{F}'$) is the class of functions $\varphi$ in $C_b^\infty(\mathbb{R}^d, \mathbb{R})$ (resp. $C_b^\infty(\mathbb{R}^d \times \mathbb{R}, \mathbb{R})$) such that $\|\varphi\|_{\infty, \infty} \leq 1$, then
  $$d_{\mathcal{F}}(\mu_T, \hat{\mu}_T) + \mathcal{E}_u^1(k) + \Delta_{t_k}^{1/2} \mathcal{E}_v^1(k) \leq C_1 N^{-1}.$$  

- If (LB) holds and $\mathcal{F}$ (resp. $\mathcal{F}'$) is the class of functions $\varphi$ in $C_b^1(\mathbb{R}^d, \mathbb{R})$ (resp. $C_b^1(\mathbb{R}^d \times \mathbb{R}, \mathbb{R})$) such that $\|\varphi\|_{1, \infty} \leq 1$, then
  $$d_{\mathcal{F}}(\mu_T, \hat{\mu}_T) + \mathcal{E}_v^1(k) + \Delta_{t_k}^{1/2} \mathcal{E}_v^1(k) \leq C_2 N^{-1/2}.$$  

We emphasize that, when $\mathcal{F} = \{\varphi \in C_b^1(\mathbb{R}^d, \mathbb{R}) \mid s.t. \|\varphi\|_{1, \infty} \leq 1\}$, thanks to the Monge-Kantorovitch duality theorem, the distance $d_{\mathcal{F}}$ is the so-called Wasserstein-1 distance.

4 Numerical examples

In this section, we illustrate the algorithm behavior by applying it to a toy model for which the exact solution is available.

Consider the $d-$dimensional MKV-FBSDE on the interval $[0,1]$ with dynamics given by

$$dX_t = \mathbb{E}[\sin(X_t)] \, dt + dB_t$$

$$-dY_t = \left( \frac{1 \cdot \cos(X_t)}{2} + \mathbb{E}[(1 \cdot \sin(X_t)) \exp(-Y_t^2)] \right) \, dt - Z_t \cdot dB_t,$$

where $(B_t)_{0 \leq t \leq 1}$ is a $d-$dimensional Brownian motion, $1$ is a $d-$dimensional vector having each entry equal to one and the sin and cos functions are applied entry-wise. Moreover, suppose that $X_0 = 0$. It is easily verified that a solution to the forward variable is $X = B$ and, thanks to the uniqueness result, this is the unique solution for the forward variable.

With respect to the backward part, take two different boundary conditions corresponding to the two considered set of assumptions (SB) and (LB).

(SB): For $x \in \mathbb{R}^d$, we fix $\phi(x) = 1 \cdot \cos(x)$. In this case, the solution to the backward part of the problem is

$$u(t,x) = 1 \cdot \cos(x); \text{ and } v(t,x) = -\sin(x),$$

which clearly implies $Y_t = 1 \cdot \cos(X_t)$ and $Z_t = -\sin(X_t)$.

(LB): We fix the boundary condition to be $\phi(x) := \phi'(d^{-1/2}(1 \cdot x))$ where $\phi'$ is the triangular function defined for all $y \in \mathbb{R}$ as

$$\phi'(y) = \begin{cases} 
  y + K & \text{if } y \in (-K, 0] \\
  -y + K & \text{if } y \in (0, K] \\
  0 & \text{otherwise.}
\end{cases}$$

In this case, the solution is given by

$$u(t,x) = \mathbb{E} \left[ \phi(X_T^t) + \int_t^T \left( \frac{1 \cdot \cos(X_t)}{2} + \mathbb{E}[(1 \cdot \sin(X_t)) \exp(-Y_t^2)] \right) \, ds \right].$$

Basic properties of the Brownian motion imply that

$$u(t,x) = U(t,d^{-1/2}(1 \cdot x)) + (1 \cdot \cos(x)) \left[ \exp \left( \frac{t - 1}{2} \right) - 1 \right].$$
where
\[ U(t, y) = \frac{1-t}{2\pi} \left[ \exp \left( -\frac{(K+y)^2}{2(1-t)} \right) + \exp \left( -\frac{(K-y)^2}{2(1-t)} \right) - 2\exp \left( -\frac{y^2}{2(1-t)} \right) \right] \]
\[ + (K+y) \left[ F \left( -\frac{y}{\sqrt{1-t}} \right) - F \left( -\frac{K-y}{\sqrt{1-t}} \right) \right] + (K-y) \left[ F \left( \frac{K-y}{\sqrt{1-t}} \right) - F \left( -\frac{y}{\sqrt{1-t}} \right) \right] \]
and \( F \) is the cumulative distribution function of the standard normal distribution. Evidently \( v(t, x) = D_x u(t, x) \), and is defined for \( t < 1 \).

### 4.1 Tests in dimension one

Given that the law dependence already increases the dimension of the problem, we start by presenting some results when we fix \( d = 1 \). 

#### 4.1.1 Forward component

To implement the forward variable, we use the cubature formulae of order 3 and 5 presented in [LV04], which have paths support of size \( \kappa = 2 \) and \( \kappa = 3 \) respectively. Given the simple structure of the forward variable dynamics and the piecewise linear definition of the cubatures, we are able to solve explicitly the ODEs appearing during the tree construction. Hence there is no need to use any ODE solver.

In our first test we evaluate the weak approximation error of \( X \) using the function \( \phi \) as test function. Indeed we plot as error for the (SB) case
\[ \max_{k=1,\ldots,N} |\langle \hat{\mu}_{T_k} - \mu_{T_k}, \cos \rangle|, \]
while for the (LB) case, we plot
\[ |\langle \hat{\mu}_{T_k} - \mu_{T_k}, \phi \rangle|, \]
where \( \phi \) is the defined triangular function with \( K = 0.6 \). As was pointed out before, the difference between the kind of error we are observing for each case is justified as a smoothing effect is needed for the approximation to be valid under (LB).

Figure 2 shows the obtained rate of convergence where we have used the uniform discretization in the (SB) case and the discretization with \( \gamma = 2 \) for the (LB) case. With the exception of the rate of convergence for the second order algorithm under (LB) (which is actually better than the predicted one), the expected rates of convergence are verified in both cases.
Moreover, under the smooth case, the benefit of using the higher order scheme is not only evident from a quickest convergence, but the error constant itself is smaller. This is an effect that depends on the particular example, but we remark it as it is interesting to notice that a higher order of convergence does not imply necessarily a higher initial constant.

4.1.2 Backward component

Let us check now the approximation of the backward variable. We evaluate numerically

\[ \max_{0 \leq k \leq N-2; \, \pi \in S_n(k)} \left| \hat{u}^1(T_k, \hat{X}^\pi_{T_k}) - u(T_k, X^\pi_{T_k}) \right| \quad \text{and} \quad \max_{0 \leq k \leq N-2; \, \pi \in S_n(k)} \left| \hat{u}^2(T_k, \hat{X}^\pi_{T_k}) - u(T_k, X^\pi_{T_k}) \right|; \]

for both the (SB) and (LB) cases, where we fix \( K = 0.6 \) for the latter.

**Figure 3.** Weak approximation of the backward variable: The calculated rates are the slope of a linear regression on the last 8 points.
The specific structure of our examples allows us to obtain a second order convergence scheme with a cubature of order only 5. Indeed, in such a case, the terms in front of the leading rate of convergence on the cubature error estimate (cf Claim 7.8) are identically 0. Given that the order 5 cubature induces a lower complexity, it is simpler to carry out simulations for a larger number of steps.

As can be appreciated from the two uppermost plots in Figure 3, the expected rates of convergence for both algorithms are verified under the smooth and Lipschitz conditions. Just as we remarked in the forward approximation, solving the backward variable in the smooth case with the higher order scheme has the double benefit of better rate of convergence and smaller constant. As one would expect, due to the use of higher order derivatives, this is no longer true for the Lipschitz case.

It is interesting to look at the behavior of the other backward variable, $Z$. We look first at an error of the type
\[
\max_{0 \leq k \leq N; \pi \in \mathcal{S}_k(k)} \left| \hat{v}^1(T_k, \hat{X}^\pi_{T_k}) - v(T_k, \hat{X}^\pi_{T_k}) \right| \quad \text{and} \quad \max_{0 \leq k \leq N; \pi \in \mathcal{S}_k(k)} \left| \hat{v}^2(T_k, \hat{X}^\pi_{T_k}) - v(T_k, \hat{X}^\pi_{T_k}) \right|.
\]

The two plots in the middle of Figure 3 are concerned with these errors. Although nice convergence is obtained in the smooth case, this is no longer true for the (LB) case, where the error stagnates. As will be clear from the analysis, this is a consequence of the singularity appearing at the boundary on the control of derivatives in this case. Hence, a more adequate error analysis considers errors given by
\[
\max_{0 \leq k \leq N; \pi \in \mathcal{S}_k(k)} \Delta_{T_k}^{1/2} \left| \hat{v}^1(T_k, \hat{X}^\pi_{T_k}) - v(T_k, \hat{X}^\pi_{T_k}) \right| \quad \text{and} \quad \max_{0 \leq k \leq N; \pi \in \mathcal{S}_k(k)} \Delta_{T_k}^{1/2} \left| \hat{v}^2(T_k, \hat{X}^\pi_{T_k}) - v(T_k, \hat{X}^\pi_{T_k}) \right|.
\]

The expected rate of convergence of this type of error is, respectively for $\hat{v}^1$ and $\hat{v}^2$, of the same order of the order of the error of $\hat{u}^1$, $\hat{u}^2$ with respect to $u$. As shown in the bottommost plots in Figure 3, the numerical tests for the (SB) and (LB) cases reflect the expected rates.

### 4.2 Tests in higher dimensions

We evaluate as well the algorithm using our test models (SB), (LB) with dimensions $d = 2$ and $d = 4$. For these tests, we evaluate only the first order schemes and use the 3-cubature formulae presented in [GL11] which have supports of size $\kappa = 4$ and $\kappa = 6$ respectively.

Figure 4 shows that, just as in the one-dimensional case, the announced rates of convergence for the forward and backward variables are verified. Note that for the particular chosen examples, the error value changes just slightly with dimension.

The case of dimensions 2 and 4 show one of the current limitations of the method: its complexity grows, in general, exponentially both in terms of the number of iterations and the dimension of the problem. Indeed, considering once again the 3-cubature formula, we have that in general the number of nodes in the tree is
\[
\sharp(\text{nodes}) = \frac{(2d)^{n-1} - 1}{2d - 1},
\]
with the obvious effects on memory management and execution time. We remark that for some particular cases, the complexity can be radically lower. For instance, under the case of constant drift and diffusion coefficients and smooth boundary conditions, using symmetric cubature formulae (as we did here) leads to a kind of “auto-pruning” of the cubature tree leading to complexity grow of the form
\[
\sharp(\text{nodes}) = \sum_{i=1}^{n} i^d,
\]
i.e. polynomial in $n$ with the order of the polynomial depending on the dimension $d$. 
5 A class of control problems in a mean field environment

In this section, we show that equation (1.1) appears when solving a class of control problems inspired from the theory of mean field games but designed in such a way that the dynamics of the controlled process have no influence on the mean field environment.

For the sake of illustration, consider for instance the problem of optimization of an issuer having a large portfolio of credit assets inspired in the framework presented in [BHH+11]. One of the methods used to model credit asset dynamics is the so called structural model (see [BJPR09] for a review on
credit risk models). Under this model, we assume that a credit default is triggered when the value of the corresponding credit asset is below a certain threshold. In the original Merton setup, the default may only be triggered at a certain fixed maturity time $T$. In a rather more realistic view, the default is triggered the first time the credit asset is below the threshold.

We assume that the credit assets in the basket are small and homogeneous (for example, we suppose they belong to the same economic sector) so that their value is modeled by SDEs with the same volatility and drift function terms. To simplify, we will consider the simpler Merton model. Moreover, in order to account for sector-wise contagion effects, we suppose there is a mean field type dependence in the dynamics. In addition to the credit assets, we suppose the issuer has a market portfolio used by the issuer to backup the credit risk, for example to comply with credit risk regulations, or to provide liquidity to its credit branch. Then, the value of the position of the issuer position is modeled by an SDE with coefficients depending on the contribution of all credit assets. The objective of the control problem is to maximize the value of the issuer position.

We will formalize mathematically a generalized version of the presented example. For this, we introduce a system in which a marked particle (the issuer in our example) with a controlled state variable $\Xi(\alpha, M)$ is immersed in an environment of $M$ interacting particles (the credit assets in our example) with state variables $\xi^1, \ldots, \xi^M$, and which dynamics are given by

$$
\begin{align*}
\quad \quad d\xi^1_t &= b(t, \xi^1_t, \frac{1}{M} \sum_{i=1}^M \delta_{\xi^1_i} dt) + \sigma(t, \xi^1_t, \frac{1}{M} \sum_{i=1}^M \delta_{\xi^1_i}) d\bar{B}_t^1 \\
\quad \quad \vdots \\
\quad \quad d\xi^M_t &= b(t, \xi^M_t, \frac{1}{M} \sum_{i=1}^M \delta_{\xi^1_i} dt) + \sigma(t, \xi^M_t, \frac{1}{M} \sum_{i=1}^M \delta_{\xi^1_i}) d\bar{B}_t^M \\
\quad \quad d\Xi_t(\alpha, M) &= \bar{b}^0(t, \xi^1_t, \Xi_t(\alpha, M), \frac{1}{M} \sum_{i=1}^M \delta_{\xi^1_i}, \mu_t, \alpha_t) dt + \sigma^0(t, \xi_t^1, \Xi_t(\alpha, M), \frac{1}{M} \sum_{i=1}^M \delta_{\xi^1_i}, \mu_t) dW_t \\
\quad \quad \xi^1_0 = \ldots \xi^M_0 = \xi_0, \quad \Xi_0(\alpha, M) = \Xi_0
\end{align*}
$$

(5.1)

where $\xi_0, \Xi_0$ belong to $\mathbb{R}^d$, $(\alpha_t, t \geq 0)$ is a progressively measurable process with image in $A \subset \mathbb{R}$, $B^1_t, \ldots, B^M_t$ are $M$ independent Brownian motions and $(W_t, t \geq 0)$ is a $d$-dimensional Brownian motion possibly correlated with $(B^1_t, \ldots, B^M_t)^T$. Note that, in this framework, the marked player does not influence the dynamics of the other players. For a large number of environment players, the system is approximated by the McKean-Vlasov system

$$
\begin{align*}
\quad \quad d\xi_t &= b(t, \xi_t, \mu_t) dt + \sigma(t, \xi_t, \mu_t) d\bar{B}_t \\
\quad \quad d\Xi_t(\alpha) &= \bar{b}^0(t, \xi_t, \Xi_t(\alpha), \mu_t, \alpha_t) dt + \sigma^0(t, \xi_t, \Xi_t(\alpha), \mu_t) dW_t \\
\quad \quad \xi_0 = \xi, \quad \Xi_0(\alpha) = \Xi_0
\end{align*}
$$

(5.2)

where $\mu_t$ is the law of $\xi_t$ that we will assume in the following to be fixed. Assume that the marked player is interested in minimizing the cost functional

$$
J(t, \xi_0, \Xi_0, \alpha) = \mathbb{E} \left[ g \left( \xi^T_t, \Xi^T_t, \Xi^0(\alpha), \mu_T \right) + \int_0^T f(s, \xi^T_s, \Xi^T_s, \Xi^0(\alpha), \mu_s) ds \right],
$$

for $\alpha \in A$, the set of all progressively measurable process $\alpha = (\alpha_t, t \geq 0)$ valued in $A$ (the maximization case is available up to a change of sign). Suppose that we want to compute the optimal value function $u(t, \xi_0, \Xi_0) = \inf \{ J(t, \xi_0, \Xi_0, \alpha), \alpha \in A \}$. Then, we know that under appropriate assumptions, $u$ can be obtained as the solution of the following Hamilton Jacobi Bellman equation on $[0, T] \times \mathbb{R} \times \mathbb{R}^d$

$$
0 = \partial_t u(t, x, \bar{x}) + \frac{1}{2} \text{Tr}(\tilde{a} D^2_{x, \bar{x}} u(t, x, \bar{x})) + b(t, x, \mu_t) D_x u(t, x, \bar{x}) + H(t, x, \bar{x}, D_x u, \mu_t). \quad (5.3)
$$

Here $H$ is the Hamiltonian

$$
H(t, x, \bar{x}, z, \mu_t) = \inf_{\alpha \in A} \left[ \bar{b}^0(t, x, \bar{x}, \mu_t, \alpha) z + f(t, x, \bar{x}, \mu_t) \right]
$$

and

$$
\tilde{a} = \begin{bmatrix} \sigma^T \\ \sigma^0 \rho^T \sigma^T \end{bmatrix} \begin{bmatrix} \sigma^0 \\ \sigma^0 \rho^T \sigma^T \end{bmatrix}^T, \quad \rho = [B, W],
$$

where $[\cdot, \cdot]$ stands for the quadratic variation.
We will not discuss the resolvability of the HJB equation (see e.g. [FS06] or [Pha09] for a partial review). Given the existence of an optimal control, we can interpret (5.3) from a probabilistic point of view: we have that \( u(t, x, \bar{x}) = Y_{t, x, \bar{x}}^{t} \) where \( Y_{t, x, \bar{x}}^{t} \) is given by the MKV-FBSDE

\[
\begin{aligned}
&dX_{s,t}^{t,x,\bar{x}} = b(s, X_{s,t}^{t,x,\bar{x}}, \mu_s)ds + \sigma(s, X_{s,t}^{t,x,\bar{x}}, \mu_s)dW_s \\
&d\bar{X}_{s,t}^{t,x,\bar{x}} = \sigma(s, X_{s,t}^{t,x,\bar{x}}, \bar{X}_{s,t}^{t,x,\bar{x}}, \mu_s)dW_s \\
&-dY_{s,t}^{t,x,\bar{x}} = H(s, X_{s,t}^{t,x,\bar{x}}, \bar{X}_{s,t}^{t,x,\bar{x}}, \zeta_{s,t}^{t,x,\bar{x}}, \mu_s) - \bar{Z}_{s,t}^{t,x,\bar{x}}dW_s + Z_{s,t}^{t,x,\bar{x}}dB_s \\
X_{t}^{t,x,\bar{x}} = x, & \bar{X}_{t}^{t,x,\bar{x}} = \bar{x}, & Y_{0}^{t,x,\bar{x}} = g(X_{T}^{t,x,\bar{x}}, \bar{X}_{T}^{t,x,\bar{x}}, \mu_T).
\end{aligned}
\tag{5.4}
\]

The reader may object that the Hamiltonian \( H \) does not satisfy the boundedness condition we have assumed for the algorithm of the process (bounded with bounded derivatives w.r.t. the variable \( z \)). However, some relatively mild assumptions guarantee that the first derivative term \( \bar{Z} \) will be bounded. In particular, this is the case under the assumptions (SB) or (LB). Hence, given an estimate on this quantity, one may introduce a modified system in which we replace in the function \((Z, \bar{Z})\) by \((\psi(Z), \tilde{\psi}(\bar{Z}))\), where \( \psi, \tilde{\psi} \) are truncation functions used to make the value of \( Z, \bar{Z} \) satisfy its known estimates, as in [Ric11] (if the estimate is not explicitly known, a sequence of functions approximating the identity may be used as in [IDR10], but some additional work would be needed to account for the truncation error). In both cases, the truncated problem will then satisfy the needed assumptions and may be solved with the presented Algorithm 1, 2.

**Remark.** Let us just comment on some structural assumptions behind our class of examples. We first emphasize that we do not allow the marked player in (5.1) to influence the dynamics of the other players: this conditions implies that the forward component in (5.4) is independent of the law of the backward component. Secondly, the diffusion part of the marked player is not allowed to be controlled: this is the reason why the position of the backward variable does not appear in the forward component in (5.4). Then, the second component in (5.4) has no drift: this is because the drift part of the second component in (5.2) is included in the Hamiltonian in (5.4). Finally, we emphasize that here we do not solve the stochastic control problem but we only compute the value of the optimal cost.

## 6 Preliminaries

In the following we set a subdivision \( T_0 = 0 < \cdots < T_N = T \) of \([0, T]\).

**Artificial dynamics.** We denote by \( \bar{s} \) the mapping \( s \mapsto \bar{s} = T_k \) if \( s \in [T_k, T_{k+1}) \), \( k \in \{0, \ldots, N-1\} \).

For any family of probability measures \( \eta^1 \) and \( \eta^2 \), one denotes by \( P_{\eta}^{t_1} \) and \( \bar{P}_{\eta}^{t_2} \) the operators such that, for all \( t < s \in [0, T] \), for all measurable function \( g \) from \( \mathbb{R}^d \) to \( \mathbb{R} \) and for all \( y \) in \( \mathbb{R}^d \):

\[
P_{t,x,\eta}^{t,y} g(y) = \mathbb{E}[g(X_{s}^{t,y,\eta})] \quad \text{and} \quad \bar{P}_{t,x,\eta}^{t,y} g(y) = \mathbb{E}[g(\bar{X}_{s}^{t,y,\eta})]
\]

and \((\mathcal{L}_{t,\eta}^{t_1})_{t \leq s \leq T}\) and \((\bar{\mathcal{L}}_{t,\eta}^{t_2})_{t \leq s \leq T}\) their infinitesimal generator, where for all \( g \) in \( C^2(\mathbb{R}^d, \mathbb{R}) \):

\[
\mathcal{L}_{t,\eta}^{t} g(y) \ := \ V_{0}(s, y, \langle \eta, \varphi \rangle) \cdot D_{y}g(y) + \frac{1}{2} \text{Tr}[VV^{T}(s, y, \langle \eta, \varphi \rangle)D_{y}g(y)]
\]

and by definition \( \bar{\mathcal{L}}_{t,\eta}^{t_2} = \mathcal{L}_{2}^{t_2} \). Here \( X_{s}^{t,y,\eta} \) and \( \bar{X}_{s}^{t,y,\eta} \) are the respective solutions of

\[
\begin{aligned}
&dX_{s}^{t,y,\eta} = \sum_{i=0}^{d} V_{i}(s, X_{s}^{t,y,\eta}, \langle \eta, \varphi \rangle) \ dB_{s, i}^{t}, \quad X_{t}^{t,y,\eta} = y, \\
&d\bar{X}_{s}^{t,y,\eta} = \sum_{i=0}^{d} V_{i}(s, \bar{X}_{s}^{t,y,\eta}, \langle \eta, \varphi \rangle) \sum_{p=0}^{q-1} \frac{1}{(t - l)^{p}} \langle \eta, \varphi \rangle \ (\mathcal{L}_{2}^{t_2})^{p} \varphi_{i} \ dB_{s, i}^{t}, \quad \bar{X}_{t}^{t,y,\eta} = y.
\end{aligned}
\tag{6.2}
\tag{6.3}
Finally, let us define the operator associated to the cubature measure, \( Q^\mu_t \), as
\[
Q^\mu_{t,s} g(y) = \mathbb{E}_{Q_{t,s}}[g(X^t_{s,y})]
\]
for all \( t < s \) in \([0,T]\) for all \( y \) in \( \mathbb{R}^d \) and for all measurable function \( g \) from \( \mathbb{R}^d \) to \( \mathbb{R} \). Note that for all \( k \) in \( \{1,\ldots,N\} \):
\[
Q^\mu_{0,T_k} g(x) = \langle \mu_{T_k}, g \rangle.
\]

**Multi-index (2).** Let \( \mathcal{M} \) be defined by (2.1). Let \( \beta \in \mathcal{M} \). We define \( |\beta| = l \) if \( \beta = (\beta_1, \ldots, \beta_l) \), 
\( |\beta|_0 := \text{card}\{i : \beta_i = 0\} \) and \( ||\beta|| := |\beta| + |\beta|_0 \). Naturally \( |\emptyset| = |\emptyset|_0 = |\emptyset|| = 0 \). For every \( \beta \neq \emptyset \), we set 
\( -\beta := (\beta_2, \ldots, \beta_l) \) and \( \beta^- := (\beta_1, \ldots, \beta_l-1) \). We set \( \beta^+ \) the multi-index obtained by deleting the zero components of \( \beta \).

We will frequently refer to the set of multi-indices of degree at most \( l \) denoted by \( \mathcal{A}_l := \{ \beta \in \mathcal{M} : ||\beta|| \leq l \} \). We define as well its frontier set \( \partial \mathcal{A} := \{ \beta \in \mathcal{M} \setminus \mathcal{A} : -\beta \in \mathcal{A} \} \). We can easily check that \( \partial \mathcal{A}_l \subset \mathcal{A}_{l+1} \setminus \mathcal{A}_l \).

**Directional derivatives.** For notational convenience, let us define the second order operator
\[
\mathcal{V}(0) := \partial_t + \mathcal{L},
\]
and for \( j = \{1,\ldots,d\} \) the operator
\[
\mathcal{V}(j) := V_j \frac{\partial}{\partial x_j},
\]
where, as announced in the notation section, we do not mark explicitly the time, space and law dependence. For every \( ||\beta|| \leq l \) let us define recursively
\[
\mathcal{V}_\beta g := \begin{cases} 
g & \text{if } |\beta| = 0 \\ 
V_{\beta_1} \mathcal{V}_{-\beta} g & \text{if } |\beta| > 0,
\end{cases}
\]
provided that \( g : [0,T] \times \mathbb{R}^d \to \mathbb{R} \) is smooth enough. Hence, for \( n \in \mathbb{N} \) we denote by \( \mathcal{D}^n \), the space of such functions \( g \) for which \( \mathcal{V}_\beta g \) exists and is bounded for every \( \beta \in \mathcal{A}_n \). For any function \( g \) in \( \mathcal{D}^n \), we set for all \( \beta \in \mathcal{A}_n \),
\[
D_\beta g := \frac{\partial}{\partial y_{\beta_1}} \ldots \frac{\partial}{\partial y_{|\beta|}} g,
\]
where \( [\partial/\partial y_0] \) must be understood as \( [\partial/\partial t] \).

**Iterated integrals.** For any multi-index \( \beta \) and adapted process \( g \) we define for all \( t < s \in [0,T] \) the multiple Itô integral \( I^{t,s}_\beta[g] \) recursively by
\[
I^{t,s}_\beta(g) = \begin{cases} 
g(t) & \text{if } |\beta| = 0 \\ 
\int_t^s I^{r,s}_\beta(g)dr & \text{if } |\beta| > 0 \text{ and } \beta_1 = 0 \\ 
\int_t^s I^{r,s}_\beta(g)dB^{\beta_1}_r & \text{if } |\beta| > 0 \text{ and } \beta_1 > 0
\end{cases}
\]
We will write \( I^{t,s}_\beta := I^{t,s}_\beta(1) \).

The previous notation is very convenient to introduce an Itô-Taylor expansion, that is an analogue of Taylor formula when dealing with Itô processes. The proof follows simply by repeated iteration of Itô’s lemma, and may be found (without the law dependence) in [KP92].

**Lemma 6.1.** Let \( t < s \in [0,T] \) and \( y \in \mathbb{R}^d \). Let \( n \in \mathbb{N}^* \) and let \( g \) in \( \mathcal{D}^n \). Then, for each family of probability measures \( \eta \) on \( \mathbb{R}^d \), we have an Itô-Taylor expansion of order \( n \), that is
\[
g(s,X^{t,y,\eta}) = g(t,y) + \sum_{\beta \in \mathcal{A}_n} \mathcal{V}_\beta g(t,y) I^{t,s}_\beta + \sum_{\beta \in \partial \mathcal{A}_n} I^{t,s}_\beta [\mathcal{V}_\beta g(\cdot,X^{t,y,\eta})]
\]
where \((X^{t,s,y}_{s}, \ t \leq s \leq T)\) is the solution of \((6.3)\).

The following lemma is a particular case of a result in [KP92]. It follows from integration by parts formula and expectation properties.

**Lemma 6.2.** Let \(\beta \in \mathcal{M}\), and let \(t_1 < t_2 \in [0, T]\). Then for any bounded and measurable functions \(g_1\) and \(g_2\) in \([t_1, t_2]\) there exists a constant depending only on \(\beta\) and \(i\) such that

\[
\mathbb{E}\left[I_{\beta}^{t_1,t_2}(g_1)^{t_i,t_2}(g_2)\mid F_{t_1}\right] \leq 1_{\{(\beta)^{+} = i\}}C(\beta, i)(t_2 - t_1)\sum_{t_1 \leq s \leq t_2} |g_1(s)| \sup_{t_1 \leq s \leq t_2} |g_2(s)|,
\]

so that:

\[
\mathbb{E}\left[I_{\beta}^{t_1,t_2}(g_1)I_{(0,i)}^{t_1,t_2}(g_2)\mid F_{t_1}\right] \leq 1_{\{(\beta)^{+} = i\}}C(\beta, i)(t_2 - t_1)\sup_{t_1 \leq s \leq t_2} |g_1(s)| \sup_{t_1 \leq s \leq t_2} |g_2(s)|.
\]

7 Proof of Theorem 3.1 under (SB)

7.1 Rate of convergence of the forward approximation: proof of \((3.2)\)

Here we prove the approximation order of the forward component. Let \(\eta\) be a given family of probability measures on \(\mathbb{R}^d\). We have the following decomposition of the error:

\[
(P_{T_0,T_N} - Q_{T_0,T_N}^{\hat{\mu}})\phi(x) = (P_{T_0,T_N} - P_{T_0,T_N}^\eta)\phi(x) + Q_{T_0,T_N}^{\hat{\mu}}(P_{T_0,T_N}^\eta - Q_{T_0,T_N}^{\hat{\mu}})\phi(x)
\]

\[
+ Q_{T_0,T_{N-1}}^{\hat{\mu}}(P_{T_0,T_{N-1}}^\eta - Q_{T_0,T_{N-1}}^{\hat{\mu}})P_{T_0,T_N}^\eta\phi(x)
\]

\[
+ Q_{T_0,T_{N-2}}^{\hat{\mu}}(P_{T_0,T_{N-2}}^\eta - Q_{T_0,T_{N-2}}^{\hat{\mu}})P_{T_0,T_{N-1}}^\eta\phi(x)
\]

\[
\vdots
\]

\[
+ Q_{T_0,T_{N-1}}^{\hat{\mu}}(P_{T_0,T_{N-1}}^\eta - Q_{T_0,T_{N-1}}^{\hat{\mu}})P_{T_0,T_{N-2}}^\eta\phi(x)
\]

so that:

\[
(P_{T_0,T_N} - Q_{T_0,T_N}^{\hat{\mu}})\phi(x) = (P_{T_0,T_N} - P_{T_0,T_N}^\eta)\phi(x) + (P_{T_0,T_1}^\eta - Q_{T_0,T_1}^{\hat{\mu}})P_{T_0,T_N}^\eta\phi(x)
\]

\[
+ \sum_{j=1}^{N-1} Q_{T_0,T_j}^{\hat{\mu}}\left[(P_{T_j,T_{j+1}}^\eta - Q_{T_j,T_{j+1}}^{\hat{\mu}})P_{T_j,T_{j+1}}^\eta\phi(x)\right]
\]

That is, the global error is decomposed as a sum of local errors (i.e., as the sum of errors on each interval). These local errors can be also split. Let us define the function

\[
\psi(T_k, x) := P_{T_k,T_N}^\eta\phi(x).
\]

We emphasize that for all \(t \in [0, T]\), \(y \mapsto \psi(t, y)\) is \(C^\infty_b\). Indeed, this function can be seen as the solution of the PDE

\[
\begin{cases}
\partial_t \psi(t, y) + \mathcal{L}^\eta \psi(t, y) = 0, \text{ on } [0, T] \times \mathbb{R}^d \\
\psi(T, y) = \phi(y)
\end{cases}
\]

taken at time \(T_k\), where \(\mathcal{L}^\eta\) is defined by \((6.1)\). The claim follows from Lemma 8.1. On each interval \(\Delta T_k, \ k = 1, \cdots, N - 1\), the local error \((P_{T_k,T_{k+1}}^\eta - Q_{T_k,T_{k+1}}^{\hat{\mu}})\psi(T_{k+1}, x)\) is expressed as
\[
(P_{T_k,T_{k+1}}^n - Q_{T_k,T_{k+1}}^\hat{\mu})\psi(T_{k+1},x) = (P_{T_k,T_{k+1}}^n - \hat{P}_{T_k,T_{k+1}}^\hat{\mu})\psi(T_{k+1},x) + (\hat{P}_{T_k,T_{k+1}}^\hat{\mu} - Q_{T_k,T_{k+1}}^\hat{\mu})\psi(T_{k+1},x).
\]

Error (7.3) can be identified as a frozen (in time) error (and so, a sort of weak Euler error) plus an approximation error, in the sense that in step \(k\), the measure \(\mu_{T_k}\) is approximated by the discrete law \(\hat{\mu}_{T_k}\). Then, (7.4) is a (purely) cubature error on one step, and we have:

\[
(P_{T_0,T_N}^n - Q_{T_0,T_N}^\mu)\phi(x) = (P_{T_0,T_N}^n - P_{T_0,N}^n)\phi(x) + (P_{T_0,T_1}^n - \hat{P}_{T_0,T_1}^\hat{\mu})\psi(T_1,x) + \sum_{j=1}^{N-2} Q_{T_j,T_{j+1}}^\hat{\mu} \left[ (P_{T_j,T_{j+1}}^n - \hat{P}_{T_j,T_{j+1}}^\hat{\mu})\psi(T_{j+1},x) \right] + (\hat{P}_{T_0,T_1}^\hat{\mu} - Q_{T_0,T_1}^\hat{\mu})\psi(T_1,x) + \sum_{j=1}^{N-2} Q_{T_j,T_{j+1}}^\hat{\mu} \left[ (\hat{P}_{T_j,T_{j+1}}^\hat{\mu} - Q_{T_j,T_{j+1}}^\hat{\mu})\psi(T_{j+1},x) \right] + Q_{T_0,T_{N-1}}^\hat{\mu} \left[ (P_{T_{N-1},T_N}^n - Q_{T_{N-1},T_N}^\hat{\mu})\phi(x) \right].
\]

We have the two following Claims:

Claim 7.1. There exists a positive constant \(C(T, V_{0:d})\) depending on the regularity of the \(V_{0:d}\) and on \(T\) such that, for all \(y\) in \(\mathbb{R}^d\), for all family of probability measures \(\eta\), for all \(k \in \{1, \ldots, N-1\}\), one has:

\[
\left\| (P_{T_k,T_{k+1}}^n - \hat{P}_{T_k,T_{k+1}}^\hat{\mu})\psi(T_{k+1},y) \right\|_2 \leq C(T, V_{0:d}) \left| |\psi(T_{k+1},\cdot)||_{2,\infty} \sum_{i=0}^{d} \int_{T_k} t_i \left| \langle \eta_t, \varphi_i \rangle - \sum_{p=0}^{q-1} [(t - T_k)^p / p!] \langle \eta_{T_k}, (\mathcal{L}^\eta)^p \varphi_i \rangle \right| dt \right.

+ C(T, V_{0:d}) \left| |\psi(T_{k+1},\cdot)||_{2,\infty} \sum_{i=0}^{d} \sum_{p=0}^{q-1} \left\| \Delta_{T_k+1}^p \right\| \left| \langle \eta_{T_k}, (\mathcal{L}^\eta)^p \varphi_i \rangle - \langle \hat{\mu}_{T_k}, (\mathcal{L}^\hat{\mu})^p \varphi_i \rangle \right| .
\]

Proof. We deduce the claim by applying Lemma 8.3 to \(y \mapsto \psi(T_k, y)\) for each \(k \in \{0, \ldots, N-2\}\). \(\square\)

Claim 7.2. There exists a positive constant \(C(T, V_{0:d}, d, m)\) depending on the regularity of the \(V_{0:d}\) on the dimension \(d\) and the cubature order \(m\) such that: for all \(y\) in \(\mathbb{R}^d\), for all family of probability measure \(\eta\), for all \(k \in \{0, \cdots, N-1\}\), one has:

\[
\left\| (\hat{P}_{T_k,T_{k+1}}^\hat{\mu} - Q_{T_k,T_{k+1}}^\hat{\mu})\psi(T_{k+1},y) \right\|_\infty \leq C(T, V_{0:d}, d, m) \sum_{l=m+1}^{m+2} \|\psi(T_{k+1},\cdot)\|_\infty \Delta_{T_{k+1}}^l .
\]

Proof. The claim follows, by applying Lemma 8.4 with \(\hat{\mu}\) to the function \(y \in \mathbb{R}^d \mapsto \psi(T_k, y)\) for each \(k \in \{1, \cdots, N-1\}\). \(\square\)
Then, by plugging estimates of Claims 7.1 and 7.2 in the error expansion we deduce that:

\[
\left| (P_{T_0,T_N} - Q^\mu_{T_0,T_N}) \phi(x) \right| \leq C(T, V_{0,d}) \sum_{j=0}^{N-1} \| \psi(T_{j+1}, \cdot) \|_{2,\infty} \int_{T_j}^{T_{j+1}} \sum_{i=0}^{d} \left| \eta_t \phi_i \right| - \sum_{p=0}^{q-1} \| (t - T_k)^p \phi \|_{p!} \left| \langle \eta_{T_j}, (L^\mu)^p \phi \rangle \right| dt
\]

\[
+ C(T, V_{0,d}) \sum_{j=0}^{N-1} \| \psi(T_{j+1}, \cdot) \|_{2,\infty} \sum_{p=0}^{q-1} \sum_{i=0}^{d} \left| \langle \eta_{T_j}, (L^\mu)^p \phi_i \rangle - \langle \mu_{T_j}, (L^\mu)^p \phi_i \rangle \right|
\]

\[
+ C(T, V_{0,d}, d, m) \sum_{j=0}^{N-1} \sum_{l=m+1}^{m+2} \| \psi(T_{j+1}, \cdot) \|_{l,\infty}^2 \Delta_{T_{j+1}}^\frac{1}{2} + \left| (P_{T_0,T_N} - P^\eta_{T_0,T_N}) \phi(x) \right|
\]

(7.5)

Up to now, the analysis holds for any family of probability measures \( \eta \). The key point in the proof is to note that we can actually choose \( \eta = \mu \), that is, the law of the solution of the forward component in (1.1). In that case for all measurable function \( g \):

\[
\langle \eta, g \rangle = \langle \mu, g \rangle = \mathbb{E}[g(X^x_t)],
\]

Then, (7.5) becomes:

\[
\left| (P_{T_0,T_N} - Q^\mu_{T_0,T_N}) \phi(x) \right|
\]

\[
\leq C(T, V_{0,d}) \sum_{j=0}^{N-1} \| \psi(T_{j+1}, \cdot) \|_{2,\infty} \int_{T_j}^{T_{j+1}} \sum_{i=0}^{d} \left| \phi_i(X_i^\mu_t) \right| - \sum_{p=0}^{q-1} \| (t - T_k)^p \phi \|_{p!} \mathbb{E} \left[ (L^\mu)^p \phi_i(X_i^\mu_t) \right] dt
\]

\[
+ C(T, V_{0,d}) \sum_{j=0}^{N-1} \| \psi(T_{j+1}, \cdot) \|_{2,\infty} \sum_{p=0}^{q-1} \sum_{i=0}^{d} \left| \mathbb{E} \left[ (L^\mu)^p \phi_i(X_i^\mu_t) \right] - \mathbb{E} \left[ (L^\mu)^p \phi_i(X_i^{\hat{\mu}}_{T_j}) \right] \right|
\]

\[
+ C(T, V_{0,d}, d, m) \sum_{j=0}^{N-1} \sum_{l=m+1}^{m+2} \| \psi(T_{j+1}, \cdot) \|_{l,\infty} \Delta_{T_{j+1}}^\frac{1}{2}
\]

since \( P_{s,t} = P^\mu_{s,t} \) for all \( s < t \in [0,T] \), by definition. Now we have:

**Claim 7.3.** For any \( k \in \{0, \cdots, N-1\} \), and for all \( t \) in \( [T_k; T_{k+1}) \) there exists a positive constant \( C(d, V_{0,d}) \) such that:

\[
\int_{T_k}^{T_{k+1}} \sum_{i=0}^{d} \left| \mathbb{E} \left[ \phi_i(X_i^\mu_t) \right] - \sum_{p=0}^{q-1} \| (t - T_k)^p \phi \|_{p!} \mathbb{E} \left[ (L^\mu)^p \phi_i(X_i^\mu_{T_k}) \right] \right| dt \leq C(d, V_{0,d}) \| \phi \|_{2q,\infty} \Delta_{T_{k+1}}^{q+1}
\]

**Proof.** This follows by Itô-Taylor expansion of order \( q \) of \( \phi_i(X_i^{T_k,\mu}) \) for each \( i = 0, \cdots, d \) and for any \( k \) in \( \{0, \cdots, N-1\} \).

Therefore,
\[
\left| (P_{T_0,T_N} - Q_{T_0,T_N}^\mu) \phi(x) \right| \leq C(T, V_0, d) \sum_{j=0}^{N-1} \|\psi(T_{j+1}, \cdot)\|_{2,\infty} \sum_{p=0}^{q-1} \sum_{i=0}^{d} \left| (P_{T_0,T_N} - Q_{T_0,T_N}^\mu) \mathcal{L}^p \psi_i(x) \right|
+ C(T, V_0, d, m) \sum_{j=0}^{N-1} \sum_{l=m+1}^{m+2} \|\psi(T_{j+1}, \cdot)\|_{t,\infty} \Delta_{T_{j+1}}^{\frac{3}{2}}.
\]

Thanks to estimate (8.2) in Lemma 8.1, for all \( n \) in \( \mathbb{N} \), we have the following bound on the supremum norm of the derivatives of \( \psi \) up to order \( n \):

\[\|\nabla_n^\mu \psi(t, \cdot)\|_{\infty} \leq C(T, V_0, d) \|\phi\|_{n,\infty}.\]  

By plugging this bound in (7.7) we get

\[
\left| (P_{T_0,T_N} - Q_{T_0,T_N}^\mu) \phi(x) \right| \leq C(T, V_0, d) \|\phi\|_{2,\infty} \sum_{j=0}^{N-1} \sum_{p=0}^{q-1} \sum_{i=0}^{d} \left| (P_{T_0,T_j} - Q_{T_0,T_j}^\mu) \mathcal{L}^p \psi_i(x) \right|
+ C(T, V_0, d, m) \left( \|\phi\|_{2m+2,\infty} + \|\psi\|_{2q,\infty} \right) \left( \frac{1}{N} \right)^{q \wedge (m-1)/2}.
\]

It should be remarked that the term on the right hand side is controlled in terms of the approximation error itself, acting on the functions \( \mathcal{L}^p \varphi_i, i = 1, \ldots, d, p = 0, \ldots, q-1 \), from step 0 to \( j \) for any \( j \) in \( \{1, \ldots, N-1\} \). To proceed, the argument is the following one: since these bounds hold for all (at least) \( \phi \) smooth enough, one can let \( \phi = \varphi_0 \), and use the discrete Gronwall Lemma to get the following bound on \( \varphi_0 \):

\[
\left| (P_{T_0,T_N} - Q_{T_0,T_N}^\mu) \varphi_0(x) \right| \leq C(T, V_0, d, m, \|\phi\|_{m+2,\infty}, \|\varphi\|_{2q+m,\infty}) \left( \frac{1}{N} \right)^{q \wedge (m-1)/2}
\]

\[\times \left\{ \sum_{j=0}^{N-1} \sum_{p=0}^{q-1} \sum_{i=0}^{d} \left| (P_{T_0,T_j} - Q_{T_0,T_j}^\mu) \mathcal{L}^p \psi_i(x) \right|
+ \sum_{j=0}^{N-1} \sum_{p=0}^{q-1} \left| (P_{T_0,T_j} - Q_{T_0,T_j}^\mu) \mathcal{L}^p \varphi_0(x) \right| \right\}
\]

It is clear that, by iterating this argument (i.e., by letting \( \phi = \varphi_1 \) and then \( \phi = \varphi_2, \ldots, \phi = \mathcal{L} \varphi_0, \) etc...) we obtain:

\[
\left| (P_{T_0,T_N} - Q_{T_0,T_N}^\mu) \phi(x) \right| \leq C(T, V, d, q, m, \|\phi\|_{m+2,\infty}, \|\varphi\|_{2q+m,\infty}) \left( \frac{1}{N} \right)^{q \wedge (m-1)/2}.
\]

This concludes the proof (3.2) at time \( T \). From these arguments, we easily deduce that the estimate holds for any \( T_k, k = 1, \ldots, N \). \( \square \)

### 7.2 Rate of convergence for the backward approximation: proof of (3.3) and (3.4)

Here we prove the approximation order of the backward component. Before presenting the proof, we introduce some notations. Let us define the Brownian counterparts of \( \hat{\Theta}_{k+1,k}, \hat{\Theta}_k \) and \( \hat{\zeta}_k \) given in
step 9 in Algorithm 2 and steps 12, 18 and 13 in Algorithm 3. For all family of probability measures \( \eta \) we set

\[
\Theta_k^\eta (y) := (T_k, y, u(T_k, y), v(T_k, y), \langle \eta T_k, \varphi f[\cdot, u(T_k, \cdot)] \rangle),
\]

(7.9)

\[
\tilde{\Theta}_{k+1}^\eta (y) := (T_{k+1}, X_{T_{k+1}}^T y, \tilde{u}(T_{k+1}, \tilde{X}_{T_{k+1}}^T y), \tilde{v}(T_{k+1}, y), \langle \tilde{\eta}_{T_k}, \varphi f[\cdot, u(T_k, \cdot)] \rangle),
\]

and

\[
\zeta_k = 4 \frac{B_{T_k} - B_{T_k}}{\Delta T_{k+1}} - 6 \int_{T_k}^{T_{k+1}} (s - T_k) dB_s.
\]

The proof uses extensively the regularity of the function \( u \). From Lemma 8.2, for all \( t \in [0, T] \), the function \( y \in \mathbb{R}^d \mapsto u(t, y) \) is \( C_b^\infty \) with uniform bounds in time. In the elliptic case the same situation holds, although the bounds depend on time and blow up in the boundary. Hence, we keep track of the explicit dependence of each error term on \( u \) and its derivatives in such a way that the proof is simplified for the elliptic case.

Moreover, we will expand and bound terms of the form \( y \mapsto f(\cdot, y, u(\cdot, y), V u(\cdot, y), \cdot) \). When differentiating such a term, the bounds involve the product of the derivatives of \( u \) with respect to the space variable. Namely, the \( r \)th differentiation of \( f \) involves a product of at most \( r + 1 \) derivatives of \( u \). To keep track of the order of the derivatives that appear in the bound, we introduce the set of positive integers for which their sum is less than or equal to \( r \): \( I(l, r) = \{ I = (I_1, \ldots, I_l) \in \{1, \ldots, r\}^l : \sum_j I_j \leq r \} \), and define the quantity:

\[
M_u(r, s) := \sum_{l=1}^r \sum_{I \in I(l, r)} \prod_{j=1}^l \| u(s, \cdot) \|_{I_j, \infty}.
\]

(7.10)

(1) Proof of the order of convergence for the first order algorithm (Algorithm 2).

Let \( k \in \{1, \ldots, N - 1\} \). We first break the error between \( u \) and \( \hat{u} \) as follows:

\[
u(T_k, \hat{X}_{T_k}^T) - \hat{u}(T_k, \hat{X}_{T_k}^T) = u(T_k, \hat{X}_{T_k}^T) - E \left[ u(T_{k+1}, X_{T_{k+1}}^T \hat{X}_{T_k}^T \mu) + \Delta T_{k+1} f(\hat{\Theta}_{k+1}^\mu(\hat{X}_{T_k}^T)) \right] + E \left[ u(T_{k+1}, X_{T_{k+1}}^T \hat{X}_{T_k}^T \mu) + \Delta T_{k+1} f(\hat{\Theta}_{k+1}^\mu(\hat{X}_{T_k}^T)) \right] - E \left[ u(T_{k+1}, X_{T_{k+1}}^T \hat{X}_{T_k}^T \mu) + \Delta T_{k+1} f(\hat{\Theta}_{k+1}^\mu(\hat{X}_{T_k}^T)) \right] + E \left[ u(T_{k+1}, X_{T_{k+1}}^T \hat{X}_{T_k}^T \mu) + \Delta T_{k+1} f(\hat{\Theta}_{k+1}^\mu(\hat{X}_{T_k}^T)) \right] - E \left[ u(T_{k+1}, X_{T_{k+1}}^T \hat{X}_{T_k}^T \mu) + \Delta T_{k+1} f(\hat{\Theta}_{k+1}^\mu(\hat{X}_{T_k}^T)) \right] \]

Similarly, we can expand the error between \( v \) and \( \hat{v} \) as:

\[
\Delta T_{k+1} \left[ v(T_k, \hat{X}_{T_k}^T) - \hat{v}(T_k, \hat{X}_{T_k}^T) \right] = \Delta T_{k+1} v(T_k, \hat{X}_{T_k}^T) - E \left[ u(T_{k+1}, X_{T_{k+1}}^T \hat{X}_{T_k}^T \mu) \Delta B_{T_{k+1}} \right] + E \left[ u(T_{k+1}, X_{T_{k+1}}^T \hat{X}_{T_k}^T \mu) \Delta B_{T_{k+1}} \right] - E \left[ u(T_{k+1}, X_{T_{k+1}}^T \hat{X}_{T_k}^T \mu) \Delta B_{T_{k+1}} \right] + E \left[ u(T_{k+1}, X_{T_{k+1}}^T \hat{X}_{T_k}^T \mu) \Delta B_{T_{k+1}} \right] - E \left[ u(T_{k+1}, X_{T_{k+1}}^T \hat{X}_{T_k}^T \mu) \Delta B_{T_{k+1}} \right] \]

Then, at each step, the approximation error on the backward variables can be expanded as: a first term (7.11) and (7.14), corresponding to scheme errors; a second term, (7.12) and (7.15), corresponding
to generalized cubature errors and can be viewed as one step versions of the forward error (3.2) in Theorem 3.1; and a third term, (7.13) and (7.16), which are propagation errors.

Let us explain how the proof works. We will bound separately each error: the scheme, cubature and propagation errors. Each bound is summarized in a Claim (respectively Claims 7.4, 7.5 and 7.5 below). Then, we will deduce the dynamics of the error at step $k$, $E_u(k)$ defined as (3.1) and conclude with a Gronwall argument.

The first claim below gives the bounds on the scheme errors.

**Claim 7.4.** There exists a constant $C$ depending on the regularity of $V_{0,d}$ and $f$ (and not on $k$) such that the scheme errors (7.11) and (7.14) are bounded by:

\[
\left| u(T_k, \hat{X}_{T_k}^\pi) - \mathbb{E}\left[ u(T_{k+1}, X_{T_{k+1}}^{T_k, \pi} \cdot) + \Delta T_{k+1} \hat{f} \left( \hat{\Theta}_{k+1}^{\mu, \mu} \cdot \hat{X}_{T_{k+1}}^\pi \right) \right] \right| \leq C \sup_{s \in [T_k, T_{k+1}]} ||u(s, \cdot)||_{4, \infty} \Delta T_{k+1}^2
\]

\[
\left| \Delta T_{k+1} v(T_k, \hat{X}_{T_k}^\pi) - \mathbb{E}\left[ u \left( T_{k+1}, X_{T_{k+1}}^{T_k, \pi} \cdot \right) \Delta B_{T_{k+1}} \right] \right| \leq C \sup_{s \in [T_k, T_{k+1}]} ||u(s, \cdot)||_{3, \infty} \Delta T_{k+1}^2
\]

**Proof.** The proof of the first estimate follows from a second order Itô-Taylor expansion. Applying Lemma 6.1 with $n = 2$ to $u$ and taking the expectation leads to:

\[
\mathbb{E}\left[ u(T_{k+1}, X_{T_{k+1}}^{T_k, y, \mu} \cdot) \right] = u(T_k, y) + \Delta T_k V_{0}(0) u(T_k, y) + \sum_{\beta \in \partial A_2} \mathbb{E}\left( I_{\beta, T_{k+1}}^T [V_{\beta} u(\cdot, X_{T_{k+1}}^{T_k, y, \mu} \cdot)] \right)
\]  

(7.17)

and applying again Lemma 6.1 with $n = 1$ to $V_{0}(0)$ and taking the expectation gives:

\[
\mathbb{E}\left[ V_{0}(0) u(T_{k+1}, X_{T_{k+1}}^{T_k, y, \mu} \cdot) \right] = V_{0}(0) u(T_k, y) + \sum_{\beta \in \partial A_1} \mathbb{E}\left( I_{\beta, T_{k+1}}^T [V_{\beta} V_{0}(0) u(\cdot, X_{T_{k+1}}^{T_k, y, \mu} \cdot)] \right).
\]  

(7.18)

Now, note that since $u$ is the solution of PDE (1.3) we have $f = V_{0}(0)$. So that, by combining (7.17), (7.18) and estimate of Lemma 6.2, we obtain:

\[
\left| u(T_k, \hat{X}_{T_k}^\pi) - \mathbb{E}\left[ u(T_{k+1}, X_{T_{k+1}}^{T_k, \pi} \cdot) + \Delta T_{k+1} \hat{f} \left( \hat{\Theta}_{k+1}^{\mu, \mu} \cdot \hat{X}_{T_{k+1}}^\pi \right) \right] \right| 
\leq 2 \sum_{\beta \in \partial A_2} \mathbb{E}\left( I_{\beta, T_{k+1}}^T [V_{\beta} u(\cdot, X_{T_{k+1}}^{T_k, y, \mu} \cdot)] \right)
\]

\[
\leq C(T, V_{0,d}, f) \sup_{s \in [T_k, T_{k+1}]} ||u(s, \cdot)||_{4, \infty} \Delta T_{k+1}^2.
\]

This concludes the proof of the first estimate. The proof of the second estimate is similar. We first apply an Itô-Taylor expansion of Lemma 6.1 with $n = 1$ on $u$. Then, by noticing that $\Delta B_{T_{k+1}} = (I_{T_k, T_{k+1}}^{(1)}, \ldots, I_{T_k, T_{k+1}}^{(d)})^T$ and by multiplying by $I_{T_k, T_{k+1}}^{T_k, T_{k+1}}$ the previous expansion of $u$, and taking the expectation gives, thanks to Itô’s Formula

\[
\mathbb{E}\left[ u(T_{k+1}, X_{T_{k+1}}^{T_k, y, \mu} \cdot) I_{T_k, T_{k+1}}^{T_k, T_{k+1}} \right] = V_{(j)} u(T_k, y) \Delta T_{k+1} + \sum_{\beta \in \partial A_1} \mathbb{E}\left( I_{\beta, T_{k+1}}^T [V_{\beta} u(\cdot, X_{T_{k+1}}^{T_k, y, \mu} \cdot)] I_{T_k, T_{k+1}}^{T_k, T_{k+1}} \right),
\]

for $j = 1, \ldots, d$ and where the first term in the right hand side is the bracket between the stochastic integrals. The last term is controlled by using Lemma 6.2. Recalling that the $j$-th component of the function $v$ is given by $V_{(j)} u$ and reordering the terms we obtain the second inequality.

We now turn to bound the cubature like error terms (7.12) and (7.15). This is summarized by:
Claim 7.5. There exist two constants \( C \), depending on \( d, q, T, m \), and the regularity of \( V_{0,d} \) and \( \varphi_{0,d} \) (and not on \( k \)), and \( C' \), depending in addition on the regularity of \( f \), such that:

\[
\begin{align*}
&\left| \mathbb{E}\left[u(T_{k+1}, X_{T_{k+1}}^{T_k \cdot}) + \Delta T_{k+1} f(\hat{\Theta}_{k+1,k}^{\mu}(\hat{X}_{T_{k+1}}^{T_k} \cdot))\right] - \mathbb{E}_{Q_{T_k \cdot T_{k+1}}}\left[u(T_{k+1}, X_{T_{k+1}}^{T_k \cdot}) + \Delta T_{k+1} f(\hat{\Theta}_{k+1,k}^{\mu}(\hat{X}_{T_{k+1}}^{T_k} \cdot))\right]\right| \\
&\leq C \left( ||u(T_{k+1}, \cdot)||_{2,\infty} \left[ \Delta^{q+1}_{T_{k+1}} + \Delta T_{k+1} N^{-(m-1)/\eta q} \right] + ||u(T_{k+1}, \cdot)||_{m,\infty}\Delta^{(m+1)/2}_{T_{k+1}} \right) \\
&\quad + ||u(T_{k+1}, \cdot)||_{m+2,\infty}(\Delta^{(m+1)/2}_{T_{k+1}} + M_u(m + 2, T_{k+1})\Delta^{(m+1)/2}_{T_{k+1}})
\end{align*}
\]

Proof. Note that the \( r^{th} \) derivative of the function \( y \to f(\cdot, y, u(\cdot, y), \cdot, \cdot) \) is bounded by \( C'M_u(r, \cdot) \) defined by (7.10). Then, the proof of the first assertion follows from (8.13) in Lemma 8.5 applied to \( u \) and \( f \) and the second assertion from (8.14) in Lemma 8.5 applied to \( u \).

Finally, an estimate on the propagation error (7.13) is given by:

Claim 7.6. There exists a constant \( C \) depending on \( d, q, T, m \), and the regularity of \( V_{0,d} \) and \( \varphi_{0,d} \) (and not on \( k \)) such that:

\[
\begin{align*}
&\left| \mathbb{E}_{Q_{T_k \cdot T_{k+1}}}\left[u(T_{k+1}, X_{T_{k+1}}^{T_k \cdot}) - \hat{u}(T_{k+1}, X_{T_{k+1}}^{T_k \cdot}) + \Delta T_{k+1} \left( f(\hat{\Theta}_{k+1,k}^{\mu}(\hat{X}_{T_{k+1}}^{T_k} \cdot)) - f(\hat{\Theta}_{k+1,k}^{\pi,1}(\hat{X}_{T_{k+1}}^{T_k} \cdot)) \right)\right]\right| \\
&\leq (1 + C\Delta T_{k+1})\mathcal{E}_k^{1}(k + 1) + C \left( ||u(T_{k+1}, \cdot)||_{m+2,\infty}\Delta T_{k+1} N^{-(m-1)/\eta q} \right) \\
&\quad + ||u(T_{k+1}, \cdot)||_{m,\infty}(\Delta^{2}_{T_{k+1}} + \Delta^{q+1}_{T_{k+1}} + \Delta^{2}_{T_{k+1}} + \Delta^{(m+1)/2}_{T_{k+1}} + ||u(T_{k+1}, \cdot)||_{m+2,\infty}\Delta^{(m+2)/2}_{T_{k+1}})
\end{align*}
\]

Proof. Let us start by expanding the \( f \) term. We get from the mean value theorem that there exist three random variable \( \Psi_1, \Psi_2, \Psi_3 \), respectively bounded by \( \|\partial_y f\|_{\infty}, \|\partial_z f\|_{\infty} \) and \( \|\partial_w f\|_{\infty} \) almost surely, depending on each argument of \( \hat{\Theta}_{k+1,k}^{\mu} \) and \( \hat{\Theta}_{k+1,k}^{\pi,1} \) such that:

\[
\begin{align*}
&\Delta T_{k+1} \left( f(\hat{\Theta}_{k+1,k}^{\mu}(\hat{X}_{T_{k+1}}^{T_k} \cdot)) - f(\hat{\Theta}_{k+1,k}^{\pi,1}(\hat{X}_{T_{k+1}}^{T_k} \cdot)) \right) \\
&= \Delta T_{k+1} \Psi_1 \left(u(T_{k+1}, X_{T_{k+1}}^{T_k \cdot}) - \hat{u}(T_{k+1}, X_{T_{k+1}}^{T_k \cdot})\right) + \Delta T_{k+1} \Psi_2 \left(v(T_k, \hat{X}_{T_{k+1}}^{T_k} \cdot) - \hat{v}(T_k, \hat{X}_{T_{k+1}}^{T_k} \cdot)\right) \\
&\quad + \Delta T_{k+1} \Psi_3 \left( (\mu(T_{k+1}, \cdot), \varphi f(\cdot, u(T_{k+1}, \cdot))) - (\mu(T_{k+1}, \cdot), \varphi f(\cdot, \hat{u}(T_{k+1}, \cdot)))\right).
\end{align*}
\]
Now, we can use the error expansion (7.14), (7.15) and (7.16) of $\Delta_{k+1} \left( u(T_k, X^\pi_{T_k}) - \hat{u}(T_k, X^\pi_{T_k}) \right)$ together with the second assertion of Claims 7.4 and 7.5 to get

$$
\left| E_{T_{k+1}} \left[ u(T_{k+1}, X^\pi_{T_{k+1}}) - \hat{u}(T_{k+1}, X^\pi_{T_{k+1}}) \right] \right| \\
\leq \left| E_{T_{k+1}} \left[ \left( u(T_{k+1}, X^\pi_{T_{k+1}}) - \hat{u}(T_{k+1}, X^\pi_{T_{k+1}}) \right) \right] \right|
$$

while using the regularity of $C$ and the definition of $\hat{u}$ gives,

$$
\Delta_{k+1} \left| \partial_w f \right| \left| \left\langle \mu - \hat{\mu}_{T_{k+1}}, \varphi_f \left[ \cdot, u(T_{k+1}, \cdot) \right] - \varphi_f \left[ \cdot, \hat{u}(T_{k+1}, \cdot) \right] \right\rangle \right| \leq C' \Delta_{T_{k+1}} \varepsilon_u(k + 1).
$$

The Claim follows by applying the Cauchy-Schwarz inequality on the first term in the right hand side of (7.19) and plugging (7.20) and (7.21) in (7.19).

We can now analyze the local error at step $k$. By plugging the estimates from Claims 7.4, 7.5 and 7.6 in the expansion (7.11), (7.12) and (7.13) of $u - \hat{u}$ we obtain that:

$$
\varepsilon_u^1(k) \leq (1 + C\Delta_{T_{k+1}}) \varepsilon_u^1(k + 1) + \hat{\varepsilon}(k + 1),
$$

with

$$
\hat{\varepsilon}(k + 1) = C \left( \sup_{s \in [T_k, T_{k+1}]} \left| u(s, \cdot) \right|_{2, \infty} \Delta^2_{T_{k+1}} + \left| u(T_{k+1}, \cdot) \right|_{2, \infty} \Delta_{T_{k+1}} N^{-[(m-1)^{2\varrho}/2]} \right. \\
+ \left| u(T_{k+1}, \cdot) \right|_{m+1, \infty} \Delta_{T_{k+1}}^{(m+1)/2} + \left| u(T_{k+1}, \cdot) \right|_{m+2, \infty} \Delta_{T_{k+1}}^{(m+2)/2} \\
\left. + \left| u(T_{k+1}, \cdot) \right|_{3, \infty} \left[ \Delta^2_{T_{k+1}} + \Delta^2_{T_{k+1}} + \Delta^2_{T_{k+1}} N^{-[(m-1)^{2\varrho}/2]} \right] \right) \\
+ C' \left( M_u(m + 1, T_{k+1}) \Delta_{T_{k+1}}^{(m+1)/2} + M_u(m + 2, T_{k+1}) \Delta_{T_{k+1}}^{(m+2)/2} \\
+ M_u(2, T_{k+1}) \left[ \Delta^2_{T_{k+1}} + \Delta_{T_{k+1}} N^{-[(m-1)^{2\varrho}/2]} \right] \right).
$$

Under (SB), we have from Lemma 8.2 that for all $n \in \mathbb{N}^*$ there exists a constant $K$, depending on the regularity of $V_{0,d}$ and $\phi$, such that for all $k \in \{0, \cdots, N - 1\},$

$$
M_u(n, T_{k+1}) + \sup_{s \in [T_k, T_{k+1}]} \left| u(s, \cdot) \right|_{n, \infty} \leq K.
$$

Therefore, Gronwall’s Lemma applied to (7.22) and the definition of $\Delta_{T_{k+1}}$ implies

$$
\varepsilon_u^1 \leq C N^{-1}.
$$

Moreover, Claims 7.4 and 7.5 and expansion (7.14), (7.15) and (7.16) show that:

$$
\Delta_{T_{k+1}} \varepsilon_u^1(k + 1) \leq C \left( \sup_{s \in [T_k, T_{k+1}]} \left| u(s, \cdot) \right| \left| \Delta^2_{T_{k+1}} + \left| u(T_{k+1}, \cdot) \right|_{3, \infty} \left[ \Delta^2_{T_{k+1}} + \Delta_{T_{k+1}} N^{-[(m-1)^{2\varrho}/2]} \right] \right. \\
+ \left. \left| u(T_{k+1}, \cdot) \right|_{m+1, \infty} \Delta_{T_{k+1}}^{(m+1)/2} + C \left| u(T_{k+1}, \cdot) \right|_{m+2, \infty} \Delta_{T_{k+1}}^{(m+2)/2} \right) + \Delta_{T_{k+1}}^{1/2} \varepsilon_u^1(k + 1),
$$
which together with (7.24) imply  

$$\Delta_{T_k}^{1/2} \mathcal{E}_v^1 \leq CN^{-1},$$

and the result holds.

(2) Proof of the order of convergence for the second order algorithm (Algorithm 3).

Let $k \in \{0, \ldots, N - 2\}$. We can expand as before the errors on the $u$ and $v$ approximations as:

$$u(T_k, \hat{X}^\pi_{T_k}) - \hat{u}^2(T_k, \hat{X}^\pi_{T_k}) = \mathbb{E}_{Q_{T_k,T_{k+1}}} \left[ u(T_{k+1}, X^{T_k, \hat{X}^\pi_{T_k} \mu}_{T_{k+1}}) - \hat{u}^2(T_{k+1}, X^{T_k, \hat{X}^\pi_{T_k} \mu}_{T_{k+1}}) \right]$$

$$+ \frac{1}{2} \Delta_{T_{k+1}} \mathbb{E}_{Q_{T_k,T_{k+1}}} \left[ f(\Theta^\mu_{k+1}(X^{T_{k+1}}_{T_{k+1}})) - f(\hat{\Theta}^{\pi^2}_{k+1}) \right]$$

$$+ \frac{1}{2} \Delta_{T_{k+1}} [ f(\Theta^\mu_{k}(\hat{X}^\pi_{T_k})) - f(\hat{\Theta}^{\pi}_{k}) ]$$

$$+ \epsilon^u_{u^2,k}(\pi) + \epsilon^c_{u^2,k}(\pi),$$

where

$$\epsilon^u_{u^2,k}(\pi) = u(T_k, \hat{X}^\pi_{T_k}) - \mathbb{E} \left[ u(T_{k+1}, X^{T_k, \hat{X}^\pi_{T_k} \mu}_{T_{k+1}}) + \frac{\Delta_{T_{k+1}}}{2} \left( f(\Theta^\mu_{k+1}(\hat{X}^\pi_{T_k})) + f(\Theta^\mu_{k+1}(X^{T_{k+1}}_{T_{k+1}})) \right) \right]$$

$$\epsilon^c_{u^2,k}(\pi) = \mathbb{E} \left[ u(T_{k+1}, X^{T_k, \hat{X}^\pi_{T_k} \mu}_{T_{k+1}}) \right] - \mathbb{E}_{Q_{T_k,T_{k+1}}} \left[ \left( f(\Theta^\mu_{k+1}(X^{T_{k+1}}_{T_{k+1}})) - f(\hat{\Theta}^{\pi}_{k}) \right) \Delta_{T_{k+1}} \zeta_{k+1} \right].$$

Similarly, we have

$$v(T_k, \hat{X}^\pi_{T_k}) - \hat{v}^2(T_k, \hat{X}^\pi_{T_k}) = \mathbb{E}_{Q_{T_k,T_{k+1}}} \left[ \left( u(T_{k+1}, X^{T_k, \hat{X}^\pi_{T_k} \mu}_{T_{k+1}}) - \hat{u}^2(T_{k+1}, X^{T_k, \hat{X}^\pi_{T_k} \mu}_{T_{k+1}}) \right) \zeta_{k+1} \right]$$

$$+ \mathbb{E}_{Q_{T_k,T_{k+1}}} \left[ f(\Theta^\mu_{k+1}(X^{T_{k+1}}_{T_{k+1}})) \Delta_{T_{k+1}} \zeta_{k+1} \right]$$

$$+ \epsilon^v_{v^2,k}(\pi) + \epsilon^c_{v^2,k}(\pi),$$

with

$$\epsilon^v_{v^2,k}(\pi) = v(T_k, \hat{X}^\pi_{T_k}) - \mathbb{E} \left[ \left( u(T_{k+1}, X^{T_k, \hat{X}^\pi_{T_k} \mu}_{T_{k+1}}) + \Delta_{T_{k+1}} f(\Theta^\mu_{k+1}(X^{T_{k+1}}_{T_{k+1}})) \right) \zeta_{k+1} \right]$$

$$\epsilon^c_{v^2,k}(\pi) = \mathbb{E} \left[ u(T_{k+1}, X^{T_k, \hat{X}^\pi_{T_k} \mu}_{T_{k+1}}) \right] - \mathbb{E}_{Q_{T_k,T_{k+1}}} \left[ \left( f(\Theta^\mu_{k+1}(X^{T_{k+1}}_{T_{k+1}})) \Delta_{T_{k+1}} \zeta_{k+1} \right) \right].$$

We identify, as for the first order expansion, some error terms corresponding to the scheme error (7.27) and (7.30), generalized cubature errors (7.28) and (7.31) and propagation errors (7.25), (7.29). Some important changes are clear from the expansion: we have in addition a prediction error term (7.26) reflecting the fact that we perform a new intermediate step, and we have some $f$ term in (7.29), adding to the propagation error.

The proof for the second order approximation is then similar to its first order equivalent, but we will have to consider the mentioned additional terms. In particular, the fact that the second order
approximation $\hat{\sigma}^2(\hat{X}_{k}^{T})$ includes the term $f(\hat{\Theta}_{T_{k+1}})$, adds an additional coupling effect. With this in mind, and in order to simplify the analysis, we introduce the following quantity

$$E_f(k) = \max_{\pi \in S(k)} |f(\Theta_k^{\mu}(\hat{X}_{k}^{T})) - f(\hat{\Theta}_{k}^{\mu,2})|$$

and we will analyze the dynamics of the sum of errors at step $k$, $E_u^2(k) + \Delta T_k E_f(k)$.

To this aim, we will bound separately the scheme and cubature errors. Each bound is summarized in a Claim (respectively Claims 7.7, 7.8 below). Then, we will conclude with a Gronwall argument.

The scheme error terms (7.27) and (7.30) and the generalized cubature errors (7.28) and (7.31) are treated similarly as in the first order scheme. We show this in Claims 7.7 and 7.8.

**Claim 7.7.** There exists a constant $C$, depending on the regularity of $V_{0,d}$ and $f$ (and not on $k$) such that:

$$\left| c_{u^2,k}^s(\pi) \right| \leq C \sup_{s \in [T_k,T_{k+1}]} ||u(s,\cdot)||_{6,\infty} \Delta^3_{T_{k+1}}$$

$$\left| c_{u^2,k}^s(\pi) \right| \leq C \sup_{s \in [T_k,T_{k+1}]} ||u(s,\cdot)||_{5,\infty} \Delta^2_{T_{k+1}}^2$$

where $c_{u^2,k}^s(\pi), c_{u^2,k}^s(\pi)$ are defined in (7.27) and (7.30).

**Proof.** The proof follows in the same way as the one of Claim 7.4, by performing a Taylor expansion to one additional order. The choice of $\zeta_{k+1}$ is the one needed to match the lower order terms (recall that the $i^{th}$ component of $\zeta_k$ is expressed as $\zeta^i_k = 4\Delta^{-1}_{T_{k}} I_{T_{k},T_{k+1}}^{(i)} - 6\Delta^{-2}_{T_{k}} I_{0,1}^{(i)}$).

Applying Lemma 6.1 with $n = 4$ to $u$ and with $n = 2$ to $V_{(0)} u$ implies, after taking the expectation, that

$$\mathbb{E}\left[u(T_{k+1},X_{T_{k+1}}^{T,y,\mu})\right] = u(T_k,y) + \Delta T_k V_{(0)} u(T_k,y) + \frac{1}{2} V_{(0)} u(T_k,y) \Delta^3_{T_{k+1}} + \sum_{\beta \in \partial A_4} \mathbb{E}\left(I_{\beta}^{T_{k},T_{k+1}} [V_{\beta} u(\cdot,X_{T_{k},y,\mu})]\right)$$

and

$$\mathbb{E}\left[V_{(0)} u(T_{k+1},X_{T_{k+1}}^{T,y,\mu})\right] = V_{(0)} u(T_k,y) + V_{(0)} u(T_k,y) \Delta T_{k+1} + \sum_{\beta \in \partial A_2} \mathbb{E}\left(I_{\beta}^{T_{k},T_{k+1}} [V_{(\beta \cdot \sigma) u(\cdot,X_{T_{k},y,\mu})]}\right).$$

Then, the estimate of Lemma 6.2 gives

$$\mathbb{E}\left[u(T_{k+1},X_{T_{k+1}}^{T,y,\mu}) - \frac{\Delta T_k}{2} \left( V_{(0)} u(T_k,y) + V_{(0)} u(T_{k+1},X_{T_{k+1}}^{T,y,\mu}) \right) \right] - u(T_k,y)$$

$$= \sum_{\beta \in \partial A_4} \mathbb{E}\left(I_{\beta}^{T_{k},T_{k+1}} [V_{\beta} u(\cdot,X_{T_{k},y,\mu})] \right) - \frac{\Delta T_k}{2} \sum_{\beta \in \partial A_2} \mathbb{E}\left(I_{\beta}^{T_{k},T_{k+1}} [V_{(\beta \cdot \sigma) u(\cdot,X_{T_{k},y,\mu})}]\right)$$

$$\leq C(T, V_{0,d}, f) \Delta_{T_{k+1}}^3 \sup_{s \in [T_k,T_{k+1}]} ||u(s,\cdot)||_{6,\infty},$$

from where we deduce the first inequality.

Similarly, by using Lemma 6.1 with $n = 3$ on $u$ and with $n = 1$ on $V_{(0)} u$ and taking the expectation, using the fact that $\zeta^i_k = 4\Delta^{-1}_{T_{k}} I_{T_{k},T_{k+1}}^{(i)} - 6\Delta^{-2}_{T_{k}} I_{0,1}^{(i)}$, it follows

$$\mathbb{E}\left[u(T_{k+1},X_{T_{k+1}}^{T,y,\mu}) - \Delta T_{k+1} V_{(0)} u(T_{k+1},X_{T_{k+1}}^{T,y,\mu}) \right] \Delta T_{k+1}^3 \zeta^i_k$$

$$= \mathbb{E}\left[V_{(j)} u(T_k,y) I_{(j)}^{T_{k},T_{k+1}} + V_{(0,j)} u(T_k,y) I_{(0,j)}^{T_{k},T_{k+1}} + V_{(j,0)} u(T_k,y) I_{(j,0)}^{T_{k},T_{k+1}} \right.$$

$$\left. - \Delta T_{k+1} V_{(j,0)} u(T_k,y) I_{(j,0)}^{T_{k},T_{k+1}} \right] \left( 4I_{(j)}^{T_{k},T_{k+1}} - 6 \frac{I_{(0,j)}^{T_{k},T_{k+1}}}{\Delta T_{k+1}} \right) + \mathcal{R}(k,j)$$

$$= \Delta T_{k+1} V_{(j)} u(T_k,y) + \mathcal{R}(k,j)$$
where
\[ \mathcal{R}(k, j) = \Delta_{T_{k+1}} \sum_{\beta \in \partial A_1} \mathbb{E} \left( I_{T_{k}^{\beta}, T_{k+1}^{\beta}} \left[ \mathcal{V}(\beta)u(\cdot, X^{T_{k}, y, \mu}) \right] \zeta_k^j \right) \]
\[ - \Delta_{T_{k+1}}^2 \sum_{\beta \in \partial A_1} \mathbb{E} \left( I_{T_{k}^{\beta}, T_{k+1}^{\beta}} \left[ \mathcal{V}(\beta \cdot 0)u(\cdot, X^{T_{k}, y, \mu}) \right] \zeta_k^j \right). \]

Using Lemma 6.2 we bound the residual term \( \mathcal{R}(k, j) \) and obtain
\[ \Delta_{T_{k+1}} \sum_{\beta \in \partial A_1} \mathbb{E} \left( I_{T_{k}^{\beta}, T_{k+1}^{\beta}} \left[ \mathcal{V}(\beta)u(\cdot, X^{T_{k}, y, \mu}) \right] \zeta_k^j \right) \]
\[ \leq \Delta_{T_{k}}^3 \sup_{s \in [T_k, T_{k+1}]} ||u(s, \cdot)||_{5, \infty} + \Delta_{T_{k}}^{7/2} \sup_{s \in [T_k, T_{k+1}]} ||u(s, \cdot)||_{5, \infty}, \]
recalling that \( v(T_k, y) = \mathcal{V}(\beta)u(T_k, y) \) we deduce the second inequality. \( \square \)

**Claim 7.8.** There exist two constants \( C \), depending on \( d, q, T, m \), the regularity of \( V_{0;d} \) and \( \varphi_{0;d} \) (and not on \( k \)), and \( C' \), depending in addition on the regularity of \( f \), such that:
\[
\left| \epsilon_{u, k}^c(\pi) \right| \leq C \left( ||u(T_{k+1}, \cdot)||_{2, \infty} \left[ \Delta_{T_{k+1}}^{q+1} + \Delta_{T_{k+1}} N^{-((m-1)\wedge 2q)/2} \right] + ||u(T_{k+1}, \cdot)||_{m+1, \infty} \Delta_{T_{k+1}}^{(m+1)/2} \right.
\[ + ||u(T_{k+1}, \cdot)||_{m+2, \infty} \Delta_{T_{k+1}}^{(m+2)/2} \right)
\[ + C' \left( M_u(3, T_{k+1}) \left[ \Delta_{T_{k+1}}^{q+2} + \Delta_{T_{k+1}}^2 N^{-((m-1)\wedge 2q)/2} \right] + M_u(m + 2, T_{k+1}) \Delta_{T_{k+1}}^{(m+3)/2} \right.
\[ + M_u(m + 3, T_{k+1}) \Delta_{T_{k+1}}^{(m+4)/2} \right), \]
\[
\left| \epsilon_{u, k}^c(\pi) \right| \leq C \left( ||u(T_{k+1}, \cdot)||_{3, \infty} \left[ \Delta_{T_{k+1}}^{q+1} + \Delta_{T_{k+1}} N^{-((m-1)\wedge 2q)/2} \right] + \sum_{i=m-2}^{m+1} ||u(T_{k+1}, \cdot)||_{i, \infty} \Delta_{T_{k+1}}^{(i-1)/2} \right)
\[ + C' \left( M_u(4, T_{k+1}) \left[ \Delta_{T_{k+1}}^{q+1} + \Delta_{T_{k+1}}^2 N^{-((m-1)\wedge 2q)/2} \right] + \sum_{i=m-2}^{m+2} M_u(i, T_{k+1}) \Delta_{T_{k+1}}^{i/2} \right) \right), \]

where \( \epsilon_{u, k}^c(\pi) \), \( \epsilon_{u, k}^c(\pi) \) are defined in (7.28) and (7.31).

**Remark.** Although the rates of convergence have a leading term of order \( \Delta_{T_{k+1}}^{(m-1)} \) that is worst than the one in the first order scheme result, (Claim 7.5), here we assume that \( m \) is bigger, and thus they are suitable for a second order scheme.

**Proof.** Note first that the \( r \)th derivative of the function \( y \mapsto f(\cdot, y, u(\cdot, y), \mathcal{V}u(\cdot, y), \cdot) \) is bounded by \( M_u(r + 1, \cdot) \) defined by (7.10). This estimate goes up to \( r + 1 \) and not just \( r \) as in Claim 7.5, because the differentiation of \( y \in \mathbb{R}^d \mapsto f(\Theta_{k+1}^\mu(y)) \) involves the additional dependence on \( \mathcal{V}u \).

Then, the first assertion follows from applying (8.13) in Lemma 8.5 to \( u \) and \( f(\Theta_{k+1}^\mu) \). For the second assertion, recall that the \( r \)th component of \( \zeta_k \) is expressed as \( \zeta_k^r = 4\Delta_{T_{k}}^{-1} I_{T_{k}^{(r)}, T_{k+1}^{(r)}} - 6\Delta_{T_{k}}^{2} I_{T_{k}^{(0), T_{k+1}}}. \) Then, applying (8.14) and (8.15) with \( n = m \) in Lemma 8.5 to \( u \) and \( f(\Theta_{k+1}^\mu) \), we conclude on the second assertion. \( \square \)
It will be handy to have an expansion on the prediction error, by recalling that $\tilde{u}$ is essentially an application of the first order scheme, it follows that

$$
(u - \tilde{u})(T_k, \hat{X}^\pi_{T_k}) = \mathbb{E}_{t_k} \left[ (u - \tilde{u}^2)(T_{k+1}, X_{T_{k+1}}^{T_k, \hat{X}^\pi_{T_k}}) + \Delta T_{k+1} \left( f(\Theta_{k+1}^{\hat{u}}(X_{T_{k+1}}^{T_k, \hat{X}^\pi_{T_k}})) - f(\hat{\Theta}_k^{\pi, 2}) \right) \right] \\
+ \epsilon_{u,k}^c(\pi) + \epsilon_{u,k}^c(\pi)
$$

where

$$
\epsilon_{u,k}^c(\pi) := \mathbb{E} \left[ u(T_{k+1}, X_{T_{k+1}}^{T_k, \hat{X}^\mu_{T_k}}) + \Delta T_{k+1} f(\Theta_{k+1}^{\mu}(X_{T_{k+1}}^{T_k, \hat{X}^\mu_{T_k}})) \right] \\
- \mathbb{E} \left[ u(T_{k+1}, X_{T_{k+1}}^{T_k, \hat{X}^\hat{u}_{T_k}}) + \Delta T_{k+1} f(\hat{\Theta}_{k+1}^{\hat{u}}(X_{T_{k+1}}^{T_k, \hat{X}^\hat{u}_{T_k}})) \right] \\
\epsilon_{u,k}^s(\pi) := u(T_k, \hat{X}^\pi_{T_k}) - \mathbb{E} \left[ u(T_{k+1}, X_{T_{k+1}}^{T_k, \hat{X}^\mu_{T_k}}) + \Delta T_{k+1} f(\Theta_{k+1}^{\mu}(X_{T_{k+1}}^{T_k, \hat{X}^\mu_{T_k}})) \right].
$$

Note that $\epsilon_{u,k}^s(\pi)$ and $\epsilon_{u,k}^c(\pi)$ may be bounded respectively as in claims (7.4) and (7.5). The fact that we are using here $\Theta_{k+1}^{\mu}$ instead of $\hat{\Theta}_{k+1,k}$ in those claims, is not really problematic. For the scheme error in Claim (7.4), the difference can be controlled by an additional application of Ito’s theorem, but we skip the details. For the cubature error in Claim (7.5) this difference plays no role at all.

Let us now focus on the errors when approximating the driver. Using the mean value theorem, we know that there exist $\Psi_1, \Psi_2, \Psi_3$ respectively bounded by $\|\partial_y f\|_\infty$, $\|\partial_z f\|_\infty$ and $\|\partial_u f\|_\infty$, such that

$$
f(\Theta_k^{\hat{u}}(X^\pi_{T_k})) - f(\hat{\Theta}_k^{\pi, 2}) = \Psi_1 [u(T_k, \hat{X}^\pi_{T_k}) - \tilde{u}^2(T_k, \hat{X}^\pi_{T_k})] + \Psi_2 [v(T_k, \hat{X}^\pi_{T_k}) - \tilde{v}^2(T_k, \hat{X}^\pi_{T_k})] \\
+ \Psi_3 \left( \langle \tilde{\mu}_{T_k}, \varphi f[., u(T_k, \cdot)] \rangle \right) + \Psi_3 \left( \langle \tilde{\mu}_{T_k}, \varphi f[., u(T_k, \cdot)] \rangle \right)
$$

Similarly, there exist random variables and $\Psi_1', \Psi_2', \Psi_3'$ respectively bounded by $\|\partial_y f\|_\infty$, $\|\partial_z f\|_\infty$ and $\|\partial_u f\|_\infty$, such that

$$
f(\Theta_k^{\mu}(X^\pi_{T_k})) - f(\hat{\Theta}_k^{\pi}) = \Psi_1' [u(T_k, \hat{X}^\pi_{T_k}) - \tilde{u}(T_k, \hat{X}^\pi_{T_k})] + \Psi_2' [v(T_k, \hat{X}^\pi_{T_k}) - \tilde{v}(T_k, \hat{X}^\pi_{T_k})] \\
+ \Psi_3' \left( \langle \tilde{\mu}_{T_k}, \varphi f[., u(T_k, \cdot)] \rangle \right) + \Psi_3' \left( \langle \tilde{\mu}_{T_k}, \varphi f[., u(T_k, \cdot)] \rangle \right).
$$

Then, using the error development for $(u - \tilde{u}^2)(T_k, \hat{X}^\pi_{T_k})$ given in (7.27),(7.28), (7.25),(7.26) the error and the ones for $f(\Theta_k^{\hat{u}}(X^\pi_{T_k})) - f(\hat{\Theta}_k^{\pi, 2})$ in (7.35),(7.36) and (7.37) and $f(\Theta_k^{\mu}(X^\pi_{T_k})) - f(\hat{\Theta}_k^{\pi})$ in (7.38), (7.39) and (7.40), it follows
Then, replacing the expansion for the error of $\hat{u}$ in terms of (7.30), (7.31), (7.29) and the one for $(u - \tilde{u})$ in terms of (7.32), (7.33), (7.34), and up to rescaling some of the $\Psi$ random variables, one obtains

\[
(u - \tilde{u})^2(T_k, \hat{X}_{T_k}^\pi) + \frac{1}{2} \Delta T_k \left( f(\Theta_k^\mu(\hat{X}_{T_k}^\pi)) - f(\hat{\Theta}_k^\pi, \mu) \right)
= \mathbb{E}_{Q_{T_k}},T_{k+1} \left[ (1 + \Delta T_k \Psi_1) \mathbb{E}_{Q_{T_k}, T_{k+1}} \left[ u(T_{k+1}, X_{T_{k+1}}^T_k, \hat{X}_{T_k}^\pi) - \tilde{u}^2(T_{k+1}, X_{T_{k+1}}^T_k, \hat{X}_{T_k}^\pi) \right] + \frac{1}{2} \Delta T_k \left( f(\Theta_k^\mu(\hat{X}_{T_k}^\pi)) - f(\hat{\Theta}_k^\pi, \mu) \right) \right]
+ \frac{1}{2} [\Psi_2 \Delta T_k + \Psi_2' \Delta T_{k+1} + \psi(T_k, \hat{X}_{T_k}^\pi) - \tilde{u}^2(T_k, \hat{X}_{T_k}^\pi)]
+ \frac{1}{2} \Delta T_{k+1} \left( f(\Theta_k^\mu(\hat{X}_{T_k}^\pi)) - f(\hat{\Theta}_k^\pi, \mu) \right)
+ \frac{1}{2} \Delta T_{k+1} \left( f(\Theta_k^\mu(\hat{X}_{T_k}^\pi)) - f(\hat{\Theta}_k^\pi, \mu) \right)
+ \frac{1}{2} \Delta T_{k+1} \left( f(\Theta_k^\mu(\hat{X}_{T_k}^\pi)) - f(\hat{\Theta}_k^\pi, \mu) \right)
\]

We are now in position to give the dynamics of the sum of the maximal errors $E^2_u(k) + \Delta T_k E_f(k)$. We use Cauchy-Schwartz inequality on the first two terms of (7.41), bound the last two terms in (7.41) using the Lipschitz property of $\varphi_f$, as in the first order error analysis, we can deduce that for some constants $C, C'$,

\[
E^2_u(k) + \Delta T_{k+1} E_f(k) \leq (1 + C \Delta T_{k+1}) \left[ E^2_u(k + 1) + \Delta T_k E_f(k + 1) \right] + C'(\epsilon_2(k) + \Delta T_{k+1} N^{-[(m-1)^2]/2})
\]
An application of the discrete Gronwall lemma on the sum (7.31), (7.29) and Cauchy-Schwartz inequality, implies

\[ \epsilon_2(k) = \sup_{\pi \in \mathcal{S}_k} |\epsilon_{\hat{u},k}^e(\pi) + \Delta T_{k+1}\epsilon_{\hat{u},k}^e(\pi)| + \sup_{\pi \in \mathcal{S}_k} |\epsilon_{\hat{v},k}^e(\pi) + \Delta T_{k+1}\epsilon_{\hat{v},k}^e(\pi)| + \Delta T_{k+1}\left( \sup_{\pi \in \mathcal{S}_k} |\epsilon_{\hat{u},k}^e(\pi) + \epsilon_{\hat{v},k}^e(\pi)| \right). \]

(7.43)

We can bound the two first terms of \( \epsilon_2(k) \) using respectively Claims 7.4, 7.5 and 7.6 as we have discussed before, so that there is a constant \( C'' \)

\[ \bar{\epsilon}_2(k) \leq C'' \left( \sup_{s \in [T_k, T_{k+1}]} ||u(s, \cdot)||_{4,\infty} \Delta_{T_{k+1}}^3 \right. \]

\[ + \left[ ||u(T_{k+1}, \cdot)||_{3,\infty} + M_u(4, T_{k+1}) \right] \left[ \Delta_{T_{k+1}}^{q+1} + \Delta_{k+1}^2 N^{-[(m-1)^{q/2}]} \right] \]

\[ + \sum_{i=m-2}^{m+1} \left[ ||u(T_{k+1}, \cdot)||_{2,\infty} + M_u(i, T_{k+1}) \right] \Delta_{T_{k+1}}^{(i+1)/2} + \sum_{i=m+2}^{m+3} M_u(i, T_{k+1}) \Delta_{T_{k+1}}^{(i+1)/2} \]

(7.44)

Given that the initialization step is the first order scheme, Claims 7.4, 7.5 and 7.6 imply \( \mathcal{E}_u^2(N-1) \leq K N^{-2} \) and \( \Delta T_{N-1}^2 \mathcal{E}_f^2(N-1) \leq K N^{-2} \). Moreover, under (SB), we have from Lemma 8.2 that for all \( n \in \mathbb{N}^* \) there exists a constant \( K \), depending on the regularity of \( V_0 \) and \( \psi \), such that for all \( k \in \{0, \cdots, N-1\} \),

\[ M_u(n, T_{k+1}) + \sup_{s \in [T_k, T_{k+1}]} ||u(s, \cdot)||_{n,\infty} \leq K. \]

An application of the discrete Gronwall lemma on the sum \( \mathcal{E}_u^2(k) + \Delta T_{k+1} \mathcal{E}_f(k) \), gives

\[ \sup_{k \leq N-1} \mathcal{E}_u^2(k) + \Delta T_k \mathcal{E}_f(k) \leq C \left( \mathcal{E}_u^2(N-1) + \Delta T_N \mathcal{E}_f(N-1) + N^{-[(m-1)^{q/2}]} + \sum_{i=0}^{N-2} \bar{\epsilon}_2(k) \right). \]

Using (7.44) we deduce that, if \( m \geq 7 \), where the bound is a consequence of the second assertion of Claim 7.8, we have

\[ \sup_{k \leq N-1} \mathcal{E}_u^2(k) + \Delta T_k \mathcal{E}_f(k) \leq C N^{-2}. \]

As for the first order case, the previous result together with the expansion of \( v - \hat{v}^2 \) given (7.30), (7.31), (7.29) and Cauchy-Schwartz inequality, implies

\[ \Delta_{T_k}^{1/2} \mathcal{E}_v^2(k) \leq C N^{-2}. \]

This concludes the proof of assertions (3.3) and (3.4) in Theorem 3.1. \( \square \)

8 Mathematical tools

Here we will intensively use the notions defined in section 6.

8.1 The conditional linear PDE

Lemma 8.1. Let \( \eta \) be a given family of probability measures on \( \mathbb{R}^d \) and consider the PDE

\[ \begin{cases} \partial_t \psi(t, y) + \mathcal{L}^\eta \psi(t, y) = 0, \text{ on } [0, T] \times \mathbb{R}^d \\ \psi(T, y) = \phi(y) \end{cases} \]

(8.1)

where \( \mathcal{L}^\eta \) is defined by (6.1). Suppose that assumption (SB) holds, then, this PDE admits a unique infinitely differentiable solution \( \psi \) and for every multi-index \( \beta \in \mathcal{M} \) there exists a positive constant \( C \) depending on the regularity of \( V_0, \varphi_0 \) and \( T \) such that,

\[ ||D_\beta \psi(t, \cdot)||_\infty \leq C ||\phi||_{||\beta||,\infty} \]

(8.2)
Proof. Since the law that appears in the coefficients of the SDE is fixed, this is an obvious consequence of the regularity of the coefficients and the terminal condition.

\[ \Box \]

8.2 The conditional semi-linear PDE

Lemma 8.2. Under (SB) there exists a function \( u \) from \([0, T] \times \mathbb{R}^d \) to \( \mathbb{R} \) such that

\[ Y_t^u = u(t, X_t^y) \]

where \( Y_t^u \) is defined in (1.1). This function is in \( C^{1,2}([0, T] \times \mathbb{R}^d, \mathbb{R}) \) and is the unique solution of the semi-linear PDE:

\[
\begin{aligned}
\partial_t u(t, y) + \mathcal{L}^u u(t, y) &= f\left(t, y, u(t, y), (\nu^u u(t, y))^T, \langle \mu_t, \varphi_f(\cdot, u(t, \cdot)) \rangle \right), \quad \text{on } [0, T] \times \mathbb{R}^d \\
u(T, y) &= \phi(y)
\end{aligned}
\]

where \( \mathcal{L}^u \) is defined as in (1.4).

Moreover, \( u \) is infinitely differentiable, and for every multi-index \( \beta \in \mathcal{M} \) there exists a positive constant \( C \) depending on the regularity of \( V_{0,d}, f, \varphi_{0,d}, \phi \) and \( T \) such that

\[ ||D^\beta u||_\infty \leq C \]

Proof of Lemma 8.2.

(i) Existence and PDE solution. Consider the conditional BSDE:

\[ \begin{aligned}
dX_{t,s}^{y,x} &= \sum_{i=0}^d V_i(s, X_{t,s}^{y,x}, \mathbb{E}[\varphi_f(X_s^y)])dB_{s,i} ^i \\
dY_{t,s}^{y,x} &= -f(s, X_{t,s}^{y,x}, \bar{Y}_{t,s}^{y,x}, \mathbb{E}[\varphi_f(X_s^y, Y_s^y)])ds + \bar{Z}_{t,s}^{y,x}dB_{s,1} ^d \\
X_{t,T}^y &= y, \quad \bar{Y}_{t,T}^{y,x} = \phi(X_{t,T}^x)
\end{aligned} \]

for \( s \) in \([t, T] \). Note that the McKean term in (8.5), \( \mathbb{E}[\varphi_f(X_s^y, Y_s^y)] \), does not depend on \( y \) and differs from the law dependence in (1.5) in the fact that it involves the joint law of the system. Actually, once the solution of (1.1) is found, one can consider the term \( \mathbb{E}[\varphi_f(X_s^y, Y_s^y)] \) simply as a term depending on time, so that conditionally to knowing the joint law of \((X_s^x, Y_s^x, 0 \leq t \leq T)\), equation (8.5) is classical and Markov. As pointed out before, the existence of a unique solution to (1.1) follows the lines of the results in [BLP09].

It is clear from the previous discussion that we might apply classical results on BSDE to analyze equation (8.5). In particular, we can define the mapping \((t, y) \mapsto u(t, y) = \bar{Y}_{t,y}^{y,x}\) from the results of Pardoux and Peng in [PP92] and show that this mapping is differentiable, once in time and twice in space with bounded derivatives and satisfies the PDE:

\[
\begin{aligned}
\partial_t u(t, y) + \mathcal{L}^u u(t, y) &= f\left(t, y, u(t, y), (\nu^u u(t, y))^T, \mathbb{E}[\varphi_f(X_t^y, Y_t^y)] \right), \\
u(T, y) &= \phi(y).
\end{aligned}
\]

Now, note that, by definition: \( u(t, X_t^x) = u(t, X_t^{0,x} = \bar{Y}_{t,T}^{0,x} \). Since, by definition again and by uniqueness results for (1.1) and (8.5), we have that \( \bar{Y}_{t,T}^{0,x} = Y_t^x \) it follows that \( u(t, X_t^x) = Y_t^x \). In particular, this implies that \( \mathbb{E}[\varphi_f(X_s^x, Y_s^y)] = \mathbb{E}[\varphi_f(X_s^x, u(s, X_s^x))] \) for all \( s \) in \([0, T]\). Plugging this expression in the McKean term in (8.6), we can deduce that \( u \) solves (8.3). This concludes the proof of the first assertion.

(ii) Control on the derivatives.

To prove the regularity of \( u \) and the bound on its derivatives, we consider first the case involving only space derivatives. In this case the whole argument of Pardoux and Peng may be iterated reasoning on the BSDE for the first derivative, as long as the hypotheses remain valid, to obtain a BSDE for
higher order derivatives in space. We turn the reader to the paper of Crisan and Delarue [CD12c] where this is done in detail (taking into account the additional law dependence that must be considered in our framework).

It remains to consider the case of general derivatives including time derivatives. As we have said before, iterative applications of the Pardoux and Peng argument lead to PDEs similar to (8.3). Then, we can argue that we are able to differentiate once in time for every two derivatives in space. It is also clear that the control on the space derivatives plus the regularity properties of the coefficients imply the control for time derivatives.

8.3 One-step errors

Let \( \eta \) be a given family of probability measures and \( X^{t,y,\eta}, \hat{X}^{t,y,\eta} \) defined as in (6.2) and (6.3). We recall that \( \hat{\mu} \) denotes the discrete probability measure defined by Algorithm 1 and \( \mu \) the law of the forward part of (1.1).

**Lemma 8.3.** Let \( g \) be a \( C^2_b \) function from \( \mathbb{R}^d \) to \( \mathbb{R} \). Then, there exists a constant \( C \) depending only on \( V_{0,d} \) and \( T \) such that for all \( k = 1, \ldots, N - 1 \):

\[
\left| (P^n_{T_k,T_{k+1}} - \hat{P}^\mu_{T_k,T_{k+1}}) g(y) \right| \leq C \left\| g \right\|_{2,\infty} \sum_{i=0}^{d-1} \int_{T_k}^{T_{k+1}} \left| \langle \eta_i, \varphi_i \rangle - \sum_{p=0}^{q-1} \frac{[(t - T_k)^p]}{p!} \langle \eta_{T_k}, (\mathcal{L}^n)^p \varphi_i \rangle \right| dt \\
+ C \left\| g \right\|_{2,\infty} \sum_{i=0}^{d-1} \sum_{p=0}^{q-1} \left| \Delta_{T_{k+1}}^{p+1} \langle \eta_{T_k}, (\mathcal{L}^n)^p \varphi_i \rangle - \langle \hat{\mu}_{T_k}, (\mathcal{L}^\hat{\mu})^p \varphi_i \rangle \right|. 
\]  

Moreover, if \( g \) is \( C^3_b \), there exists a constant \( C \) depending only on \( V_{0,d} \) and \( d, n, k = 1, \ldots, N - 1 \):

\[
\left| \mathbb{E} \left( \left[ g \left( X^{T_k,y,\eta}_{T_k} \right) - g \left( \hat{X}^{T_k,y,\hat{\mu}}_{T_k} \right) \right] I_{T_k,T_{k+1}} \right) \right| 
\leq C \left\| g \right\|_{3,\infty} \sum_{i=0}^{d-1} \int_{T_k}^{T_{k+1}} \int_{T_k}^{T_{k+1}} \left| \langle \eta_i, \varphi_i \rangle - \sum_{p=0}^{q-1} \frac{[(t - T_k)^p]}{p!} \langle \eta_{T_k}, (\mathcal{L}^n)^p \varphi_i \rangle \right| ds dt \\
+ C \left\| g \right\|_{3,\infty} \sum_{i=0}^{d-1} \sum_{p=0}^{q-1} \left| \Delta_{T_{k+1}}^{p+1} \langle \eta_{T_k}, (\mathcal{L}^n)^p \varphi_i \rangle - \langle \hat{\mu}_{T_k}, (\mathcal{L}^\hat{\mu})^p \varphi_i \rangle \right| 
\]

and

\[
\left| \mathbb{E} \left( \left[ g \left( X^{T_k,y,\eta}_{T_k} \right) - g \left( \hat{X}^{T_k,y,\hat{\mu}}_{T_k} \right) \right] I_{T_k,T_{k+1}} \right) \right| 
\leq C \left\| g \right\|_{3,\infty} \Delta_{T_{k+1}} \sum_{i=0}^{d-1} \int_{T_k}^{T_{k+1}} \int_{T_k}^{T_{k+1}} \left| \langle \eta_i, \varphi_i \rangle - \sum_{p=0}^{q-1} \frac{[(t - T_k)^p]}{p!} \langle \eta_{T_k}, (\mathcal{L}^n)^p \varphi_i \rangle \right| ds dt \\
+ C \left\| g \right\|_{3,\infty} \sum_{i=0}^{d-1} \sum_{p=0}^{q-1} \left| \Delta_{T_{k+1}}^{p+2} \langle \eta_{T_k}, (\mathcal{L}^n)^p \varphi_i \rangle - \langle \hat{\mu}_{T_k}, (\mathcal{L}^\hat{\mu})^p \varphi_i \rangle \right| . 
\]

**Lemma 8.4.** Let \( n \geq 1, g \) be a \( C^{n+2}_b \) function from \( \mathbb{R}^d \) to \( \mathbb{R} \) and \( \Omega \) be a cubature measure of order \( n \). Then, there exist constants \( C, C' \) depending only on \( V_{0,d} \) and \( n \) such that for all \( i = 1, \ldots, d, \) for all
\begin{align}
k = 1, \cdots, N - 1: \\
\left| (\tilde{P}^n_{T_k, T_{k+1}} - \hat{Q}^n_{T_k, T_{k+1}}) g(y) \right| &= \left| (\mathbb{E} - \mathbb{E}_{\tilde{Q}}) \left[ g(\tilde{X}^{T_k, y, \mu}_{T_{k+1}}) \right] \right| \\
&\leq C \sum_{l=n+1}^{n+2} ||g||_{l, \infty} \Delta_{T_{k+1}}^{(l)/2} \tag{8.10} \\
(\mathbb{E} - \mathbb{E}_{\tilde{Q}}) \left[ g(\tilde{X}^{T_k, y, \mu}_{T_{k+1}}) I_T^{T_k, T_{k+1}} \right] &\leq C \sum_{l=n}^{n+1} ||g||_{l, \infty} \Delta_{T_{k+1}}^{(l+1)/2} \\
(\mathbb{E} - \mathbb{E}_{\tilde{Q}}) \left[ g(\tilde{X}^{T_k, y, \mu}_{T_{k+1}}) I_{(0, l)}^{T_k, T_{k+1}} \right] &\leq C' \sum_{l=n-2}^{n-1} ||g||_{l, \infty} \Delta_{T_{k+1}}^{(l+3)/2}, \tag{8.12}
\end{align}

for all \( y \in \mathbb{R}^d \).

\textbf{Lemma 8.5.} Let \( n \geq 1 \) and \( g \) be a \( C^{n+2} \) function from \( \mathbb{R}^d \) to \( \mathbb{R} \). Let \( \tilde{Q} \) be a cubature measure of order \( n \), and \( \tilde{X} \) be the associated cubature tree. Then, there exists a constant \( C \) depending only on \( d, q, V_{0:d}, \| \varphi_{0:d} \|_{2q+n+2, \infty} \) such that, for all \( k = 1, \cdots, N - 1 \):

\begin{align}
\left| \mathbb{E} \left[ g \left( X^{T_k, y, \mu}_{T_{k+1}} \right) \right] - \mathbb{E}_{\tilde{Q}^n_{T_k, T_{k+1}}} \left[ g \left( X^{T_k, y, \mu}_{T_{k+1}} \right) \right] \right| &\leq C||g||_{2, \infty} \left[ \Delta_{T_{k+1}}^{q+1} + \Delta_{T_{k+1}} N^{-\|[(n-1)^\wedge 2q]/2\]} \right. \\
&+ C||g||_{n+1, \infty} \Delta_{T_{k+1}}^{(n+1)/2} + C||g||_{n+2, \infty} \Delta_{T_{k+1}}^{(n+2)/2}, \tag{8.13}
\end{align}

\begin{align}
\left| \mathbb{E} \left[ \left( g \left( X^{T_k, y, \mu}_{T_{k+1}} \right) - g \left( \tilde{X}^{T_k, y, \mu}_{T_{k+1}} \right) \right) I_{(0, l)}^{T_k, T_{k+1}} \right] \right| &\leq C||g||_{3, \infty} \left[ \Delta_{T_{k+1}}^{q+1} + \Delta_{T_{k+1}}^2 N^{-\|[(n-1)^\wedge 2q]/2\]} \right] \\
&+ C||g||_{n, \infty} \Delta_{T_{k+1}}^{(n+1)/2} + C||g||_{n+1, \infty} \Delta_{T_{k+1}}^{(n+2)/2}, \tag{8.14}
\end{align}

and

\begin{align}
\left| \mathbb{E} \left[ \left( g \left( X^{T_k, y, \mu}_{T_{k+1}} \right) - g \left( \tilde{X}^{T_k, y, \mu}_{T_{k+1}} \right) \right) I_{(0, l)}^{T_k, T_{k+1}} \right] \right| &\leq C||g||_{3, \infty} \left[ \Delta_{T_{k+1}}^{q+2} + \Delta_{T_{k+1}}^3 N^{-\|[(n-1)^\wedge 2q]/2\]} \right] \\
&+ C||g||_{n-2, \infty} \Delta_{T_{k+1}}^{(n+1)/2} + C||g||_{n-1, \infty} \Delta_{T_{k+1}}^{(n+2)/2}. \tag{8.15}
\end{align}

\subsection{Proofs of Lemmas 8.3, 8.4 and 8.5}

\subsubsection{Proof of Lemma 8.3}

Let \( k \in \{0, \cdots, N - 1\} \), consider the PDE (8.1) with \( g \) as boundary condition. It is clear that this PDE admits a unique solution \( \tilde{u} \) and that there exists a positive constant \( C(T, V_{0:d}) \) such that for every multi-index of space derivatives with \( \beta \in \mathcal{A}_3 \)

\begin{equation}
||\tilde{u}||_{\infty} + ||D_\beta \tilde{u}||_{\infty} \leq C(T, V_{0:d})||g||_{\|\beta\|, \infty}. \tag{8.16}
\end{equation}

Let us write:

\begin{equation}
\left| (P^n_{T_k, T_{k+1}} - \tilde{P}^n_{T_k, T_{k+1}}) g(y) \right| = \left| \mathbb{E} \left[ g \left( X^{T_k, y, \eta}_{T_{k+1}} \right) - g \left( \tilde{X}^{T_k, y, \mu}_{T_{k+1}} \right) \right] \right|.
\end{equation}

Now, since \( \tilde{u} \) is the solution of (8.1) we have that

\begin{equation}
g \left( X^{T_k, y, \eta}_{T_{k+1}} \right) = \tilde{u}(T_k, y) + \frac{d}{j=1} \int_{T_k}^{T_{k+1}} V^n_{j, \eta}(s, X^T_{X^{T_k, y, \eta}}) dB^j_s, \tag{8.17}
\end{equation}

by Itô’s Formula and

\begin{equation}g \left( \tilde{X}^{T_k, y, \mu}_{T_{k+1}} \right) = \tilde{u}(T_k, y) + \frac{d}{j=1} \int_{T_k}^{T_{k+1}} (\mathcal{L}^\eta - \tilde{\mathcal{L}^\mu}) \tilde{u}(s, \tilde{X}^{T_k, y, \mu}_{T_{k+1}}) ds
\end{equation}

\begin{equation}+ \frac{d}{j=1} \int_{T_k}^{T_{k+1}} V^n_{j, \mu}(s, \tilde{X}^{T_k, y, \mu}_{T_{k+1}}) dB^j_s.
\end{equation}
Therefore,

\[ E \left[ g \left( X_{T_{k+1}}^{T_k, y, \eta} \right) - g \left( \tilde{X}_{T_{k+1}}^{T_k, y, \hat{\mu}} \right) \right] = -E \int_{T_k}^{T_{k+1}} \left( \mathcal{L}^{\eta} - \mathcal{L}^{\hat{\mu}} \right) \tilde{u}(t, X_t^{T_k, y, \hat{\mu}}) dt, \quad (8.19) \]

since \( \partial_t \tilde{u} = -\mathcal{L}^{\eta}\tilde{u} \). As \( (8.16) \) implies that \( \tilde{u} \) and its two first derivatives are bounded, we may control the term above by the difference between the two generators, then by the difference between the frozen (in space of probability measure) \((\eta_t)_{t \leq T_{k+1}}\) and the approximate and frozen (in time) measure \( \hat{\mu}_{T_k} \). Hence, taking into account the particular dependence on the measure in our framework, we deduce:

\[
\left| E \left[ g \left( X_{T_{k+1}}^{T_k, y, \eta} \right) - g \left( \tilde{X}_{T_{k+1}}^{T_k, y, \hat{\mu}} \right) \right] \right| \\
\leq C\|g\|_{2,\infty} \int_{T_k}^{T_{k+1}} \left[ \sum_{i=0}^{d} \left| \langle \eta_t, \varphi_i \rangle - \sum_{p=0}^{q-1} (\eta_{T_k}, (\mathcal{L}^{\eta})^p \varphi_i) \right| \right. \\
+ \sum_{i=0}^{d} \sum_{p=0}^{q-1} \Delta_{T_{k+1}}^p \left| \langle \eta_{T_k}, (\mathcal{L}^{\eta})^p \varphi_i \rangle - \langle \hat{\mu}_{T_k}, (\mathcal{L}^{\hat{\mu}})^p \varphi_i \rangle \right| dt \\
\leq C(T, V_{0,d}) \|g\|_{2,\infty} \int_{T_k}^{T_{k+1}} \sum_{i=0}^{d} \left| \langle \eta_t, \varphi_i \rangle - \sum_{p=0}^{q-1} (\eta_{T_k}, (\mathcal{L}^{\eta})^p \varphi_i) \right| dt \\
+ C(T, V_{0,d}) \|g\|_{2,\infty} \sum_{i=0}^{d} \sum_{p=0}^{q-1} \Delta_{T_{k+1}}^p \Delta_{T_{k+1}} \left| \langle \eta_{T_k}, (\mathcal{L}^{\eta})^p \varphi_i \rangle - \langle \hat{\mu}_{T_k}, (\mathcal{L}^{\hat{\mu}})^p \varphi_i \rangle \right|
\]

This concludes the proof of the first assertion. Now, we deduce from \( (8.17) \) and \( (8.19) \) and integration by parts, that:

\[
\mathbb{E} \left[ \left( g \left( X_{T_{k+1}}^{T_k, y, \eta} \right) - g \left( \tilde{X}_{T_{k+1}}^{T_k, y, \hat{\mu}} \right) \right) I_{(l)}^{T_{k+1}} \right] \\
= \mathbb{E} \int_{T_k}^{T_{k+1}} \left( \mathcal{L}^{\eta} - \mathcal{L}^{\hat{\mu}} \right) \tilde{u}(t, \tilde{X}_t^{T_k, y, \hat{\mu}}) I_{(l)}^{T_{k+1}} dt \\
+ \mathbb{E} \int_{T_k}^{T_{k+1}} \left[ V(t, X_t^{T_k, y, \eta}, \langle \eta_t, \varphi_i \rangle) - V(t, X_t^{T_k, y, \hat{\mu}}, \langle \hat{\mu}_{T_k}, \varphi_i \rangle) \right] \tilde{u}(t, X_t^{T_k, y, \hat{\mu}}) dt \\
+ \frac{1}{2} \mathbb{E} \int_{T_k}^{T_{k+1}} \left[ V(t, X_t^{T_k, y, \eta}, \langle \hat{\mu}_{T_k}, \varphi_i \rangle) \tilde{u}(t, X_t^{T_k, y, \hat{\mu}}) - V(t, \tilde{X}_t^{T_k, y, \hat{\mu}}, \langle \hat{\mu}_{T_k}, \varphi_i \rangle) \tilde{u}(t, X_t^{T_k, y, \hat{\mu}}) \right] dt.
\]

First, note that the first two terms in the right hand side above may be controlled by the difference between the coefficients times the supremum norm of the first and second order derivatives of \( \tilde{u} \) times the order of the integrals, as we did for \( (8.19) \). Second, note that the first assertion of Lemma 8.3 can be applied to the function \( V_{(l)}(t, \cdot, (\hat{\mu}_{T_k}, \varphi_i)) \tilde{u}(t, \cdot) \) in the last term on the right hand side above. These arguments, together with the bound \( (8.16) \) lead to:
\[
\left| \mathbb{E} \left( \left[ g \left( X_{T_{k+1}}^{T_{k},y,\eta} \right) - g \left( \tilde{X}_{T_{k+1}}^{T_{k},y,\mu} \right) \right] I_{(0,t)}^{T_{k},T_{k+1}} \right) \right| \\
\leq C(T,V_{0};d) \int_{T_{k}}^{T_{k+1}} \left( ||g||_{1,\infty} + ||g||_{2,\infty}(t - T_{k})^{3/2} \right) \sum_{i=0}^{d} \left( \eta_{t}, \varphi_{i} \right) - \sum_{p=0}^{q-1} \left[ (t - T_{k})^{p}/p! \right] \langle \eta T_{k}, (\mathcal{L}^{\eta})^{p} \varphi_{i} \rangle \right| dt \\
+ C(T,V_{0};d) \sum_{i=0}^{d} \sum_{p=0}^{q-1} \Delta_{T_{k+1}}^{p} \Delta_{T_{k+1}} \left( ||g||_{1,\infty} + ||g||_{2,\infty}\Delta_{T_{k+1}}^{1/2} \right) \left( \eta T_{k}, (\mathcal{L}^{\eta})^{p} \varphi_{i} \right) - \left( \tilde{\eta} T_{k}, (\mathcal{L}^{\tilde{\eta}})^{p} \varphi_{i} \right) \\
+ C(T,V_{0};d)||g||_{3,\infty} \left\{ \int_{T_{k}}^{T_{k+1}} \int_{T_{k}}^{t} \sum_{i=0}^{d} \left( \eta_{t}, \varphi_{i} \right) - \sum_{p=0}^{q-1} \left[ (s - T_{k})^{p}/p! \right] \langle \eta T_{k}, (\mathcal{L}^{\eta})^{p} \varphi_{i} \rangle \right| ds dt \\
+ \sum_{i=0}^{d} \sum_{p=0}^{q-1} \Delta_{T_{k+1}}^{p} \Delta_{T_{k+1}}^{2} \left( \eta T_{k}, (\mathcal{L}^{\eta})^{p} \varphi_{i} \right) - \left( \tilde{\eta} T_{k}, (\mathcal{L}^{\tilde{\eta}})^{p} \varphi_{i} \right) \right\} ,
\]
and this concludes the proof of the second assertion. Finally, (8.17) and (8.19) and integration by parts, give:
\[
\mathbb{E} \left( \left[ g \left( X_{T_{k+1}}^{T_{k},y,\eta} \right) - g \left( \tilde{X}_{T_{k+1}}^{T_{k},y,\mu} \right) \right] I_{(0,t)}^{T_{k},T_{k+1}} \right) \\
= \mathbb{E} \int_{T_{k}}^{T_{k+1}} (\mathcal{L}^{\eta} - \tilde{\mathcal{L}}^{\mu}) \bar{u}(t, \bar{X}_{T_{k+1}}^{T_{k},y,\eta}) I_{(0,t)}^{T_{k},t} dt \\
+ \mathbb{E} \int_{T_{k}}^{T_{k+1}} [V(t, X_{T_{k+1}^{T_{k},y,\eta}}, \langle \eta_{t}, \varphi_{i} \rangle) - V(t, X_{T_{k+1}^{T_{k},y,\mu}}, \langle \tilde{\eta}_{t}, \varphi_{i} \rangle)] \bar{u}(t, X_{T_{k+1}^{T_{k},y,\eta}}) I_{(0,t)}^{T_{k},t} dt \\
+ \frac{1}{2} \mathbb{E} \int_{T_{k}}^{T_{k+1}} \left[ V(t, X_{T_{k}^{T_{k},y,\eta}}, \langle \tilde{\eta}_{t}, \varphi_{i} \rangle) \bar{u}(t, X_{T_{k}^{T_{k},y,\eta}}) - V(t, X_{T_{k}^{T_{k},y,\mu}}, \langle \tilde{\eta}_{t}, \varphi_{i} \rangle) \bar{u}(t, X_{T_{k}^{T_{k},y,\mu}}) \right] I_{(0,t)}^{T_{k},t} dt.
\]
Note the similarity with (8.20). So that a similar development gives
\[
\left| \mathbb{E} \left( \left[ g \left( X_{T_{k+1}}^{T_{k},y,\eta} \right) - g \left( \tilde{X}_{T_{k+1}}^{T_{k},y,\mu} \right) \right] I_{(0,t)}^{T_{k},T_{k+1}} \right) \right| \\
\leq C(T,V_{0};d) \int_{T_{k}}^{T_{k+1}} \left( ||g||_{1,\infty}(t - T_{k}) + ||g||_{2,\infty}(t - T_{k})^{3/2} \right) \sum_{i=0}^{d} \left( \eta_{t}, \varphi_{i} \right) - \sum_{p=0}^{q-1} \left[ (t - T_{k})^{p}/p! \right] \langle \eta T_{k}, (\mathcal{L}^{\eta})^{p} \varphi_{i} \rangle \right| dt \\
+ C(T,V_{0};d) \sum_{i=0}^{d} \sum_{p=0}^{q-1} \Delta_{T_{k+1}}^{p} \Delta_{T_{k+1}} \left( ||g||_{1,\infty} + ||g||_{2,\infty}\Delta_{T_{k+1}}^{1/2} \right) \left( \eta T_{k}, (\mathcal{L}^{\eta})^{p} \varphi_{i} \right) - \left( \tilde{\eta} T_{k}, (\mathcal{L}^{\tilde{\eta}})^{p} \varphi_{i} \right) \\
+ C(T,V_{0};d)||g||_{3,\infty} \left\{ \int_{T_{k}}^{T_{k+1}} \int_{T_{k}}^{t} \sum_{i=0}^{d} \left( \eta_{t}, \varphi_{i} \right) - \sum_{p=0}^{q-1} \left[ (s - T_{k})^{p}/p! \right] \langle \eta T_{k}, (\mathcal{L}^{\eta})^{p} \varphi_{i} \rangle \right| ds dt \\
+ \sum_{i=0}^{d} \sum_{p=0}^{q-1} \Delta_{T_{k+1}}^{p} \Delta_{T_{k+1}}^{2} \left( \eta T_{k}, (\mathcal{L}^{\eta})^{p} \varphi_{i} \right) - \left( \tilde{\eta} T_{k}, (\mathcal{L}^{\tilde{\eta}})^{p} \varphi_{i} \right) \right\} ,
\]
from where the last claim is deduced. \( \square \)

### 8.4.2 Proof of Lemma 8.4

Let \( k \in \{0, \cdots, N - 1 \} \), once again, we consider the unique infinitely differentiable solution \( \bar{u} \) of PDE (8.1) with \( g \) as boundary condition. Recall that for every \( \beta \in \mathcal{M} \) there exists a positive constant \( C(T,V_{0};d) \) such that:
\[
||\bar{u}||_{\infty} + ||D_{\beta} \bar{u}||_{\infty} \leq C(T,V_{0};d)||g||_{||\beta||,\infty}.
\] (8.21)
The result then follows from Stratonovich-Taylor expansion of \((t, y) \mapsto \tilde{u}(t, y)\) around \((T_k, X_{T_k})\) by Theorem 5.6.1 in [KP92] and bounding the remainder as in Proposition 2.1 of [LV04]. □

8.4.3 Proof of Lemma 8.5

Note that
\[
\left| \mathbb{E} \left[ g \left( X_{T_{k+1}}^{T_k, y, \mu} \right) \right] - \mathbb{E} \mathbb{Q}_{T_k, T_{k+1}} \left[ g \left( \tilde{X}_{T_{k+1}}^{T_k, y, \mu} \right) \right] \right| = \left| \mathbb{E} \left[ g \left( X_{T_{k+1}}^{T_k, y, \mu} \right) \right] - \mathbb{E} \left[ g \left( \tilde{X}_{T_{k+1}}^{T_k, y, \mu} \right) \right] \right| + \left| \mathbb{E} \left[ g \left( \tilde{X}_{T_{k+1}}^{T_k, y, \mu} \right) \right] - \mathbb{E} \mathbb{Q}_{T_k, T_{k+1}} \left[ g \left( \tilde{X}_{T_{k+1}}^{T_k, y, \mu} \right) \right] \right| \quad (8.22)
\]

Combining estimate (8.7) of Lemma 8.3 with Claim 7.3 and (3.2) in Theorem 3.1, we get that the first term in the right hand side is bounded by:
\[
C ||g||_{2, \infty} \left( \Delta^{q+1}_{T_{k+1}} + \Delta T_{k+1} N^{-[(n-1)^2/2]} \right).
\]

The second term in the right hand side of (8.22) can be estimated by combining this bound with the estimate (8.10) in 8.4 (when choosing \(\eta = \mu\)).

The other assertion follows from the same procedure, substituting (8.8) (resp. (8.9)) to (8.7) and (8.11) (resp. (8.12)) to (8.10).

9 Proofs of Corollary 3.2 and 3.3

9.1 Proof of Corollary 3.2

Many practical applications, particularly in finance, require the algorithm to be able to solve problems in which the boundary condition \(\phi\) is less regular, e.g. when \(\phi\) is just Lipschitz. In this section, we prove how the results obtained in the regular case extend to the case when assumption (LB) holds as Corollary 3.2 state.

A preliminary result. We use in addition an auxiliary result shown in the proof of Theorem 8 in [CG07]:

**Lemma 9.1.** There exists a positive constant \(C\) such that:
\[
\sum_{j=0}^{N-2} \Delta^{(m+1)/2}_{T_{j+1}} (T - T_j)^{-m/2} \leq C L(\gamma, m),
\]
where \(L\) is defined in (3.6).

We are now ready to examine the error convergence for the forward and backward components of the algorithm.

**Proof of the forward approximation in Corollary 3.2**

The regularity of the solution of the linear associated linear PDE is essential to our analysis. We start by stating a result in this sense under (LB). This is summarized by

**Claim 9.2.** Under (LB), there exists a unique solution \(\psi\) to the PDE (8.1) and for every multi-index \(\beta \in \mathcal{M}\) there exists a constant \(C\) such that:
\[
||D_\beta \psi(t, \cdot)||_{\infty} \leq C (T - t)^{- (||\beta|| - 1)/2}
\]

**Proof.** This follows from classical results of parabolic equations with parameter, see Chapter 9, Section 3 of [Fri08]. □
Thanks to the uniform ellipticity assumption, even if the terminal condition is not differentiable, we know that the solution of the PDE (7.2) is smooth except at the boundary. Precisely, the gradient bounds (7.8) are now given by

\[ ||\nabla_y^\alpha \psi(t,\cdot)||_\infty \leq C(T, V_{0.d})||\phi||_{1,\infty}(T-t)^{(1-n)/2}, \]  

(9.2)

where \( \psi \) is defined in (7.1). With this in hand, we can follow the proof exactly as the one of the corresponding forward part in Theorem 3.1 up to estimate (7.7) but where we separate the error on the last step, since there is no smoothing effect there. Then, plugging estimate (9.2) in (7.7) instead of (7.8), we get:

\[
\left| (P_{T_0,T_N} - Q_{T_0,T_N}^\mu) \phi(x) \right| \\
\leq C(T, V_{0.d})||\phi||_{1,\infty} \sum_{j=0}^{N-2} \sum_{p=0}^{q-1} \Delta_{T_{j+1}}^p (T-T_{j+1})^{-1/2} \left| \sum_{i=0}^d (P_{T_0,T_N} - Q_{T_0,T_N}^\mu) \varphi_i(x) \right| \\
+C(T, V_{0.d}, d)||\phi||_{1,\infty} \sum_{j=0}^{N-2} \Delta_{T_{j+1}}^{q+1} (T-T_{j+1})^{-1/2} \\
+C(V_{0.d}, d, m)||\phi||_{1,\infty} \sum_{j=0}^{N-2} \sum_{l=1}^{m+2} \Delta_{T_{j+1}}^{\frac{3}{2}} (T-T_{j+1})^{1/2} + \left| (P_{T_0,T_N} - P_{T_0,T_N}^\nu) \phi(x) \right|. 
\]

We conclude the proof by using Lemma 9.1 on the sums and by combining Lipschitz property of \( \phi \) and adapted time-step on the last step error.

\[ \square \]

**Proof of the backward approximation in Corollary 3.2**

Just as in the forward case, our analysis relies on the regularization properties of the associated non-linear PDE under (LB). We have

**Claim 9.3.** Under (LB), there exists a unique solution \( u \) of (8.3), for all \((t, y) \in [0,T] \times \mathbb{R}^d\), it is given by

\[ u(t, y) = \Upsilon_{t}^{t,y;\mu}, \]

where \( \Upsilon_{t}^{t,y;\mu} \) is defined in (1.5). Moreover, for \( \phi \) Lipschitz and bounded, for every multi-index \( \beta \in \mathcal{M} \) there exists a positive constant \( C \) depending on the regularity of \( V_{0.d}, f, \varphi \) and \( T \) such that:

\[ ||D_\beta u(t,\cdot)||_\infty \leq C||\phi||_{1,\infty}(T-t)^{-(||\beta||-1)/2} \]  

(9.3)

**Proof.** To prove Claim 9.3, we follow the same arguments given for Lemma 8.2. First, due to the regularity properties of the diffusion under the elliptic case, we have similar properties as those used in the paper of Crisan and Delarue [CD12c], even in the non-homogeneous case (notably, the integration by parts property as shown in [Ma02]). Hence, we get the control on derivatives result for space derivatives, and extend it, as before, to time derivatives.

Armed with the regularity of the function \( u \), we can repeat the proof of the backward approximation in Theorem (3.1). We recover (7.22) for the first order scheme and (7.42) for the second order scheme, i.e.

\[ \mathcal{E}_u^1(k) \leq (1 + C\Delta T_{k+1}) \mathcal{E}_u^1(k+1) + \bar{\epsilon}(k+1), \]  

(9.4)

\[ \mathcal{E}_u^2(k) + \Delta T_{k+1} \mathcal{E}_f(k) \leq (1 + C\Delta T_{k+1}) \left[ \mathcal{E}_u^2(k+1) + \Delta T_k \mathcal{E}_f(k+1) \right] + C'(\bar{\epsilon}_2(k) + \Delta T_{k+1} N^{-[(m-1)\wedge q]/2}), \]  

(9.5)
where $\bar{\epsilon}, \bar{\epsilon}_2$ are respectively defined in (7.23), (7.43). Now, if we show that
\[
\sum_{k=0}^{N-1} \bar{\epsilon}(k) \leq N^{-1}; \quad \text{and} \quad \sum_{k=0}^{N-2} \bar{\epsilon}_2(k) \leq N^{-2};
\]
then, as in the smooth setting, we can apply Gronwall lemma on (9.4) and (9.5) and conclude on the desired rates of convergence for the approximation of $u$. The arguments for the rate of the approximation of $v$ are exactly as in the smooth setting thus completing the proof of the claimed result.

Therefore, we only need to prove (9.6). But, Claim 9.3 and the definition of $M_u$ given in (7.10) imply
\[
M_u(n, T_{k+1}) \leq (T - T_{k+1})^{(1-n)/2}||\phi||_{1,\infty},
\]
which together with Claim 9.3 show that under the Lipschitz boundary setup,
\[
\begin{align*}
\bar{\epsilon}(k+1) & \leq C \left( (T - T_k)^{-1/2} \Delta T_{k+1} \left[ \Delta^3 T_{k+1} + \Delta^q T_{k+1} + N^{-[(m-1)\wedge 2q]/2} \right] \\
& + (T - T_k)^{-m/2} \Delta^{(m+1)/2} T_{k+1} + (T - T_k)^{-(m+1)/2} \Delta^{(m+2)/2} T_{k+1} \right. \\
& + (T - T_k)^{-1} \Delta^3 T_{k+1} \left[ \Delta^q T_{k+1} + \Delta^2 T_{k+1} - \Delta^2 T_{k+1} N^{-[(m-1)\wedge 2q]/2} \right]. \tag{9.7}
\end{align*}
\]
where we have used the fact that $\Delta T_k \leq CN^{-1}$ even on the decreasing discretization. We can proceed similarly for $\bar{\epsilon}_2$ from inequality (7.44), to get
\[
\bar{\epsilon}_2(k) \leq C'' \left( (T - T_k)^{-3/2} \Delta^3 T_{k+1} + (T - T_k)^{-3/2} \left[ \Delta^{q+1} T_{k+1} + \Delta^2 T_{k+1} N^{-[(m-1)\wedge 2q]/2} \right] \\
+ \sum_{i=m-2}^{m+3} (T - T_k)^{-1/2} \Delta^{(i+1)/2} T_{k+1} \right). \tag{9.8}
\]

Then, (9.6) follows by applying Lemma 9.1 to (9.7) and (9.8) \[\square\]

### 9.2 Proof of Corollary 3.3

First, by following the proof of (3.2) in Theorem 3.1 we get (7.6), where the difference between the integral of the $\varphi_i$, $i = 1, \ldots, d$ against the measures in the right hand side are replaced by the distance $d_F$. Since for all $T_k < t < T$ $d_F(\mu_i, \mu_{T_k}) \leq C(t - T_k)$ (resp. $(t - T_k)^{1/2}$) in the case (3.7) (resp. (3.8)), the result follows from Gronwall’s Lemma. This gives the rate of approximation of the law of the forward process.

Then, the backward errors are obtained by the same arguments already developed in the proof of (3.3) in Theorem 3.1, using the new forward approximation (3.7) (resp. (3.8)) instead of (3.2) (resp. (3.5)) in the proofs of Claims 7.5 and 7.6.
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