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Definition of a mutual reference shape based on information theory and active contours


Abstract

In this paper, we propose to consider the estimation of a reference shape from a set of different segmentation results using both active contours and information theory. The reference shape is then defined as the minimum of a criterion that benefits from both the mutual information and the joint entropy of the input segmentations. This energy criterion is here justified using similarities between information theory quantities and area measures, and presented in a continuous variational framework. This framework brings out some interesting evaluation measures such as the specificity and sensitivity. In order to solve this shape optimization problem, shape derivatives are computed for each term of the criterion and interpreted as an evolution equation of an active contour. A mutual shape is then estimated together with the sensitivity and specificity. Some synthetical examples allow us to cast the light on the difference between our mutual shape and an average shape. The applicability and robustness of our framework has also been tested for the evaluation of different segmentation methods of the left ventricular cavity from cardiac MRI.
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1. Introduction

Constructing a reference shape from a set of different segmentation results is an important point when dealing with segmentation evaluation without knowing the gold standard. It can also be useful in order to combine different expert segmentations in a single reference shape. The reference shape must then take advantage of the information provided by each input shape while being robust to outliers. The estimation of such a reference shape can then be modeled using information theory (mutual information and joint entropy) through the definition of a shape optimization problem. In this paper, we propose to compute what we call a “mutual shape” using the framework of active contours and shape gradients. Our method is illustrated on a cardiac Magnetic Resonance Imaging (MRI) study and applied to the estimation of a reference shape of the left ventricular cavity, using the contours provided by six different algorithms.

As far as segmentation evaluation without gold standard is concerned, let us note that two main strategies have been classically adopted. The first one consists in choosing one parameter and in evaluating the performance level of each segmentation algorithm according to the relevance of this parameter within a selected database (e.g. in the domain of cardiac MRI, the left ventricular ejection fraction is the most important global physiological parameter depicting the myocardial contraction). Such an evaluation may be performed without a ground truth using some assumptions on the distribution of the chosen parameter (see for example [30, 40]). The second strategy consists in the estimation of a reference shape from all the segmentation entries. Each individual segmentation is then compared to the estimated reference contour using some quantitative measures (average distance to the reference contour, Hausdorff distance, Dice coefficient, specificity and sensitivity measures ...). We can say that this strategy corresponds to a verification step of the proposed algorithms accuracy, while in the former strategy, this is rather a validation step according to the user goal (e.g. ejection fraction). As far as the verification issue is concerned, the STAPLE algorithm (Simultaneous Truth and Performance Level Estimation) proposed by Warfield et al. [42] is now classically used in this difficult context. Their algorithm consists in one instance of the EM (Expectation Maximisation) algorithm where the true segmentation is estimated by maximizing the likelihood of the complete data. Their pixel-wise approach leads to the estimation of a reference shape simultaneously with the sensitivity and specificity of each input segmentation. From these measures, the
performance level of each input segmentation can be estimated and a classification of all the segmentation entries can be performed.

The algorithms proposed above in order to estimate a shape reference are local and treat each pixel independently. The MAP-STAPLE [7] is semi-local by using a small window or patch around the pixel. Moreover, the reference domain does not appear in the proposed model since it is defined only through the union of the selected pixels or through a thresholding of some features. Using such local or semi-local approaches, it appears difficult to introduce global information on the estimated shape (e.g. information on the regularity of the contour or continuity of the labels within a given domain). In order to cope with these drawbacks, we propose to revisit the seminal work of Warfield [42] within a continuous optimization setting by considering such a shape estimation under the umbrella of shape optimisation tools [12] and deformable models [22]. Indeed, the computation of a reference shape can be advantageously modeled as the optimum of a well chosen energy criterion and estimated by a shape gradient descent that corresponds to the deformation of an active shape. Such an estimate is also closely related to the introduction of shapes similarity measures. For example, such shape optimization algorithms have already been proposed in order to compute shape averages [6, 38] or more recently median shapes [2] by minimising different shape metrics like the Hausdorff distance in [6] or the symmetric area difference between shapes in [38]. Some other approaches also take advantage of well-appropriated distances between level-set shapes (see for example [32]).

However, the shapes obtained using the previous variational algorithms cannot be considered as reference shapes especially in the case of outliers segmentation. One of the contributions of this paper is then to take advantage of the analogies between information theory and area measures in order to estimate what we call a “mutual shape”. We propose to maximize the mutual information between the \( n \) input segmentations while minimizing the joint entropy. Such a statistical criterion can be interpreted as a robust measure of the symmetric area difference. In this variational setting, we propose to add a classical regularization term based on the curvature of the deformable contour. Such a term is weighted using a regularization parameter that controls the smoothness of the obtained contour. The statistical model brings out both the sensitivity and specificity parameters and these parameters are estimated jointly with the reference mutual shape in similar to the STAPLE algorithm. However, the energy criterion is different from STAPLE and justified using analogies between information theory quantities and area measures. Moreover, the advantage of our formalism is to make explicitly appear the domain and the associated contour. Such a formalism may also be interesting
in order to add some geometrical or photometric priors directly in the criterion to minimize.

The proposed algorithm is first tested on synthetic examples showing the differences between a classic average variational shape based on a symmetric area minimization [38], a simple majority voting shape and the proposed mutual shape. It is also evaluated in order to classify the performance levels of different segmentation methods of the left ventricular cavity. The obtained mutual shape is compared with a classic average shape and with a reference shape drawn by an expert. The robustness of the estimation to some outliers is also tested for these real examples.

In section 2, our mathematical framework and the proposed criterion for the estimation of the mutual shape are both presented. The criterion is then estimated in a continuous framework and expressed using domain or contour integrals in section 3. Such a continuous criterion can then be derived using shape optimization tools in order to compute the mutual shape (see section 4). Experimental results on synthetic examples are detailed in section 5 and on MR images in section 6.

2. Problem statement

Let \( \mathcal{U} \) be a class of domains (open regular bounded sets, i.e. \( C^2 \)) of \( \mathbb{R}^d \) (with \( d = 2 \) or 3). In this paper theoretical results are stated for \( d = 2 \) or \( d = 3 \) but the experimental results are conducted on 2D-images. We denote by \( \Omega_i \) an element of \( \mathcal{U} \) of boundary \( \partial \Omega_i \). We consider \( \{\Omega_1, \ldots, \Omega_n\} \) a family of \( n \) shapes where each shape corresponds to the segmentation of the same unknown object \( O \) in a given image. The image domain is denoted by \( \Omega \in \mathbb{R}^d \). Our aim is to compute a reference shape \( \mu \) that can closely represent the true object \( O \) (Fig. 1). We propose to define the problem through a statistical representation of shapes embedded in an information theory criterion. Let us first recall the main shape representation models and criteria proposed in the literature.

2.1. Shape representation

The computation of a reference shape is closely linked to the choice of a representation. An analytical representation may be used as in [23] where the authors propose a statistical study of shapes by representing them as a finite number of points. Some authors prefer to choose an implicit representation of shapes which avoids the parametrization step. For example, in [2, 5] shapes are represented us-
Figure 1: Diagram of the problem statement: evaluation of a reference shape $\mu$ from a set of $n$ segmented shapes of the same object.

Their characteristic function as follows:

$$d_i(x) = \begin{cases} 1 & \text{if } x \in \Omega_i \\ 0 & \text{if } x \notin \Omega_i \end{cases}$$ (1)

where $x \in \Omega$ is the location of the pixel within the image. We denote by $\overline{\Omega}_i$ the complementary shape of $\Omega_i$ in $\Omega$ with $\Omega_i \cup \overline{\Omega}_i = \Omega$.

One may also take advantage of the distance function associated to each shape. In [32] the authors propose to perform a principal component analysis on shapes in order to provide a statistical shape prior. In the same vein, some statistical shape priors have been proposed by [10, 34] using this implicit representation.

More recently shapes have been represented using Legendre moments in order to define shape priors for segmentation using active contours [16, 17]. This representation can also be easily included in a variational setting [16, 17, 31].

We may also consider that each shape is a realization of a random variable. Such a representation has been introduced in [42] in order to evaluate a reference shape in a statistical framework, in [41] for the morphological exploration of shape spaces and statistics, and also in [19, 25] for image segmentation using information theory. In this paper, we take advantage of this statistical representation that appears to be well adapted to the definition of a statistical criterion. The shape is represented through a random variable $D_i$ whose observation is the characteristic function $d_i$ defined in (1). The reference shape $\mu$ is also represented through an unknown random variable $T$ with the associated characteristic function $t(x) = 1$ if $x \in \mu$ and $t(x) = 0$ if $x \in \overline{\mu}$.

2.2. Definition of average shapes

We also need to formalize the unknown shape using the definition of a criterion to minimize. In the literature, average shapes are defined through the minimization
of the sum of the distances of the unknown shape $\mu$ to each shape $\Omega_i$ as follows:

$$
\mu = \arg \min_{\mu^*} \sum_{i=1}^{n} d(\Omega_i, \mu^*)
$$

(2)

Of course, the definition of the distance $d$ is crucial and may lead to different results and average shapes. For example, an average shape can be computed by minimizing the area of the symmetric differences [38] using $d(\Omega_i, \mu) := |\Omega_i \Delta \mu|$ where $|.|$ stands for the cardinal of the considered domain. In a continuous optimization framework, the criterion to minimize according to $\mu$ can be expressed as follows:

$$
SD(\mu) = \sum_{i=1}^{n} |\Omega_i \Delta \mu| = \sum_{i=1}^{n} \left( \int_{\mu} (1 - d_i(x)) \, dx + \int_{\Omega_i} d_i(x) \, dx \right)
$$

(3)

In [5, 6], the authors prefer to introduce the Hausdorff distance to perform shape warping while in [2], the authors modify the previous criterion in order to compute a median shape.

In addition to the previous works, we can also cite [41] where the authors propose to explore shape spaces using mathematical morphology. The optimal shape is computed using a watershed performed on the squared sum of the distance functions or using a morphological computation of a median set. Another class of algorithms was proposed for the estimation of an unknown shape from multiple channels (color or multimodal segmentation). We can cite the work of Chan et al. [4] or the multimodal segmentation approaches proposed in [19, 24]. These works were not designed at first for segmentation evaluation but they are worth mentioning because they propose to treat the different channels in a single criterion (may also be useful for information fusion). Moreover in [19, 24], some information theory quantities are used. Our work is different especially due to the fact that we consider both the maximization of mutual information coupled with the minimization of joint entropies and the joint estimation of evaluation quantities (sensitivity and specificity measures).

2.3. Proposition of a criterion for the estimation of a mutual shape

Our goal is here to mutualize the information given by each segmentation to define a reference shape. Such a reference shape cannot be considered as a simple average shape. In this context, we propose to take advantage of the analogies between information measures (mutual information, joint entropy) and area measures.
As previously mentioned, $D_i$ represents the random variable associated with the characteristic function $d_i$ of the shape $\Omega_i$ and $T$ the random variable associated with the characteristic function $t$ of the reference shape $\mu$. Using these notations, $H(D_i, T)$ represents the joint entropy between the variables $D_i$ and $T$, and $I(D_i, T)$ their mutual information. In [36, 43], it is shown that Shannon’s information measures can be interpreted in terms of area measures as follows:

$$H(D_i, T) = \text{mes}(\tilde{D}_i \cup \tilde{T}) \quad \text{and} \quad I(D_i, T) = \text{mes}(\tilde{D}_i \cap \tilde{T}),$$

with $\tilde{X}$ the abstract set associated with the random variable $X$ and mes a signed measure defined on an algebra of sets with values in $]-\infty, +\infty]$. The signed measure must satisfy $\text{mes}(\emptyset) = 0$ and $\text{mes}(\bigcup_{k=1}^n A_k) = \sum_{k=1}^n \text{mes}(A_k)$ for any sequence $\{A_k\}_{k=1}^n$ of disjoint sets. Each quantity can then be viewed as an operation on the sets (Fig. 2). These properties will help us to better understand the role of each term chosen in our criterion.

When estimating a classic average shape using the criterion (3), one performs the minimization of the sum of the union of the shapes $\Omega_i$ with $\mu$ while maximizing the sum of the intersection between the same shapes. By analogy with this criterion, we prefer to minimize a measure of the union while maximizing a measure of the intersection through the use of information quantities. In other words, the sum of the joint entropies (union of sets) will be minimized while the sum of the mutual information quantities (intersection) will be maximized. In order to minimize a single criterion, we use the classic relation between mutual information and conditional entropy: $I(D_i, T) = H(D_i) - H(D_i/T)$. Since $H(D_i/T) \geq 0$ and $H(D_i)$ is independent of $T$, we will rather minimize $H(D_i, T)$. Due to all these
considerations and properties, we propose to minimize the following criterion:

\[ E(T) = \sum_{i=1}^{n} \left( H(D_i, T) + H(D_i/T) \right) = JH(T) + MI(T), \] (5)

where the sum of joint entropies is denoted by \( JH(T) = \sum_{i=1}^{n} H(D_i, T) \) and the sum of conditional entropies by \( MI(T) = \sum_{i=1}^{n} H(D_i/T) \).

Note that this criterion is implicitly based on the assumption that random variables \( D_i \) are considered as being independent. This assumption can be considered by the fact that the different \( \Omega_i \) are generated from different and independent segmentation algorithms. In order to get rid of this assumption, one can think of maximizing the mutual information of joint random variables \( I(D_1, D_2, \ldots, D_n, T) \) but this criterion also leads to some computational issues that are difficult to solve.

3. Expression of the criterion in a continuous framework

In order to take advantage of the previous statistical criterion (5) within a continuous shape optimization framework, we propose to express the joint and conditional probability density functions according to the reference shape \( \mu \). This step is detailed in this section for both the mutual information and the joint entropy.

3.1. Maximization of mutual information (MI)

Here we try to express \( MI(T) = \sum_{i=1}^{n} H(D_i/T) \) in a continuous setting according to the unknown shape \( \mu \). Denoting by \( t \) and \( d_i \) the observations of the random variables \( T \) and \( D_i \), the conditional entropy of \( D_i \) knowing \( T \) can be written as follows:

\[ H(D_i/T) = - \sum_{t \in \{0,1\}} \left[ p(t) \sum_{d_i \in \{0,1\}} p(d_i/t) \log(p(d_i/t)) \right], \] (6)

with \( p(T=t) = p(t) \) and \( p(D_i = d_i/T = t) = p(d_i/t) \).

The conditional probability \( p(d_i = 1/t = 1) \) corresponds to the sensitivity parameter \( p_i \) (true positive fraction):

\[ p_i(\mu) = p(d_i = 1/t = 1) = \frac{1}{|\mu|} \int_{\mu} d_i(x) dx. \] (7)

The conditional probability \( p(d_i = 0/t = 0) \) corresponds to the specificity parameter \( q_i \) (true negative fraction):

\[ q_i(\mu) = p(d_i = 0/t = 0) = \frac{1}{|\mu|} \int_{\mu} (1 - d_i(x)) dx. \] (8)
In the rest of the paper, for the sake of simplicity, \( p_i(\mu) \) is replaced by \( p_i \) and \( q_i(\mu) \) by \( q_i \). The random variable \( T \) takes the value 1 with a probability \( p(t = 1) = \frac{|\mu|}{|\Omega|} \) and 0 with a probability \( p(t = 0) = \frac{|\mu|}{|\Omega|} \). The \( MI \) criterion can then be expressed according to \( \mu \):

\[
MI(\mu) = -\sum_{i=1}^{n} \left[ \frac{|\mu|}{|\Omega|} ((1 - p_i) \log (1 - p_i) + p_i \log p_i) + \frac{|\mu|}{|\Omega|} (q_i \log q_i + (1 - q_i) \log (1 - q_i)) \right]. \tag{9}
\]

The parameters \( p_i \) and \( q_i \) depend explicitly on \( \mu \), which must be taken into account in the optimization process. Indeed if \( \mu \) is updated in an iterative process, the parameters \( p_i \) and \( q_i \) must also be updated which implies a joint estimation of these quantities with the unknown mutual shape.

### 3.2. Minimization of joint entropy

Let us now express, according to \( \mu \) and in a continuous setting, the sum of the joint entropies \( JH(T) = \sum_{i=1}^{n} H(T, D_i) \). The following expression of the joint entropy is considered:

\[
H(D_i, T) = -\sum_{t \in \{0,1\}} \sum_{d_i \in \{0,1\}} p(d_i, t) \log (p(d_i, t)), \tag{10}
\]

with \( p(D_i = d_i, T = t) = p(d_i, t) \).

The following estimates for the joint probabilities are then used (\( a = 0 \) or \( a = 1 \)):

\[
p(d_i = a, t = 1) = \frac{1}{|\Omega|} \int_{\mu} ((1 - a)(1 - d_i(x)) + ad_i(x)) \, dx, \tag{11}
\]

\[
p(d_i = a, t = 0) = \frac{1}{|\Omega|} \int_{\mu} ((1 - a)(1 - d_i(x)) + ad_i(x)) \, dx. \tag{12}
\]

The criterion to minimize is now denoted by \( JH(\mu) \) and can be written as follows:

\[
JH(\mu) = -\frac{1}{|\Omega|} \sum_{i=1}^{n} \left[ \int_{\mu} ((1 - d_i(x)) \log (A_i(\mu)) + d_i(x) \log (B_i(\mu))) \, dx \right.
+ \int_{\mu} ((1 - d_i(x)) \log (A_i(\mu)) + d_i(x) \log (B_i(\mu))) \, dx \right] + C, \tag{13}
\]

with \( A_i(\mu) = \int_{\mu} (1 - d_i(x)) \, dx \), \( A_i(\mu) = \int_{\mu} (1 - d_i(x)) \, dx \).
and \( B_i(\mu) = \int_{\mu} d_i(x) \, dx \), \( B_i(\overline{\mu}) = \int_{\overline{\mu}} d_i(x) \, dx \). \hspace{1cm} (15)

The term \( C \) is equal to \( n \log(\Omega) \) is independent from \( \mu \).

3.3. Continuous expression of the criterion

Using the two previous sections, we can express the global criterion to minimize according to \( \mu \) as follows:

\[
E(\mu) = JH(\mu) + MI(\mu) = -\sum_{i=1}^{n} \left[ \frac{|\mu|}{|\Omega|} \left( (1 - p_i) \log (1 - p_i) + p_i \log p_i \right) + \frac{|\overline{\mu}|}{|\Omega|} \left( q_i \log q_i + (1 - q_i) \log (1 - q_i) \right) + \frac{1}{|\Omega|} \int_{\mu} \left( (1 - d_i(x)) \log (A_i(\mu)) + d_i(x) \log (B_i(\mu)) \right) \, dx \right] + C, \hspace{1cm} (16)
\]

where \( p_i, q_i, A_i \) and \( B_i \) are some quantities depending on the unknown shape \( \mu \) expressed using integrals over \( \mu \).

In this given form, the minimization of such a criterion can be considered using active contours and shape gradients as detailed in the following section.

4. Optimization using shape gradients

In order to compute a local minimum of the criterion \( E \), we propose to take advantage of the framework developed in [1] which is based on the shape optimization tools proposed in [12, Chap.8]. The main idea is to deform an initial curve (or surface) towards the boundaries of the region of interest. Formally, the contour then evolves according to the following Partial Differential Equation (PDE):

\[
\frac{\partial \Gamma(z, \tau)}{\partial \tau} = v(x, \mu) N(x) \hspace{1cm} (17)
\]

where \( \Gamma(z, \tau) \) is the evolving curve, \( z \) a parameter of the curve, \( \tau \) the evolution parameter, \( v(x, \mu) \) the amplitude of the velocity in \( x = \Gamma(z, \tau) \) directed along the normal of the curve \( N(x, \tau) \). The evolution equation and more particularly the
velocity \( v \) must be computed in order to make the contour evolve towards an optimum of the energy criterion (16). From an initial curve \( \Gamma_0 \) defined by the user, we will have \( \lim_{\tau \to \infty} \Gamma(\tau) = \mu \) at convergence of the process.

The main issue lies in the computation of the velocity \( v \) in order to find the unknown shape \( \mu \) at convergence. This term is deduced from the derivative of the criterion according to the shape. The method of derivation is explained in details in [1, 20] and is based on shape derivation principles developed formally in [12, 39]. For completeness, we recall some useful definitions and theorems and we then explain briefly how the evolution equation of an active contour can be deduced from the shape derivative. For each part of the criterion, the associated shape derivatives are computed with some explanations on the derivation.

4.1. Main mathematical tools

The following theorem is the central theorem for derivation of integral domains of the form \( \int_{\mu} k(x, \mu) \, dx \). It gives a general relation between the Eulerian derivative and the shape derivative for region-based terms.

**Theorem 1** Let \( \Omega \) be a \( C^1 \) domain in \( \mathbb{R}^n \) and \( \mathbf{V} \) a \( C^1 \) vector field. Let \( k \) be a \( C^1 \) function. The functional \( J(\mu) = \int_{\mu} k(x, \mu) \, dx \) is differentiable and its Eulerian derivative in the direction of \( \mathbf{V} \) is the following:

\[
< J'(\mu), \mathbf{V} > = \int_{\mu} k_s(x, \mu) \, dx - \int_{\partial \mu} k(x, \mu)(\mathbf{V} \cdot \mathbf{N}) \, da
\]

(18)

where \( k_s \) is the shape derivative of \( k \) defined by \( k_s(x, \mu) = \lim_{\tau \to 0} \frac{k(x, \mu(\tau)) - k(x, \mu)}{\tau} \).

The term \( \mathbf{N} \) denotes the unit inward normal to \( \partial \mu \) and \( da \) its area element (in \( \mathbb{R}^2 \), we have \( da = ds \) where \( s \) stands for the arc length).

The Eulerian derivative of \( J \) in the direction \( \mathbf{V} \) is defined as

\[
< J'(\mu), \mathbf{V} > = \lim_{\tau \to 0} \frac{J(\mu(\tau)) - J(\mu)}{\tau}
\]

if the limit exists, with \( \mu(\tau) = T_{\tau}(\mathbf{V})(\mu) \) the transformation of \( \mu \) through the vector field \( \mathbf{V} \). The proof of the theorem can be found in [12, 20].

4.2. Methodology for the computation of the evolution equation

The following proposition gives us a way to compute the evolution equation of the active contour when the Eulerian derivative can be expressed as an integral over the boundary of the domain.
**Proposition 1** Let us consider that the shape derivative of the criterion \( J(\mu) \) in the direction \( V \) may be written in the following way:

\[
< J'(\mu), V > = - \int_{\partial \mu} v(x, \mu)(V \cdot N) da
\]  

(19)

Interpreting this equation as the \( L^2 \) inner product on the space of velocities, the straightforward choice in order to minimize \( J(\mu) \) consists in choosing \( V = vN \) for the deformation. We can then deduce that, from an initial contour \( \Gamma_0 \), the boundary \( \partial \mu \) can be found at convergence of the following evolution equation:

\[
\frac{\partial \Gamma}{\partial \tau} = v(x, \tau) N
\]  

(20)

with \( v \) the velocity of the curve and \( \tau \) the evolution parameter.

The shape derivatives of the criteria \( SD(\mu) \) (3), \( MI(\mu) \) (9) and \( JH(\mu) \) (13), can be written in the form (19) which allows us to find some geometrical PDEs of the form (20) for each criterion. The derivation is developed thereafter.

**4.3. Shape derivatives**

This paragraph details the computations of the shape derivatives of \( SD(\mu) \) (3), \( MI(\mu) \) (9) and \( JH(\mu) \) (13).

**4.3.1. Shape derivative for the criterion \( SD(\mu) \)**

**Theorem 2** The shape derivative in the direction \( V \) of the functional \( SD(\mu) \) defined in (3) is:

\[
< SD'(\mu), V > = - \int_{\Gamma} \left( \sum_{i=1}^{N} (1 - 2d_i(x)) \right)(V \cdot N) da
\]  

(21)

**Corollary 1** From Theorem (1), the velocity that will drive an active contour towards a minimum of the criterion \( SD(\mu) \) is reduced to:

\[
v_{SD} = \sum_{i=1}^{N} (1 - 2d_i(x))
\]  

(22)

where \( v_{SD} \) is directed along \( N \).
4.3.2. Shape derivative for the criterion $MI(\mu)$

The computation of the shape derivative of $MI(\mu)$ is more complex because the functions inside the integrals depend on $\mu$.

**Theorem 3** The shape derivative in the direction $\mathbf{V}$ of the functional $MI(\mu)$ defined in (9) is:

$$< MI'(\mu), \mathbf{V} > = - \int_{\Gamma} \left( \frac{1}{|\Omega|} \sum_{i=1}^{n} \left[ (1 - d_i(\mathbf{x})) \log \left( \frac{q_i}{1 - p_i} \right) + d_i(\mathbf{x}) \log \left( \frac{1 - q_i}{p_i} \right) \right] \right) (\mathbf{V} \cdot \mathbf{N}) \, d\alpha$$

(23)

$$= - \int_{\Gamma} \left( \frac{1}{|\Omega|} \sum_{i=1}^{n} \left[ (1 - d_i(\mathbf{x})) \log \left( \frac{q_i}{1 - p_i} \right) \right] \right) (\mathbf{V} \cdot \mathbf{N}) \, d\alpha$$

(24)

with $\mathbf{N}$ the inward normal of the boundary of $\mu$ (denoted by $\Gamma$).

**Corollary 2** From the Theorem (1) and (3), the velocity that will drive an active contour towards a minimum of the criterion $JH(\mu)$ is then equal to:

$$v_{MI} = \frac{1}{|\Omega|} \sum_{i=1}^{n} \left[ (1 - d_i(\mathbf{x})) \log \left( \frac{q_i}{1 - p_i} \right) + d_i(\mathbf{x}) \log \left( \frac{1 - q_i}{p_i} \right) \right]$$

(25)

where $v_{MI}$ is directed along $\mathbf{N}$.

4.3.3. Shape derivative for the criterion $JH(\mu)$

**Theorem 4** The shape derivative in the direction $\mathbf{V}$ of the functional $JH(\mu)$ defined in (13) is:

$$< JH'(\mu), \mathbf{V} > = - \int_{\Gamma} \left( \frac{1}{|\Omega|} \sum_{i=1}^{n} \left[ d_i(\mathbf{x}) \log \left( \frac{B_i(\bar{\mu})}{B_i(\mu)} \right) \right] \right) (\mathbf{V} \cdot \mathbf{N}) \, d\alpha$$

(26)

$$+ (1 - d_i(\mathbf{x})) \log \left( \frac{A_i(\bar{\mu})}{A_i(\mu)} \right) \right) (\mathbf{V} \cdot \mathbf{N}) \, d\alpha$$

where $\mathbf{N}$ is the inward normal of the boundary of $\mu$ (denoted by $\Gamma$) and where the functionals $A_i$ and $B_i$ are given by equations (14) and (15).

**Corollary 3** From Theorem (1) and (4), the velocity that will drive an active contour towards a minimum of the criterion $JH(\mu)$ takes the following expression:

$$v_{JH} = \frac{1}{|\Omega|} \sum_{i=1}^{n} \left[ d_i(\mathbf{x}) \log \left( \frac{B_i(\bar{\mu})}{B_i(\mu)} \right) + (1 - d_i(\mathbf{x})) \log \left( \frac{A_i(\bar{\mu})}{A_i(\mu)} \right) \right]$$

(27)

where $v_{JH}$ is directed along $\mathbf{N}$. 13
4.4. Global evolution equations for the different criteria

A standard regularization term is added in the criterion to minimize in order to favor smooth shapes:

\[ \text{Reg}(\mu) = \int_{\partial \mu} ds. \]

This term corresponds to the minimization of the curve length. It is balanced with a positive coefficient \( \lambda \) in the energy criterion and leads to the following velocity in the evolution equation:

\[ v_{\text{Reg}} = \kappa \]

where \( \kappa \) is the curvature of the contour \( \Gamma(\tau) \).

Finally, we propose to define our mutual reference shape through the minimization of a global criterion called \( J_{\text{IT}} \) (Information Theoretic criterion):

\[ J_{\text{IT}}(\mu) = J_H(\mu) + M I(\mu) + \lambda \text{Reg}(\mu). \] (29)

In order to minimize this criterion, the following evolution equation is used:

\[ \left( \frac{\partial \Gamma}{\partial \tau} \right)_{\text{IT}} = (v_{JH} + v_{MI} + \lambda v_{\text{Reg}}) N \] (30)

where \( v_{MI}, v_{JH} \) and \( v_{\text{Reg}} \) are defined respectively in equations (25), (27) and (28).

In the experimental results, the mutual reference shape is also compared to the classic average shape that corresponds to the minimization of the following criterion:

\[ J_{\text{SD}}(\mu) = SD(\mu) + \lambda \text{Reg}(\mu). \] (31)

In order to minimize this second criterion, the following evolution equation is applied:

\[ \left( \frac{\partial \Gamma}{\partial \tau} \right)_{\text{SD}} = (v_{SD} + \lambda v_{\text{Reg}}) N \] (32)

where \( v_{SD} \) and \( v_{\text{Reg}} \) are defined respectively in equations (22) and (28).

Note also that using this formalism, some other prior information (photometric or geometric) can be inserted by adding some additional velocities in the PDE. For example, we may take advantage of the tools developed in [3, 11, 17, 31, 34].
5. Experimental results on a synthetic example

The behaviour of our mutual shape estimation is tested on a synthetic example. We propose to compare the mutual shape with the classic average shape and with a simple majority voting. We also study the joint evolution of the sensitivity and specificity parameters.

5.1. Difference between a mutual shape and a classic average shape

In this section, the behaviour of such a mutual informative shape is illustrated by a synthetic example that highlights the difference between the mutual shape and a classic average shape. A test sequence consisting of different segmentations of a lozenge (Fig.3) was built. The first entry is the true segmentation mask, the other entries represent the segmentation of 1/4 of the true lozenge (Fig.3(b)).

![Figure 3: The image to segment is given in (a) and the different segmentation entries (masks) for this image are given in (b).](image)

When computing the average of the different characteristic functions using the formula: $\sum_{i=1}^{n} d_i/n$, we can remark (Fig.4(b)) that some masks share an intersection. Indeed the values of the average image belong to the interval $[0, 0.6]$. The value 0 corresponds to black points in Fig.4(a) and the value 0.6 corresponds to the white grey level in this image. We then binarize this average image $I_A$ in an image named $I_{AT}$ displayed in (Fig.4(b)). If $I_A(x) \geq 0.5$ then $I_{AT} = 0$ (black points) and if $I_A(x) < 0.5$ then $I_{AT} = 255$ (white points). This procedure gives us a simple majority voting procedure. The result is the black line inside the lozenge. The result obtained using this procedure is also dependent on the threshold parameter choice.

Then an active contour evolves according to the evolution equation of the mutual shape (30) and of the SD shape (32). The initial contour for the evolution is chosen as a circle including the lozenge (Fig.5(a) and Fig.6(a)). The mutual shape algorithm is able to recover the whole lozenge and is then different from a classic average shape (see Fig.5 and Fig.6). The curve evolves and segments the
Figure 4: The average image $I_A$ (a) and the corresponding binarized average image $I_{AT}$ (b) of the masks of the Fig.3(b) (simple majority voting procedure).

whole lozenge by an iterative process (images resulted from different iterations in Fig.5(b) and Fig.5(c)). The final contour is given in Fig.5(d). The mutual shape is compared to a shape average computed using the minimization of the classic symmetrical difference (criterion $J_{SD}$ with evolution equation (32)). The evolution is given in Fig.6. In this case, the final contour is similar to the result obtained by computing a binarized mean $I_{AT}$ (Fig.4(b)) since it corresponds to a line due to the small overlap between masks 2 and 5. The same small value is taken for the regularization parameter $\lambda$ in order to give an higher importance to the data term.

Figure 5: Evolution using the mutual shape (evolution equation (30) with $\lambda = 10$). In the first image (a), the initial contour is in white (circle) and the other white lines represent the boundaries of the different segmentation entries. Intermediate results obtained from 80 and 140 iterations are displayed in images (b) and (c) and the final estimated mutual shape in (d) (240 iterations).

5.2. **Difference between the mutual shape and the union of the masks**

An outlier (Fig.7(a)) was introduced in the initial sequence of masks in order to test the robustness of the mutual shape estimation. Indeed, our goal is to test that the mutual shape is also different to a simple union of the different masks. In Fig.7, the different steps of the evolution of the contour are displayed. The final contour (Fig.7(d)) fits the lozenge and excludes the outlier from the final contour.
When the active contour evolves using the evolution equation (30), the parameters $p_i$ and $q_i$ are estimated jointly with the mutual shape as proposed in STAPLE [42]. The joint evolution of these parameters associated to each segmentation result are shown in Table 1. These results are obtained when considering the different entries displayed in the first row of this Table. According to the final values reported in Table 1, we can conclude that the best segmentation corresponds to the shape 1 with $p_1 = 1$ and $q_1 = 1$ and that the shape 6 is an outlier since the sensitivity coefficient is equal to 0. The other segmentations correspond to one quarter of the lozenge which leads to a sensitivity parameter around the value of 0.25. Note that the initial values of $p_i$ and $q_i$ are computed directly using the initial contour as an intial guess of the reference shape $\mu$.

We can notice that the parameter $q_i$ is less relevant. Indeed this parameter is estimated using the external domain ($\bar{\mu}$) and is then estimated using a higher
number of pixels. It should be normalized in order to be comparable to the $p_i$ value. One solution consists in the selection of a smaller working area (a mask that includes the union of masks and that limits the size of the region outside this union in order to get two regions with a comparable size).

In order to give an idea of the computational cost, it takes around 5 s. to perform the estimation of the mutual shape for an image $256 \times 256$ using an Intel Core i7 2.70GHz and a code written in C++ within the image processing library Pandore\textsuperscript{1}.

<table>
<thead>
<tr>
<th>Iterations</th>
<th>mask 1</th>
<th>mask 2</th>
<th>mask 3</th>
<th>mask 4</th>
<th>mask 5</th>
<th>mask 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>It. 0</td>
<td>$p_1 = 0.35$</td>
<td>$p_2 = 0.09$</td>
<td>$p_3 = 0.09$</td>
<td>$p_4 = 0.08$</td>
<td>$p_5 = 0.09$</td>
<td>$p_6 = 0.15$</td>
</tr>
<tr>
<td></td>
<td>$q_1 = 1$</td>
<td>$q_2 = 1$</td>
<td>$q_3 = 1$</td>
<td>$q_4 = 1$</td>
<td>$q_5 = 1$</td>
<td>$q_6 = 1$</td>
</tr>
<tr>
<td>It. 100</td>
<td>$p_1 = 0.60$</td>
<td>$p_2 = 0.15$</td>
<td>$p_3 = 0.15$</td>
<td>$p_4 = 0.13$</td>
<td>$p_5 = 0.16$</td>
<td>$p_6 = 0.27$</td>
</tr>
<tr>
<td></td>
<td>$q_1 = 1$</td>
<td>$q_2 = 1$</td>
<td>$q_3 = 1$</td>
<td>$q_4 = 1$</td>
<td>$q_5 = 1$</td>
<td>$q_6 = 1$</td>
</tr>
<tr>
<td>Final</td>
<td>$p_1 = 1$</td>
<td>$p_2 = 0.24$</td>
<td>$p_3 = 0.26$</td>
<td>$p_4 = 0.22$</td>
<td>$p_5 = 0.27$</td>
<td>$p_6 = 0$</td>
</tr>
<tr>
<td></td>
<td>$q_1 = 1$</td>
<td>$q_2 = 1$</td>
<td>$q_3 = 1$</td>
<td>$q_4 = 1$</td>
<td>$q_5 = 1$</td>
<td>$q_6 = 0.93$</td>
</tr>
</tbody>
</table>

Table 1: Joint evolution of the contour and of the sensitivity and specificity coefficients $p_i$ and $q_i$ for all the segmentation entries (masks 1 to 6) corresponding to the evolution of the contour displayed in Fig.7 (initial contour, iteration 100 and final contour).

6. Application to the evaluation of different segmentation methods of the left ventricular cavity from cardiac MRI

The estimation of such a mutual shape is here tested for the unsupervised evaluation of segmentation methods of the left ventricular cavity from cardiac cine-MRI. It takes place in a larger project on medical segmentation evaluation first introduced in [26, 18] and developed thereafter in [21, 27, 29, 30]. To illustrate our method, one image is extracted from a series acquired with a SSFP sequence in a short axis orientation. The test carried out on this image can be used for all the images from all the series.

In order to compare a given shape $\Omega$ with a reference shape $\Omega_{ref}$, we mainly use three quantitative values: the classic Dice coefficient (DC), the maximum and

\textsuperscript{1} available at https://clouard.users.greyc.fr/Pandore/
the average distance to the reference contour \((d_{\text{max}}\) and \(d_{\text{mean}}\)). The quantity DC \([13]\) is a similarity measure between two sets that ranges into the interval \([0,1]\):

\[
DC(\Omega, \Omega_{\text{ref}}) = \frac{2|\Omega \cap \Omega_{\text{ref}}|}{|\Omega| + |\Omega_{\text{ref}}|}. \quad (33)
\]

This measure is equal to 1 when the two sets are equal and 0 when they are disjoints.

The distance between a point of the contour \(\Gamma\) to the contour \(\Gamma_{\text{ref}}\) is computed as follows:

\[
d(\mathbf{y}, \Gamma_{\text{ref}}) = \inf_{x \in \Gamma_{\text{ref}}} (||\mathbf{y} - x||). \quad (34)
\]

From this previous definition, we can compute the maximum and the average distance (in pixels) using:

\[
d_{\text{max}}(\Gamma, \Gamma_{\text{ref}}) = \max_{\mathbf{y} \in \Gamma} d(\mathbf{y}, \Gamma_{\text{ref}}), \quad (35)
\]

\[
d_{\text{mean}}(\Gamma, \Gamma_{\text{ref}}) = \frac{1}{|\Gamma|} \sum_{\mathbf{y} \in \Gamma} d(\mathbf{y}, \Gamma_{\text{ref}}). \quad (36)
\]

where \(|\Gamma|\) gives the number of pixels \(\mathbf{y} \in \Gamma\).

6.1. Estimation of the mutual shape for one slice

The segmentation inputs correspond to the segmentation results obtained by different research teams [8, 9, 14, 15, 28, 31, 37] for a MRI slice of the 2009 MICCAI challenge database (SCAN05, slice 4, time 20) [35] (Fig.8). The corresponding contours of the different entries of the algorithm are given in Fig.8. The expert contour is available for this slice and represented in Fig.8(g).

6.1.1. Comparison of the mutual shape with the expert contour and the SD shape

The mutual shape is estimated using the evolution equation (30) from the masks of the Fig.8. The initial contour is chosen near the contour of the masks union and the regularization parameter is fixed to the value 100.

The estimated mutual shape is shown in Fig.9(a) as well as the shape obtained using SD in Fig.9(c). The maximum distance to the expert contour \((d_{\text{max}})\) and the mean distance to the expert contour \((d_{\text{mean}})\) were calculated in order to validate the robustness of our algorithm. The mutual shape is nearer the expert contour in terms of distance. In Fig.9(b) and (d), the expert contour is drawn in white while the estimated shape is drawn in different colors according to the distance to
the expert contour. DC is equal to 0.89 for the mutual shape and to 0.87 for the SD shape using the same regularization parameter $\lambda = 100$. The influence of this parameter is developed in the next section.

6.1.2. Influence of the regularization parameter

The influence of the parameter $\lambda$ that controls the weight of the regularization parameter was then tested. We report in Table 2 the different values of the three parameters $d_{\text{mean}}, d_{\text{max}}$ and $DC$ for the two shapes “mutual shape” and “SD shape” according to the regularization parameter $\lambda$. We also show the influence of this parameter on the different contours obtained for the mutual shape in Fig. 10. In both cases, a value of $\lambda$ around 100 may improve the evaluation coefficients $DC$, $d_{\text{mean}}$ and $d_{\text{max}}$. This can be easily explained by the fact that the left ventricular cavity is a convex structure. Choosing a high value for $\lambda$ may then help to provide such a convex shape. Reasonable values for the segmentation of this structure range into the interval $[100 - 300]$. The best value is probably around 100 for the mutual shape and 300 for the SD shape but there are very few differences when taking a regularization parameter into the interval $[100 - 300]$. When taking a higher value for $\lambda$, the regularization term takes a higher importance than the data term leading to an under-segmentation of the cavity.

![Figure 8: The final contours of the six methods are given in (a),(b),(c),(d),(e),(f). These methods all aim to segment the left ventricular cavity from a MRI slice (SCN05, slice 4, time 20). The expert contour is also given in (g).](image-url)
(a) mutual and expert shape (in red and green) (b) distances to the expert for the mutual shape ($d_{\text{mean}} = 1.65, d_{\text{max}} = 3.35, DC = 0.89$)

(c) SD and expert shape (in red and green) (d) distances to the expert for the SD shape ($d_{\text{mean}} = 1.80, d_{\text{max}} = 5.22, DC = 0.87$)

Figure 9: Qualitative and quantitative comparisons of the mutual shape ((a) and (b)) and the SD shape ((c) and (d)). In the images (a) and (c), the final contours are given in red and the expert contour in green ($\lambda = 100$). In the images (b) and (d) the expert contour (in white) is superimposed with the final contour (the different colors correspond to the distance to the expert contour: the point $x$ of the contour is in blue when $d(x) \leq 2$, in green when $2 < d(x) \leq 4$ and in red when $d(x) > 4$).

6.2. Robustness to outliers

In order to study the robustness, we introduce some outliers shapes represented in Fig.11. The outliers (1) and/or (2) and/or (3) were introduced to the initial sequence of masks (Fig.8). The variation of the chosen parameters ($DC, d_{\text{mean}}, d_{\text{max}}$) is then studied. The results are reported in Table 3 and compared to the ones obtained while estimating the reference shape using the classic symmetric difference (32). We remark that the quantitative parameters are quite stable when adding outliers to the initial sequence up to 3 added outliers which represent half of the number of initial masks. Using the SD shape, the coefficient is not as stable as with the mutual shape.
The evolution of the curve with both the mutual shape and the SD shape is displayed in Fig. 12. The initial contour is chosen near to the union of the mask (choosing exactly the union can sometimes conduct to local minima due to the initial values of \( q_i \) that are all equal to 1).

**6.3. Joint estimation of the sensitivity and specificity parameters**

During the curve evolution, the parameters \( p_i \) and \( q_i \) are estimated jointly with the mutual shape and allow us to perform a classification of the performance level of each segmentation. According to the final values reported in Table 4, we can conclude that the best segmentation corresponds to shape 3 and that the shapes 1 and 2 have smaller sensitivity and specificity values. Such a classification seems to be visually coherent.

---

**FIGURE 10:** Influence of the parameter \( \lambda \) on the final mutual shape. In the images (a), (b) and (c), the expert contour (in white) is surimposed with the final contour (in different colors according to the distance to the expert contour: the point \( x \) of the contour is in blue when \( d(x) \leq 2 \), in green when \( 2 < d(x) \leq 4 \) and in red when \( d(x) > 4 \)).

**FIGURE 11:** Contours of the different outliers.

\[ \begin{array}{ccc}
\text{Outlier shape (1)} & \text{Outlier shape (2)} & \text{Outlier shape (3)} \\
\end{array} \]
When computing $p_i$ and $q_i$ note that it works better when the regions inside and outside the contour have a comparable number of pixels. Indeed adding a pixel in each region will then lead to a comparable change in the computation of $p_i$ and $q_i$. In this work, in order to deal with this issue, a region of interest outside the contour is defined at the beginning of the evolution. However, a region of interest that evolves during the curve evolution could be a better solution but needs further investigation and probably the framework introduced in [33].

### 7. Conclusion

In this work, we propose a continuous optimization framework for the STA-PLE algorithm using a different criterion to minimize that comes from information theory. We take advantage of information theory quantities such as the mutual information and joint entropy. We propose a new criterion based on the minimization of a robust area difference that can be expressed using mutual information and joint entropy. We search for an unknown reference shape that minimizes the sum of joint entropies while maximizing the sum of mutual information between each entry shape and the unknown reference shape. The optimization is performed using active contours by computing a shape gradient and the associated evolution equation. Shape derivatives are detailed for the given criterion but also for a classic area difference minimization. Our theoretical formalism is valid for 2D slices or 3D images. Some experimental results are provided in 2D images on both synthetic and real cardiac cine-MRI images. The robustness of such an estimate is
(a) Quantitative results with the mutual shape (evolution equation (30))

<table>
<thead>
<tr>
<th>Comparison meas.</th>
<th>Outlier shape number(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>none</td>
</tr>
<tr>
<td>DC</td>
<td>0.887</td>
</tr>
<tr>
<td>d_{mean}</td>
<td>1.65</td>
</tr>
<tr>
<td>d_{max}</td>
<td>3.35</td>
</tr>
</tbody>
</table>

(b) Quantitative results with the symmetric difference (evolution equation (32))

<table>
<thead>
<tr>
<th>Comparison meas.</th>
<th>Outlier shape number(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>none</td>
</tr>
<tr>
<td>DC</td>
<td>0.873</td>
</tr>
<tr>
<td>d_{mean}</td>
<td>1.80</td>
</tr>
<tr>
<td>d_{max}</td>
<td>5.22</td>
</tr>
</tbody>
</table>

TABLE 3: Comparison of the final contour with the expert contour in presence of outliers.

Classification using $p_i$ and $q_i$

<table>
<thead>
<tr>
<th>i</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_i$</td>
<td>0.93</td>
<td>0.97</td>
<td>0.97</td>
<td>0.91</td>
<td>1</td>
<td>0.99</td>
</tr>
<tr>
<td>$p_i$</td>
<td>0.77</td>
<td>0.68</td>
<td>0.98</td>
<td>0.85</td>
<td>0.83</td>
<td>0.92</td>
</tr>
</tbody>
</table>

TABLE 4: Specificity and specificity parameters $p_i$ and $q_i$ for the different segmentation methods of the left ventricular cavity displayed in Fig.8 (without considering the outliers).

tested by adding some outliers to the input sequence. We show that the mutual shape acts differently and is more robust to outliers than other conventional approaches.

As far as perspectives are concerned, one of the main issues may concern the choice of the main objective for the evaluation. Indeed in our case, in cardiac imaging, the goal was to estimate the volume of the cardiac cavity. In this case, adding a prior term on the shape of the endocardium may be valuable. If the objective is different, some other prior shapes may be added (such as the homogeneity of the inside region for example). Our mathematical framework seems well adapted for this purpose since other information may be easily added in the criterion to minimize. Our work in progress concerns also the comparison of our method to STAPLE algorithms and will be extended to a larger database of real cardiac cine-MRI images.
Figure 12: Evolution of the curve for the mutual shape and the SD shape. The initial contour is given in red (a) surimposed on the contours of the different segmentation entries (blue). For the mutual shape, the iteration 900 is shown in (b) while the final contour given in (c). In order to compare, we show the final contour for the SD (symmetrical difference) criterion.
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Annexes

We give here some proofs in order to detail the computation of shape derivatives.

Proof of theorem 2

Proof: The criterion (3) can be divided into two parts: the first one depends on the domain $\mu$ and is denoted by $SD_1(\mu)$ with $SD_1 = \int_{\mu} (1 - d_l(x))dx$ while the second one depends on the complementary domain of $\mu$ and is denoted by $SD_2(\mu)$ with $SD_2 = \int_{\mu^c} d_l(x)dx$.

From Theorem (1) and using the fact that the derivative $k_s$ is equal to 0 ($d_i$ is independent of $\mu$), the following equation can be obtained:

$$< SD_1(\mu), V > = - \int_{\partial \mu} k(x, \mu)(V \cdot N) da$$
with \( k(x, \mu) = 1 - d_i(x) \).

In order to derive \( \text{SD}_2 \), the same theorem is applied:

\[
< \text{SD}_2(\mu), V > = - \int_{\partial \mu} d_i(x)(V \cdot N_2) da
\]

with \( N_2 \) the inward normal of the boundary of \( \bar{\mu} \).
Since \( \mu \) and \( \bar{\mu} \) share the same boundary \( \Gamma \) with opposite normal vectors (i.e. \( N = -N_2 \)), we find the derivative given in (21).

\[ \blacksquare \]

**Proof of theorem 3**

**Proof:** Using Theorem (1), the shape derivatives of \( p_i \) and \( q_i \) are equal to:

\[
< p_i', V > = \frac{1}{|\mu|} \int_{\Gamma} (p_i - d_i(x))(V \cdot N) da,
\]

\[
< q_i', V > = \frac{1}{|\bar{\mu}|} \int_{\Gamma} (1 - d_i(x) - q_i)(V \cdot N) da.
\]

Let us denote \( K_i(\mu) = |\mu| f(p_i) \) with \( f(p_i) = (1 - p_i) \log(1 - p_i) + p_i \log(p_i) \), we can deduce:

\[
< K_i'(\mu), V > = - \int_{\Gamma} f(p_i)'(p_i) + (p_i - d_i) f'(p_i)(V \cdot N) da.
\]

with \( f'(p_i) = \log \frac{p_i}{1-p_i} \) the classic derivative of \( f \) according to the variable \( p_i \). After simplifications, we get:

\[
< K_i'(\mu), V > = - \int_{\Gamma} (d_i \log p_i + (1 - d_i) \log(1 - p_i))(V \cdot N) da.
\]

In the same manner, \( E_i(\mu) = |\bar{\mu}| f(q_i) \) with \( f(q_i) = (1 - q_i) \log(1 - q_i) + q_i \log q_i \) and then:

\[
< E_i'(\mu), V > = \int_{\Gamma} ((1 - d_i(x)) \log q_i + d_i(x) \log(1 - q_i))(V \cdot N) da.
\]

By adding the different terms, we find the final shape derivative.

\[ \blacksquare \]
**Proof of theorem 4**

Proof: As with the theorem 2, the criterion is separated in different terms, such that

\[ JH(\mu) = -\frac{1}{|\Omega|} \sum_{i=1}^{n} (JH^1_i(\mu) + JH^2_i(\mu)) + C \]

with:

\[ JH^1_i(\mu) = \log A_i(\mu) \int_{\Omega} (1 - d_i(x)) \, dx + \log B_i(\mu) \int_{\Omega} d_i(x) \, dx, \]

\[ JH^2_i(\mu) = \log A_i(\bar{\mu}) \int_{\Omega} (1 - d_i(x)) \, dx + \log B_i(\bar{\mu}) \int_{\Omega} d_i(x) \, dx. \]

The term \( C \) denotes a constant independent of \( \mu \).

The shape derivative of \( A_i(\mu) \) lead to

\[ \langle A_i'(\mu), V \rangle = -\int_{\Gamma} (1 - d_i(x))(V \cdot N) \, da \]

and respectively

\[ \langle B_i'(\mu), V \rangle = -\int_{\Gamma} d_i(x)(V \cdot N) \, da. \]

The classic theorems for the derivation of products and functions can be applied to derive \( JH^1_i \), which leads to:

\[ \langle (JH^1_i)'(\mu), V \rangle = -\log A_i(\mu) \int_{\Omega} (1 - d_i)(V \cdot N) \, da + \frac{\langle A_i'(\mu), V \rangle}{A_i(\mu)} \int_{\Omega} (1 - d_i) \, dx \]

\[ -\log B_i(\mu) \int_{\Omega} d_i(V \cdot N) \, da + \frac{\langle B_i'(\mu), V \rangle}{B_i(\mu)} \int_{\Omega} d_i \, dx. \]

Replacing the shape derivative of \( A_i(\mu) \) and \( B_i(\mu) \) by their expressions in the above formula, we find:

\[ \langle (JH^1_i)'(\mu), V \rangle = \int_{\Gamma} ((1 - d_i) \log A_i(\mu) + d_i \log B_i(\mu) + 1)(V \cdot N) \, da. \]

In a similar manner, using the fact that the inward normal of the moving boundary of \( \bar{\mu} \) is equal to \( -N \), we find:

\[ \langle (JH^2_i)'(\mu), V \rangle = \int_{\Gamma} ((1 - d_i(x)) \log A_i(\bar{\mu}) + d_i(x) \log B_i(\bar{\mu}) + 1)(V \cdot N) \, da. \]

By adding the two derivatives, the shape derivative of \( JH(\mu) \) is finally obtained.

\[ \blacksquare \]
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