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A new strategy for worst-case design from costly numerical simulations

Julien Marzat, Éric Walter, Hélène Piet-Lahanier

Abstract—Worst-case design is important whenever robustness to adverse environmental conditions should be ensured regardless of their probability. It leads to minimax optimization, which is most often considered assuming that a closed-form expression for the performance index is available. In this paper, we consider the important situation where this is not the case and where evaluation of the performance index is via costly numerical simulations. In this context, strategies to limit the number of these evaluations are of paramount importance. This paper describes one such strategy, which further improves the performance of an algorithm recently presented that combines the use of a relaxation procedure for minimax search and Kriging-based efficient global optimization. Test cases from the literature demonstrate the interest of the approach.

Index Terms—computer experiments, Kriging, minimax, optimization, robust design, surrogate models, worst case.

I. INTRODUCTION AND PROBLEM STATEMENT

For a wide class of design problems, a design vector $x_c$ must be tuned to achieve the best performance possible while protecting oneself against the potentially adverse effects of an environment vector $x_e$. Such problems are important in the context of robust control, estimation and decision. A few examples are as follows:

- in fault detection and isolation, $x_e$ may correspond to the tuning parameters of a bank of Kalman filters and of statistical decision tests, and $x_c$ may include parameters describing environmental perturbations and degrees of freedom of the tests on which the performance index is computed,
- in robust control, $x_c$ may correspond to the tuning parameters of a controller, and $x_c$ may describe uncertainty on the process to be controlled,
- in particle filtering, $x_c$ may correspond to parameters describing the strategy for managing the number of particles, whereas $x_e$ makes it possible to consider a large family of test cases in order to widen the scope of the resulting tuning,
- in computer-aided design, $x_c$ may correspond to design parameters, and $x_e$ may describe uncertainty on the value of $x_c$ in mass production.

The approaches available for addressing such robust design problems can be classified as stochastic or deterministic. With stochastic approaches, one may optimize with respect to $x_c$ the mathematical expectation with respect to $x_e$ of some performance index. This requires the availability of the probability distribution of $x_e$, and may result in a design that is good on average but unsatisfactory in low-probability regions of the $x_e$-space. Minimax (or worst-case) approaches, on the other hand, give equal consideration to all possible values of $x_e$. This is the approach considered here, where we want to compute

$$
\{\hat{x}_c, \hat{x}_e\} = \arg \min_{x_c \in X_c} \max_{x_e \in X_e} J(x_c, x_e),
$$

with $J(\cdot, \cdot)$ a scalar performance index, $x_e \in X_e$ a vector of design parameters and $x_e \in X_e$ a vector of perturbation parameters. $X_c$ and $X_e$ are assumed to be known compact sets. Any pair $\{\hat{x}_c, \hat{x}_e\}$ such that (1) is satisfied is a minimax (or worst-case) solution of the problem.

Depending on how $J$ is described, different approaches can be considered. Most often, a closed-form expression for $J$ is assumed to be available [1]–[3]. Unfortunately, in real-life complex design problems, this is not the case, and $J$ can only be evaluated numerically through possibly very costly simulations. The methodology developed in this paper is dedicated to this important class of difficult problems.

In this context, the relaxation procedure proposed in [4] is particularly useful. This procedure is generic and does not specify the optimization algorithms to be used. For costly simulations, specific tools are needed. Most of the available techniques use evolutionary algorithms [5], [6], which are known to be computationally expensive and thus inapplicable in our context. An interesting attempt combining the use of a surrogate model with a heuristic optimization strategy has been reported in [7]. In [8], [9], we have proposed MiMaReK, a robust design approach combining Kriging-based optimization, one of the most efficient tools in the context of costly evaluations, with Shimizu and Aiyoshi’s relaxation procedure. The new algorithm described in the present paper improves MiMaReK by further reducing the number of evaluations required. The presentation is organized as follows. Section II briefly recalls the original MiMaReK framework. Section III describes the new strategy, which is evaluated and compared to the previous one on test cases in Section IV.

II. MINIMAX OPTIMIZATION VIA RELAXATION AND KRIGING

A. Relaxation procedure

Equation (1) translates into the following optimization problem with an infinite number of constraints,

$$
\begin{aligned}
\min_{x_c \in X_c} \tau, \\
\text{subject to } J(x_c, x_e) \leq \tau, \forall x_e \in X_e.
\end{aligned}
$$
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The Shimizu and Aiyoshi procedure (Algorithm 1) relaxes these constraints iteratively to compute an approximate minimax solution with proved convergence to an exact solution when \( \varepsilon_R \) under reasonable technical conditions [4].

Algorithm 1

1. Pick \( x_e^{(1)} \in X_e \), and set \( R_e = \{ x_e^{(1)} \} \) and \( i = 1 \).
2. Compute \( x_e^{(i)} = \arg \min_{x_e \in R_e} \max_{x_c \in X_c} J(x_c, x_e) \)
3. Compute \( x_e^{(i+1)} = \arg \max_{x_e \in \mathbb{R}^n} J(x_e^{(i)}, x_e) \)
4. If \( J(x_e^{(i)}, x_e^{(i+1)}) = \max_{x_e \in \mathbb{R}^n} J(x_e^{(i)}, x_e) < \varepsilon_R \) then return \( \{ x_e^{(i)}, x_e^{(i+1)} \} \) as an approximate solution to the initial minimax problem (1).
5. Else, append \( x_e^{(i+1)} \) to \( R_e \), increment \( i \) by 1 and go to Step 2.

Constraint relaxation is achieved at Step 2, where the function to be minimized is the maximum of the performance index over the finite set \( R_e \). Steps 2 and 3 leave open the choice of the algorithm to be employed to compute the optima required. We use Kriging-based optimization, which makes it possible to save on the simulation budget.

B. Kriging

Consider a black-box function \( f(x) \), known only through numerical evaluations, to be minimized over a known compact set \( X \). Assume that the value of the function has already been evaluated at \( n \) points, \( X_n = \{ x_1, ..., x_n \} \) and denote by \( f_n = [f(x_1), ..., f(x_n)]^T \) the vector of the corresponding function values. Kriging makes it possible to predict the value of \( f \) over the continuous space \( \mathbb{R}^n \) by modelling it as a zero-mean Gaussian Process \( Z(x) \), whose covariance function is expressed as

\[
\text{cov}(Z(x_i, x_j)) = \sigma_Z^2 R(x_i, x_j),
\]

where \( \sigma_Z^2 \) is the process variance and \( R(\cdot, \cdot) \) a correlation function, possibly parameterized by a vector \( \theta \). In this paper, we use the correlation function

\[
R(x_i, x_j) = \exp \left( -\sum_{k=1}^{\dim X} \frac{x_{i,k} - x_{j,k}}{\theta_k} \right)^2.
\]

where \( x_{i,k} \) is the \( k \)-th component of \( x_i \) and the positive coefficients \( \theta_k \) are scale factors. It should be kept in mind that other correlation functions may be appropriate [10]. For any value of \( x \in \mathbb{X} \), the Kriging prediction is Gaussian and thus entirely characterized by its mean and variance. The mean of the prediction is given by

\[
\hat{f}(x) = r(x)^T R^{-1} f_n,
\]

The variance of the prediction is

\[
\sigma^2(x) = \sigma_Z^2 \left( 1 - r(x)^T R^{-1} r(x) \right). \tag{7}
\]

The process variance \( \sigma_Z^2 \) and the vector of parameters \( \theta \) of the correlation function (if any) can be estimated, for instance, by maximum likelihood. The fact that the probability distribution of the Kriging prediction is available is an important feature that will be extensively used below.

C. Efficient Global Optimization

Algorithm 2 describes the Efficient Global Optimization (EGO) procedure [11], which exploits the distribution of Kriging prediction to search for a global minimizer of \( f \).

Algorithm 2

1. Choose an initial sampling \( X_0 = \{ x_1, ..., x_n \} \) in \( \mathbb{X} \)
2. Compute \( f_n = [f(x_1), ..., f(x_n)]^T \)
3. while \( \max_{x \in \mathbb{X}} \Phi(z) > \Phi(\varepsilon_R) \) and \( n < n_{\text{max}} \) do
4. Fit the Kriging model on the known data points \( \{ X_n, f_n \} \) with (5)-(7)
5. Find \( f_n^{\text{min}} = \min_{i=1, ..., n} \{ f(x_i) \} \)
6. Find \( x_{n+1} = \arg \max_{x \in \mathbb{X}} \Phi(z) \)
7. Compute \( f(x_{n+1}) \), append it to \( f_n \) and append \( x_{n+1} \) to \( X_n \)
8. \( n \leftarrow n + 1 \)
9. end while

EGO is initialized by sampling \( n \) points in \( \mathbb{X} \), e.g., with Latin Hypercube Sampling (LHS), and by computing the corresponding values of the function to be minimized. Let \( \Phi(z, x) \) be the (Gaussian) cumulative distribution of the Kriging prediction at \( z \), when the vector of parameters takes the value \( x \). The corresponding probability density is given by

\[
\varphi(z, x) = \frac{d}{dz} \Phi(z, x). \tag{8}
\]

Define improvement [12] as

\[
(f_n^{\text{min}} - z)_+ = \begin{cases} (f_n^{\text{min}} - z) & \text{if positive} \\ 0 & \text{otherwise} \end{cases}, \tag{9}
\]

where \( f_n^{\text{min}} \) is the smallest value in \( f_n \). The expected value of the improvement (EI) based on the Kriging prediction is defined as

\[
\Phi(z) = \int_{-\infty}^{f_n^{\text{min}}} (f_n^{\text{min}} - z)_+ \varphi(z, x) dz = \int_{-\infty}^{f_n^{\text{min}}} f_n^{\text{min}} \varphi(z, x) dz, \tag{10}
\]

which can be computed in closed-form using (5) and (7) as

\[
\Phi(x, f_n^{\text{min}}, \hat{f}, \hat{\sigma}) = \hat{\sigma}(x) \left[ u \Phi_N(u) + \varphi_N(u) \right], \tag{11}
\]

where \( \Phi_N \) is the cumulative distribution function and \( \varphi_N \) the probability density function of the normalized Gaussian distribution \( \mathcal{N}(0, 1) \), and where

\[
u = f_n^{\text{min}} - \hat{f}(x) \tag{12}
\]
EGO achieves an iterative search for the global minimum of \( f \) and an associated global minimizer. Note that the optimization of EI is carried out at a much lower computational cost than required by the original problem, as no evaluation of the performance index is necessary. By optimizing EI, EGO strikes a compromise between local and global search (where prediction uncertainty is high). Convergence results are reported in [13], [14].

### D. MiMaReK

MiMaReK (for Minimax optimization via relaxation and Kriging) searches for the solution of (1) by combining Algorithms 1 and 2. The resulting procedure, presented in more detail in [8] and [9], is Algorithm 3.

Even if the first version of MiMaReK (called MiMaReK 1 in what follows) turned out to be quite efficient for an economical determination of the solutions of minimax problems, it presents the following drawback. Each iteration of its outer loop requires building two dedicated Kriging predictors from scratch (one for predicting, for a given value of \( x_e \), the performance index \( J \) as a function of \( x_e \), and the other for predicting the maximum of \( J \) over a finite number of values of \( x_e \), as a function of \( x_e \)). This entails a number of costly evaluations of \( J \), some of which could hopefully be avoided by using a single Kriging predictor for \( J \) in the entire procedure, updated whenever a new evaluation of \( J \) is carried out.

### III. NEW STRATEGY FOR SAVING EVALUATIONS

A first simple step towards decreasing the number of evaluations of \( J \) is to use a single Kriging predictor for all maximizations of \( J(x_e^{(i)}, x_c) \) with respect to \( x_e \) (Step 3 of Algorithm 3), whatever the value of \( i \). This Kriging predictor is based on all past evaluations of the performance index, and each execution of the outer loop increases the number of its training data.

Using the same Kriging predictor for the minimization of \( \max_{x_c \in \mathcal{R}_c} J(x_c, x_e) \) is significantly more complex. An easy-to-implement idea would be to approximate the mean of this process by

\[
\hat{J}(x_c) = \max_{x_e \in \mathcal{R}_e} J(x_c, x_e) \triangleq \hat{J}(x_c, x_e)
\]

and its variance by

\[
\hat{\sigma}^2(x_c) = \hat{\sigma}^2(x_c, x_e),
\]

with \( \hat{J} \) and \( \hat{\sigma}^2 \) computed by Kriging. It would then become trivial to compute EI as needed by EGO. However, this is a daring approximation, as the mean of the maximum is not the maximum of the means and the distribution of the maximum is not Gaussian. Preliminary tests have confirmed that this approach is not viable.

In the new version of MiMaReK (called MiMaReK 2 in what follows), we instead compute the expected improvement of \( \max_{x_c \in \mathcal{R}_c} J(x_c, x_e) \) exactly.

Let \( X_i \) \((i = 1, \ldots, m)\) be \( m \) independent random variables, with pdf \( \varphi_{X_i} \), and cumulative distribution function \( \Phi_{X_i} \), and let

\[
Z = \max_i X_i.
\]

\( Z \) is less than \( z \), if and only if all the \( X_i \)'s are less than \( z \), so

\[
\Phi_Z(z) = \prod_{i=1}^m \Phi_{X_i}(z).
\]

The pdf of \( Z \) is thus

\[
\varphi_Z(z) = \frac{d}{dz} \left( \Phi_Z(z) \right) = \sum_{i=1}^m \varphi_{X_i}(z) \prod_{j \neq i} \Phi_{X_j}(z).
\]

Here, \( X_i \sim \mathcal{N}(\hat{J}(x_c, x_e^i), \hat{\sigma}^2(x_c, x_e^i)) \), where \( x_e^i \) is the \( i \)-th \( x_e \) vector in \( \mathcal{R}_e \), and \( J \) and \( \hat{\sigma}^2 \) are provided by Kriging, so

\[
\varphi_{X_i}(z) = \frac{1}{\sqrt{2\pi\hat{\sigma}^2(x_c, x_e^i)}} \exp\left( -\frac{1}{2} \frac{(z - \hat{J}(x_c, x_e^i))^2}{\hat{\sigma}^2(x_c, x_e^i)} \right).
\]

The values of the vectors \( x_e^i \) are all known at Step 2, so \( \varphi_Z \) is parametrized by \( x_c \) only and

\[
\varphi_Z(z, x_e) = \sum_{i=1}^m \varphi_{X_i}(z, x_e) \prod_{j \neq i} \Phi_{X_j}(z, x_e).
\]

For any given \( x_e \) and \( z \), \( \varphi_Z(z, x_e) \) can be evaluated numerically. It is therefore possible to evaluate the EI for any value of \( x_e \). Note that the closed-form expression (11) for EI is no longer valid.

The new expression for expected improvement is

\[
\text{EI}(x_e) = \int_{-\infty}^{f_{\min}^t} (f_{\min}^t - z) \varphi_Z(z, x_e)dz.
\]

In Algorithm 4, \( \mathcal{R}_e(l) \) stands for the \( l \)-th vector in the set \( \mathcal{R}_e \), and \( J_e(l) \) is the \( l \)-th scalar value in the set \( J_e \). The sets \( J_e \) and \( X_e \) are temporary, and used to store the data generated at Step 2d. Only the minimum value of the performance index and corresponding argument will be kept and stored in \( J_e \) and \( X_e \). This will save evaluations at Step 2b. Optimization at Steps 3(b) and 3c is carried out over the values of the performance index such that their vector argument is equal to \( x_e^{(i)} \). Since EGO has been presented for minimization, the maximization of \( J \) carried out at Steps 3(b) and 3c is transformed into the minimization of \( -J \).

Simplifying hypotheses make it possible to get a rough assessment of how many evaluations may be saved by using MiMaReK 2 rather than MiMaReK 1. Let the total number of initial samples \( n_e + n_c \) be the same in MiMaReK 1 and MiMaReK 2. Assume that the maximum numbers of iterations (\( n_{EI}^e \) and \( n_{EI}^c \)) are reached during the optimizations by EGO. For \( N \) iterations of the outer loop, the required number of evaluations is

\[
n_{MM1} = N \left( n_c + n_e + \frac{N + 1}{2} n_{EI}^e + n_{EI}^c \right)
\]
Algorithm 3 MiMaReK 1, MiniMax optimization via Relaxation and Kriging Version 1

Set $\varepsilon_R, \varepsilon_{EI}, n_{EI}, \varepsilon_{EI}, n_e, n_c, n_c$.

1) **Step 1**

a) Choose randomly $x_c^{(1)}$ in $X_c$. Initialize $R_e = \{x_c^{(1)}\}$. Set $i \leftarrow 1$.

b) Choose a design $\mathcal{X}_c^0 = \{x_{c,1}, \ldots, x_{c,n_e}\}$ in $X_c$.

c) Choose a design $\mathcal{X}_c^0 = \{x_{c,1}, \ldots, x_{c,n_e}\}$ in $X_c$.

while $e > \varepsilon_R$

2) **Step 2**

a) Initialize $j \leftarrow n_e$ and $\mathcal{X}_c^j = \mathcal{X}_c^0$.

b) Compute $J_j^c = \left\{ \max_{x_c \in R_e} \left\{ J\left(x_{c,1}, x_c\right), \ldots, \max_{x_c \in R_e} \left\{ J\left(x_{c,n_e}, x_c\right) \right\} \right\} \right\}$.

c) while $\max_{x_c \in X_c} \{\text{EI}(x_c)\} > \varepsilon_{EI}$ and $j < n_{EI}^c$

i) Fit a Kriging model on the known data points $\{\mathcal{X}_j^c, J_j^c\}$.

ii) Find $J_{j_{\min}}^c = \min_{1 \leq j \leq n_{EI}^c}$.

iii) Find the next point of interest $x_{c,j+1}$ by maximizing $\text{EI}(x_c)$

iv) Append $x_{c,j+1}$ to $\mathcal{X}_c^j$.

v) Compute $\max_{x_c \in R_e} \{J\left(x_{c,j+1}, x_c\right)\}$ and append it to $J_j^c$.

vi) $j \leftarrow j + 1$.

end while

d) Find $x_c^{(i)} = \arg \min_{x_c \in \mathcal{X}_j^c} \{J_j^c\}$

e) Compute $e_{\text{prec}} = \max_{x_c \in R_e} J\left(x_c^{(i)}, x_c\right)$

3) **Step 3**

a) Initialize $k \leftarrow n_e$ and $\mathcal{X}_c^k = \mathcal{X}_c^0$.

b) Compute $J_k^c = \left\{ -J\left(x_c^{(i)}, x_{c,1}\right), \ldots, -J\left(x_c^{(i)}, x_{c,n_e}\right) \right\}$.

c) while $\max_{x_c \in X_c} \{\text{EI}(x_c)\} > \varepsilon_{EI}$ and $k < n_{EI}^c$

i) Fit a Kriging model on the known data points $\{\mathcal{X}_k^c, J_k^c\}$.

ii) Find $J_{k_{\min}}^c = \min_{1 \leq k \leq n_{EI}^c}$.

iii) Find the next point of interest $x_{c,k+1}$ by maximizing $\text{EI}(x_c)$

iv) Append $x_{c,k+1}$ to $\mathcal{X}_c^k$.

v) Compute $-J\left(x_c^{(i)}, x_{c,k+1}\right)$ and append it to $J_k^c$.

vi) $k \leftarrow k + 1$.

end while

d) Find $x_c^{(i+1)} = \arg \min_{x_c \in \mathcal{X}_k^c} \{J_k^c\}$ and append it to $R_e$

4) **Step 4**

a) Compute $e = J\left(x_c^{(i)}, x_c^{(i+1)}\right) - e_{\text{prec}}$

b) $i \leftarrow i + 1$

end while

for MiMaReK 1 and

$$n_{MM2} = n_c + n_e + N \left( \frac{N + 1}{2} \left( n_{EI}^c + 1 \right) + n_{EI}^c \right)$$

(22)

for MiMaReK 2. Thus

$$n_{MM1} - n_{MM2} = (N - 1) (n_c + n_e) - \frac{N (N + 1)}{2}$$

(23)

which means that MiMaReK 2 requires less evaluations than MiMaReK 1 if, for $N > 1$,

$$n_c + n_e > \frac{N (N + 1)}{2 (N - 1)}$$

(24)

This inequality will usually be verified, as can be seen in the examples of the next Section. A large number of iterations are indeed required to make the right-hand side larger than the total number of initial samples $n_c + n_e$.

**IV. COMPARISON ON TEST CASES**

In this section, we evaluate and compare the performances of MiMaReK 1 and MiMaReK 2 on six test cases. As these test cases have also been used in [5], [6] and [7], this facilitates comparisons with alternative approaches. The first
Algorithm 4 MiMaReK 2, MiniMax optimization via Relaxation and Kriging Version 2

Set \( \varepsilon_R, \varepsilon_{EI}^{\text{c}}, n_{EI}^{\text{c}}, \varepsilon_{EI}^{\text{c}}, n_{EI}^{\text{c}}, n \)

1) Step 1
   a) Choose a design \( X = \{ [x_{c,1}^T, x_{c,1}^T]^T, \ldots, [x_{c,n}^T, x_{c,n}^T]^T \} \) in \( X \times X_e \)
   b) Compute \( J_n = [J(x_{c,1}, x_{e,1}), \ldots, J(x_{c,n}, x_{e,n})]^T \)
   c) Choose randomly an index \( i_0 \in [1, \ldots, n] \)
   d) Initialize \( x_{c,1}^{(1)} = x_{c,i_0} \), \( R_e = \{ x_{c,1}^{(1)} \} \), \( X_c = \{ x_{c,i_0} \} \) and \( J_c = \{ J(x_{c,i_0}, x_{e,i_0}) \} \)
   e) Set \( i \leftarrow 1 \)

   while \( \varepsilon > \varepsilon_R \)

   2) Step 2
      a) Initialize \( j \leftarrow 0 \)
      b) for \( l = 1 \) to \( \text{card}(X_c) \) do
         \( J_c(l) = \max \{ J_c(l), J(X_c(l), x_c^{(i)}) \} \).
      end for
      c) Set \( J'_c = J_c \) and \( X'_c = X_c \)
      d) while \( \max \{ \text{EI}(x_c^{(i)}) \} > \varepsilon_{EI}^{\text{c}} \) and \( j < n_{EI}^{\text{c}} \) do
         i) Fit a Kriging model on the data \( \{ X_c \}, J_n \).
         ii) Find \( J'_c = \min \{ J'_c \} \)
         iii) Find the next point of interest \( x_{c,j+1} = \arg \max_{x_c \in X_c} \text{EI}(x_c) \) with (20)
         iv) Append \( \{ x_{c,j+1}^T, R_e(1)^T \}, \ldots, [x_{c,j+1}^T, R_e(j)^T] \) to the design \( X' \)
         v) Compute \( J(x_{c,j+1}, R_e(1)), \ldots, J(x_{c,j+1}, R_e(j)) \) and append them to the performance vector \( J_n \)
         vi) \( n \leftarrow n + j \)
         vii) Compute \( \max \{ J(x_{c,j+1}, R_e(1)), \ldots, J(x_{c,j+1}, R_e(j)) \} \) and append it to \( J'_c \)
         viii) Append \( x_{c,j+1} \) to \( X'_c \)
         ix) \( j \leftarrow j + 1 \)
      end while
      e) Compute \( e_{\text{prec}} = \min \{ J'_c \} \) and append it to \( J_c \)
      f) Append \( x_{c,1}^{(i)} = \arg \min \{ J'_c \} \) to \( X_c \)

3) Step 3
   a) Initialize \( k \leftarrow 0 \)
   b) while \( \max \{ \text{EI}(x_c) \} > \varepsilon_{EI}^{\text{c}} \) and \( k < n_{EI}^{\text{c}} \) do
      i) Fit a Kriging model on the data \( \{ X_c \}, J_n \)
      ii) Find \( J^k = \min \{ J_c \} \)
      iii) Find the next point of interest \( x_{c,k+1} = \arg \max_{x_c \in X_c} \text{EI}(x_c) \)
      iv) Append \( \{ x_{c,k+1}^T, R_e(1)^T \}, \ldots, [x_{c,k+1}^T, R_e(k)^T] \) to \( X' \)
      v) Compute \( J(x_{c,k+1}, R_e(1)), \ldots, J(x_{c,k+1}, R_e(k)) \) and append it to \( J_n \)
      vi) \( n \leftarrow n + k \)
      vii) \( k \leftarrow k + 1 \)
   end while
   c) Find \( x_c^{(i+1)} = \arg \min_{x_c \in X_c} \{ -J_n \} \) and append it to \( R_e \)

4) Step 4
   a) Compute \( e = J(x_c^{(i)}, x_c^{(i+1)}) - e_{\text{prec}} \)
   b) \( i \leftarrow i + 1 \)

end while
four test functions have scalar arguments

\[ f_1(x, x_c) = (x_c - 5)^2 - (x - 5)^2, \]
\[ f_2(x, x_c) = \min(3 - 0.2x_c + 0.3x, 3 + 0.2x_c - 0.1x), \]
\[ f_3(x, x_c) = \frac{\sin(x_c - x)}{\sqrt{x_c^2 + x^2}}, \quad f_4(x, x_c) = \frac{\cos(\sqrt{x_c^2 + x^2})}{\sqrt{x_c^2 + x^2} + 10}, \]

while the last two have two-dimensional vector arguments

\[ f_5(x, x_c) = 100(x_c - x_{c1})^2 + (1 - x_{c1})^2 - x_{c1}(x_{c1} + x_{c2}) - x_c(x_{c1}^2 + x_{c2}), \]
\[ f_6(x, x_c) = (x_c - 1)^2 + (x - 1)^2 + x_c(x_{c1}^2 - x_{c2}) + x_c(x_{c1} + x_{c2} - 2). \]

For each of the test cases and both versions of MiMaReK, the following applies:

- the selection of the \( n \) initial sample points is carried out by LHS, with the usual rule of thumb \( n = 10 \times \dim X \),
- maximization of the EI criterion is performed by the DIRECT optimization procedure, as recommended in [15],
- the thresholds \(( c_{\text{RT}}, c_{\text{EI}}, c_{\text{EL}}) \) are set to \( 10^{-3} \) and the maximum numbers of iterations \( n_{\text{EI}} \) and \( n_{\text{EL}} \) are set to \( 20 \times \dim X \) and \( 20 \times \dim X_c \) respectively.

For each version of MiMaReK, Tables I and II give the percentage of deviation of the value of the minimax performance index \( f_i(\hat{X}_c, \hat{X}_c) \) from its true value and the number of evaluations of \( f_i \) \( (i = 1, \ldots, 6) \). The mean (and standard deviation) of these results have been obtained by averaging 50 runs for each function. The number of evaluations performed by MiMaReK 2 is always significantly smaller (and sometime very significantly smaller) than that of MiMaReK 1, and condition (24) is always satisfied. The estimated values of \( f_i(\hat{X}_c, \hat{X}_c) \) are always close to one another and to the actual value.

In [5] and [6], between \( 10^4 \) and \( 10^5 \) evaluations of the functions were required to achieve similar performance. In [7], the authors set the number of evaluations of the performance index \textit{a priori} to 110 for each of the six test-cases, which did not allow them to obtain a suitable solution for \( f_6 \).

V. CONCLUSIONS AND PERSPECTIVES

In this paper, a new strategy for further reducing the number of evaluations of the performance index of a worst-case design problem has been presented. On reference test cases of the literature, it has been shown to be very effective. More complex, real-life design problems are currently being investigated.
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