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ABSTRACT

In this paper, we present an efficient 3D object retrieval method invariant to scale, orientation and pose. Our approach is based on the dense extraction of discriminative local descriptors extracted from 2D views. We aggregate the descriptors into a single vector signature using tensor products. The similarity between 3D models can then be efficiently computed with a simple dot product. Experiments on the SHREC12 commonly-used benchmark demonstrate that our approach obtains superior performance in searching for generic shapes.

Index Terms— 3D Shape retrieval, Depth images, Bag of Features.

1. INTRODUCTION

Large databases of 3D models available in the public domain have created the need for shape analysis and retrieval algorithms able to find similar shapes in the same way a search engine responds to text and image queries. State-of-the-art 3D retrieval methods [1] often follow three main steps: feature extraction and description, descriptors aggregation into compact signatures, and learning of the similarity metric.

Feature-based methods, that have been widely adopted by the computer vision community for image retrieval and scene understanding, are gaining popularity in 3D shape analysis and retrieval [2, 3, 4, 5, 6, 7]. One of the strengths of feature-based approaches in 3D shape analysis is that they represent an object as a collection of primitive elements, called visual features, and use the Bag of Features (BoF) paradigm for aggregation. This paradigm makes use of feature detectors and descriptors to build a visual vocabulary. Each object is then represented with a vector of frequencies of occurrences of visual features. These vector representations can be compared with standard distances, and subsequently be used by robust classification methods such as Support Vector Machines.

The challenge in using dictionary based approaches is to find a good tradeoff between discrimination power, the size of the dictionary and therefore the size of the descriptor, and the scalability to large databases. Standard BoF techniques [8, 9], initially proposed for image indexing and recently used in 3D retrieval [10] require large code books, usually in the scale of 10k to achieve acceptable performance on relatively small databases of 3D models (1200 models). Several schemes have been proposed to improve the performance. This includes the coding/pooling schemes using the Locality-constrained Linear Coding (LCC) [11], which uses the same code size but achieves better performance in image categorization. Other methods, such as the Fisher Vector (FV) [12], use model deviation. This technique models descriptors as a Gaussian Mixture, and computes an image index as the deviation between the database model and the image model. The FV achieves better results than standard BoF approaches [9], but at a cost of larger index size and search time. Jegou et al. [13] proposed approximation and compression techniques in order to use FV-based BoF on large image datasets. Another strategy for building efficient signatures is to linearize the kernel function on bags [14]. A Kernel function on bags aims at computing a similarity analog to vote-based systems, but with respect to Mercer’s condition. Their huge computational complexity can be highly reduced using linearization techniques based on tensors, such as Vector of Locally Aggregated Tensors (VLAT) [15] whose performances are comparable to FV.

In this paper we bring the spirit of feature-based computer vision approaches to the problem of 3D shape indexation and retrieval. Our approach starts with the extraction of dense descriptors from each shape. The advantage of using dense descriptors, in contrast to few descriptors computed at sparse locations, is well acknowledged by the computer vision community as it enables efficient image classification. The gain in performance comes at the expense of significant increase in computation time and memory requirement. Our main contribution is a new procedure for descriptor aggregation into compact signatures using the VLAT method. It sums tensor products of the local descriptors that showed to be a good approximation of insightful similarity measures between descriptors. Our experiments on standard 3D retrieval benchmarks show that our approach achieves 83% in retrieval performance, outperforming standard BoF approaches with more than 49%. We details the approach in Section 2 and validate it with experiments on standard benchmarks in Section 3.

2. METHOD OVERVIEW

Figure 1 gives an overview of the proposed method. First in a preprocessing step, we normalize the models to ensure that the extracted descriptors are invariant to translation and scale. Then, we render depth maps of the object from \( n \) views uniformly sampled on the surface of a bounding unit sphere. We represent each depth map as a collection of dense Histogram of Oriented Gradients (HoG) descriptors. HoG have the advantage of being compact and easy to compute. We then build the shape signature by aggregating the descriptors using the BoF paradigm. Standard BoF approaches would result in large dictionaries. In this paper, we explore for the first time the usage of Vector of Locally Aggregated Tensors (VLAT) for 3D model indexation. VLAT have been originally proposed for image analysis [14] and proven to be compact and efficient for large-scale image retrieval. In this paper we further reduce their size using Principal Component Analysis (PCA) on the VLAT vectors, while improving further their discrimination power. Our method has several advantages. It is invariant to rigid transformations and some articu-
related deformations and robust to geometrical and topological noise. It is robust to the level of tessellation of 3D models. It can handle any type of 3D shape representations as long as depth images can be rendered. The important deviation from the state-of-the-art is that it relies on a compact dictionary (around 512 codewords) but achieves significantly better performance than existing methods as shown in Tables 1 and 2.

2.1. Model normalization

Similar to many 3D retrieval algorithms, our approach is invariant to rigid transformations such as translations, scalings, and rotations. In a pre-processing step, we normalize every 3D object for translation and scale by translating it to its center of mass and scaling it such that the radius of the smallest enclosing sphere is one [3]. The use of the smallest enclosing sphere has several advantages: it is fast to compute, it allows the maximization of the model size inside the unit sphere.

Here, we do not perform the pose normalization for rotation. Our approach is based on dense local descriptors and BoF paradigms and hence it is invariant to rotations.

2.2. Dense feature extraction

We represent a 3D object with a set of depth maps captured by virtual cameras distributed uniformly around the object, similar to [16] (see also Figure 2). In order to capture all the important features of the object, we use a large number of views (80 in our implementation) and capture depth images of size $256 \times 256$. From the depth images, we extract a dense set of HoG descriptors on a dense regular grid. Every two pixels we compute one HoG descriptor at four different scales ($16 \times 16, 24 \times 24, 32 \times 32$ and $40 \times 40$ pixels). We then obtain a large unordered set of local descriptors. Let $B_i = \{b_{ir}, r = 1 \ldots n\}$ be the set of descriptors extracted from the depth images of model $i$. Unlike [3], we do not maintain a separate set of descriptors for each view. Instead, we put all the descriptors in a single bag and use them to build our compact dictionary. This makes the descriptor invariant to rotations of the 3D model. Also, given a sufficiently large number of views and a densely sampled HoG descriptors, we ensure that the most important features of an object are captured by the representation.

One method to map the set of descriptors into a single vector is the Bag of Features (BoF) [8]. It involves the construction of a visual codebook (visual words) and the count of occurrences of these words in the 3D model. When using large and dense set of visual descriptors, large dictionaries from 4k to 64k visual words are required to get good performances with BoF. We propose to use Vectors of Locally Aggregated Tensors (VLAT) recently proposed in [14] for image analysis to build very discriminative shape signatures using a small dictionary size.

2.3. VLAT: Tensor based aggregation

Let $B_i = \{b_{ir}\}$ and $B_j = \{b_{jr}\}, r = 1 \ldots n$, be two bags of features representing the sets of descriptors in two 3D shapes $i$ and $j$. An effective method to compute the similarity between two bags is based on kernel functions. Thanks to mathematical properties like Mercer conditions, these kernel functions on bags can be used with many powerful kernel-based learning techniques. The novelty in this paper is that we consider a kernel function on bags for each cluster $c$.

$$K(B_i, B_j) = \sum_c K_B(B_{ic}, B_{jc})$$

with $B_{ic} = \{b_{irc}\}$, the descriptors of model $i$ that belong to cluster $c$. $K_B$ is a kernel on the bags $B_{ir}$ and $B_{jr}$, which we define as the sum of Gaussian kernels on each pair of descriptors belonging to $B_{irc}$ and $B_{jrc}$.

$$K_B(B_{irc}, B_{jrc}) = \sum_{r,s} e^{-\frac{1}{\sigma^2} \|b_{irc} - b_{jrc}\|^2}$$

Computing a Gaussian kernel on each pair of descriptors is computationally prohibitive, especially for large bags ($O(n^2)$ for a dictionary of size $n$). Thus our second idea is to linearize the Kernel functions on bags. To do so, we first normalize all the descriptors to have a unit length. Then we expand it using Taylor series, and finally linearize the kernel function using tensor products:

$$K_B(B_{irc}, B_{jrc}) = e^{-\frac{2}{\sigma^2} \sum_r e^{\frac{b_{irc}.b_{jrc}}{\sigma^2}}}$$

$$= e^{-\frac{2}{\sigma^2} \sum_r \sum_p \frac{\partial p}{\partial b_{irc}} (b_{irc}.b_{jrc})^p}$$

$$= e^{-\frac{2}{\sigma^2} \sum_r \sum_p \frac{\partial p}{\partial b_{irc}} \sum_s \otimes^p b_{irc}, \sum_s \otimes^p b_{jrc}}$$

with $\otimes^p$ the tensor product of order $p$ of the vector $x$. 
When stopped at $p = 2$, the expansion corresponds to the second order statistics of the set $B_{ic}$. To extend the range of the similarity measure, we propose to center the obtained tensors by the mean tensors of each cluster $c$. The mean and tensors of the cluster have been learned during the dictionary construction. We proceed as follows:

- First, we compute the mean descriptor $\mu_c$ and mean tensor matrix $T_c$ of each cluster $c$:

$$\mu_c = \frac{1}{|c|} \sum_i \sum_r b_{ric}$$

$$T_c = \frac{1}{|c|} \sum_i \sum_r (b_{ric} - \mu_c)(b_{ric} - \mu_c)^T$$

where $|c|$ is the number of descriptors in cluster $c$ and $b_{ric}$ are the descriptors of model $i$ that belong to $c$. The quantities $\mu_c$ and $T_c$ provide statistical summaries of the shape cluster and capture the main variabilities.

- Next, for every 3D model $i$ we compute one feature per cluster $c$. We compute a tensor $T_{ic}$ as an aggregation of the centered tensors of centered descriptors:

$$T_{ic} = \sum_r (b_{ric} - \mu_c)(b_{ric} - \mu_c)^T - T_c$$

where $\mu_c$ is the center of cluster $c$. We flatten the matrix $T_{ic}$ into a feature vector $x_{ic}$, the descriptor of the 3D shape $i$ with respect to cluster $c$.

- Finally, we concatenate all the vectors $x_{ic}$ of object $i$ to form a single feature $X_i = \{x_{ic}\}, c = 1 \ldots n$, where $n$ is the size of the dictionary. $X_i$ is called the VLAT signature of model $i$.

Note that the size of VLAT features is $n \times d \times d$, where $n$ is the number of clusters and $d$ is the dimension of the descriptor. Its dimensionality can be significantly reduced using Principal Component Analysis (PCA) on some training data.

### 2.4. PCA-based VLAT (PVLAT)

We propose an efficient method for reducing the dimensionality of the shape descriptor while preserving its high discrimination power. For a given cluster of shapes $c$, we perform a Principal Component Analysis on the descriptors that belong to this cluster. We compute the leading eigenvalues $\lambda_i$ and eigenvectors $\Lambda_i$ of the tensor matrix $T_c$. Then we project the centered descriptors belonging to $c$ on the eigenvectors

$$b_{ric}' = \Lambda^T (b_{ric} - \mu_c).$$

Table 1 shows the performance of our method when using a dictionary of size 256 and 512. As we can see, both proposed signatures are fairly stable with respect to the codebook size. Compared to standard BoF approach (Table 1), we can see clearly that our method performs significantly better, both in retrieval performance and memory efficiency. With only a dictionary of size 512 our PVLAT method achieved 0.83 in the Nearest Neighbor measure against 0.68 for a standard BoF with a dictionary of size 16384.

Table 2 shows a comparative evaluation of our method and five other methods presented in [10]. As one can see our method

<table>
<thead>
<tr>
<th>Method</th>
<th>$D$</th>
<th>NN</th>
<th>1-Tier</th>
<th>2-Tier</th>
<th>e-DCG</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOF</td>
<td>256</td>
<td>0.3267</td>
<td>0.1591</td>
<td>0.2297</td>
<td>0.1560</td>
<td>0.4722</td>
</tr>
<tr>
<td>BOF</td>
<td>512</td>
<td>0.3392</td>
<td>0.1643</td>
<td>0.2431</td>
<td>0.1647</td>
<td>0.4814</td>
</tr>
<tr>
<td>BOF</td>
<td>4096</td>
<td>0.5908</td>
<td>0.2873</td>
<td>0.3889</td>
<td>0.2706</td>
<td>0.6109</td>
</tr>
<tr>
<td>BOF</td>
<td>16384</td>
<td>0.6858</td>
<td>0.3436</td>
<td>0.4637</td>
<td>0.3240</td>
<td>0.6688</td>
</tr>
<tr>
<td>VLAT</td>
<td>256</td>
<td>0.7733</td>
<td>0.4088</td>
<td>0.5021</td>
<td>0.3467</td>
<td>0.7017</td>
</tr>
<tr>
<td>VLAT</td>
<td>512</td>
<td>0.7767</td>
<td>0.4074</td>
<td>0.5158</td>
<td>0.3654</td>
<td>0.7173</td>
</tr>
<tr>
<td>PVLAT</td>
<td>256</td>
<td>0.8125</td>
<td>0.4647</td>
<td>0.5953</td>
<td>0.4207</td>
<td>0.7661</td>
</tr>
<tr>
<td>PVLAT</td>
<td>512</td>
<td>0.8342</td>
<td>0.4844</td>
<td>0.6234</td>
<td>0.4421</td>
<td>0.7807</td>
</tr>
</tbody>
</table>

Fig. 2. Example of 3D models from the motorcycle category from the SHREC12 data-set. The top row shows renderings of the models, while the bottom row shows depth images extracted randomly for the corresponding models.

3. EXPERIMENTS AND RESULTS

To assess the performance of our method we use the SHREC 2012 Generic 3D Shape Retrieval benchmark [10]. The dataset contains 1200 models, classified into 60 categories mainly based on visual similarity. In the implementation of our method, we generated 80 depth maps. For each depth map, we extract HoG descriptors on a dense grid, one HoG feature every two pixels, with four different scales.

We run three different experiments. In the first one (Table 1), we analyze the success of the dictionary size on the performance of the proposed compact signature. In the second experiment (Table 1), we compare the performance of our method to standard bag of features techniques. Finally, we compare our methods to state-of-the-art methods benchmarked in SHREC 2012 [10]. We use five metrics to evaluate the proposed approach: the Nearest Neighbor (NN), First-tier (1-Tier), Second-tier (2-Tier), E-Measures and Discounted Cumulative Gain (DCG). We also report the precision-recall graph.
performs better than LSD-sum, 3DSP, ZFDR and DVD+DB. The DG1SIFT performs the best. Note that DG1SIFT combines three different methods for descriptor sampling: dense regular sampling, random sampling, and one global SIFT descriptor. DG1SIFT uses also the BoF paradigm, with a vocabulary size exceeding 13k, which is far higher than the approach we proposed in this paper. Furthermore, our method uses a linear metric (dot product), unlike the methods reported in [10], which rely on computationally intensive non-linear similarity measure. These experiments show that our approach achieves good performances on a standard 3D database with respect to its simplicity.

Figure 3 presents the Precision vs Recall plots of our method and the state of the art methods from [10]. It is interesting to notice that our method and the ZFDR one present quite comparable performances, however our method’s precision is slightly higher for low recall values. Our method clearly outperforms LSD-sum and 3DSP methods.

We also compare our proposed PVLAT signature against the standard VLAT. Table 2 and Figure 3 show that the PVLAT achieves significantly better performance while significantly reducing the size of the signature.

**4. CONCLUSION**

We proposed a new 3D model indexing method using vectors of locally aggregated tensors on local descriptors densely extracted from depth views. Our signature uses a single descriptor and a linear metric. The method showed very high retrieval accuracy on a standard 3D shape retrieval benchmark, exceeding previous state-of-the-art BoF approaches. These two properties make the proposed method suitable for large-scale retrieval of 3D models, on which we plan to test in the future.
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