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Abstract

This paper presents the concept of the Stochastic Multi-dimensional Harmonic Balance Method (Stochastic-MHBM) in order to solve dynamical problems with non-regular nonlinearities in presence of uncertainties. To treat the nonlinearity in the stochastic and frequency domains, the Alternate Frequency-Time method with Probabilistic Collocation (AFTPC) is proposed. The approach is demonstrated using nonlinear two-degree-of-freedom model with different types of nonlinearities (cubic nonlinearity, contact/no contact, friction). The quasi-periodic stochastic dynamic response is evaluated considering uncertainties in linear and nonlinear parts of the mechanical system. The results are compared with those obtained from the classical Monte Carlo Simulation (MCS). For various numerical tests, it is found that the results agreed very well whilst requiring significantly less computation.

1 Introduction

Due to the fact that deterioration or evolution of the structure during its lifetime can drastically affect its vibration behavior, there has been a crucial and strong development in the treatment of variability in mechanical system and in the application of methods to enable the analysis of stochastic vibration problems. In order to estimate the stochastic dynamic response of a linear system, several approaches can be used. One classical method consists in carrying out Monte Carlo simulations (MCS) to obtain for instance the probability density function or the envelope of the random dynamic response. This non-intrusive in a stochastic sense method can easily be done, however, the convergence of the method needs a high number of samples that means a high CPU time. One possibility to reduce this CPU time is to associate one non-intrusive method called the Probabilistic Collocation (PC) [1] method and consisting in calculating the deterministic problem on the collocation points, points Gaussian quadrature, alone, of number smaller than that for the classical MC approach. Besides, the Monte Carlo simulations, the perturbation methods are based on the development of the random quantities in Taylor series [2] or Neumann series [3, 4]. These methods give good results for random problems with small variations but do not seem suitable to dynamic problems for frequencies close to the resonance. Moreover, estimating the envelope of the response using the intervals method can be possible, however this technique tends to over-estimate the results; then it can not be adapted to calculate the random dynamic response with reliability. Another method that could be suitable for convenient random variation is the Polynomial Chaos Expansion (PCE) [5]. The Polynomial Chaos Expansion has already been successfully applied to estimate evolutions of the periodic and quasi-periodic responses with harmonic components of a rotor system with uncertainties [6, 7].

Furthermore, the need for consideration of nonlinear effects in the description of a dynamical system is well recognized in the field of engineering and numerous studies have been conducted to understand and model the nonlinear phenomena in structural dynamics during the past decades [8]. Even if most of these models deal with deterministic parameters, it is obvious that variations in the geometry or material properties are often present in these systems as it has already been mentioned in the previous paragraph for linear systems. However, the treatment of uncertainty in the nonlinear structures is not common. So the effects of variations in the geometry or material properties on the nonlinear dynamic responses remain misunderstood. Moreover, it can be noted that most of the classical stochastic methods used in the linear case fail to deal with a nonlinear problem. For example, the previous methodology proposed by the authors in [6, 7] as well as the probabilistic collocation method do not allow to solve problems including returning points [9] since they are unable to describe multi-solutions as usually observed for nonlinear systems.

In the present study, we propose a new formulation, called the Stochastic Multi-dimensional Harmonic Balance Method (Stochastic-MHBM) to solve the stochastic nonlinear dynamic problems. The aim of this new numerical procedure is to evaluate the nonlinear responses of mechanical systems with uncertainties. The nonlinear system can include both regular and non-regular nonlinearities and it can be submitted to mono or multi-frequency excitations. Uncertainties will relate just as easily to nonlinearities that on the linear terms (rigidity, damping and mass).

The next section of this paper presents the Stochastic Multi-dimensional Harmonic Balance Method in the order to determine the quasi-periodic stochastic nonlinear response. Also, a new methodology called the Alternate Frequency Time method with
Probabilistic Collocation (AFTPC) that is based on the combination of the Alternate Frequency-Time with Probabilistic Collocation will be developed. This theoretical development (i.e. Alternate Frequency-Time method with Probabilistic Collocation, AFTPC) allows the determination of the nonlinear terms in the stochastic and frequency domains. In the third section, the modeling of the problem as well as the types of the nonlinearities treated will be explained. Effects of the following three kinds of nonlinearities will be examined: cubic stiffness, contact/no contact, systems with frictional interface. Finally, results will be presented for several values of the random parameters, then will be compared to results obtained from the Monte Carlo simulations with the Multi-dimensional Harmonic Balance Method. To demonstrate the robustness and efficiency of the proposed methodology, the nonlinear dynamic response of mechanical system with various uncertainties will be investigated for mono or multiple excitation frequencies. The mean and standard deviation outputs will not be used since they do not allow to represent multi-solutions.

2 Stochastic Multi-dimensional Harmonic Balance Method

In this section, we propose to describe the Stochastic Multi-dimensional Harmonic Balance Method based on the extension and coupling procedure of the Multi-dimensional Harmonic Balance Method with the Polynomial Chaos Expansion. We recall that the objective is to propose a new methodology to obtain the random quasi-periodic dynamic response of a nonlinear system (with regular or non-regular nonlinearities) subjected to multi-frequency excitations in the presence of uncertainty on several physical parameters.

First of all, a brief review of the Multi-dimensional Harmonic Balance Method (MHBM) is presented in this section. The MHBM approach will be used in the following numerical studies in order to estimate the nonlinear responses via the Monte Carlo approach. We recall that the Monte Carlo approach will serve as reference to demonstrate the effectiveness and validity of the proposed Stochastic Multi-dimensional Harmonic Balance Method. Then, the second part of this section concerns the presentation of the proposed Stochastic Multi-dimensional Harmonic Balance Method.

2.1 Multi-dimensional Harmonic Balance Method

2.1.1 General theory of the Multi-Harmonic Balance Method

The general formulation for a nonlinear dynamical system can be written in the following form

\[ M \ddot{x}(t) + C \dot{x}(t) + Kx(t) = g(t, x(t)) = f(t) + f_{nl}(x(t)) \]  \hspace{1cm} (1)

where \( M, C \) and \( K \) define respectively the mass, damping and stiffness matrices. \( f \) et \( f_{nl} \) are the external forces and nonlinear effects in the system. The upper dot denotes a derivative with respect to time \( t \).

Consider that the nonlinear system can be subjected to \( p \) multiple periodic incommensurable excitation frequencies \( \omega_1, \omega_2, ..., \omega_p \), the response of the system contains the frequency components of any linear combination of the incommensurable frequency components \( k_1 \omega_1 + k_2 \omega_2 + ... + k_p \omega_p \) with \( k_i = -N_h, -N_h + 1, ..., -1, 0, 1, ..., N_h - 1, N_h \) where \( N_h \) is the order of the Fourier series. Therefore the quasi-periodic dynamic response \( x(t) \) and the global excitation \( g(t, x(t)) \) including the external forces and nonlinear effects can be approximated in the form of multiple Fourier series [10]:

\[ x(t) = \sum_{k_1=-N_h}^{N_h} \sum_{k_2=-N_h}^{N_h} ... \sum_{k_p=-N_h}^{N_h} (X^c_{[k_1,k_2,...,k_p]} \cos(\sum_{i=1}^{p} k_i \omega_i t) + X^s_{[k_1,k_2,...,k_p]} \sin(\sum_{i=1}^{p} k_i \omega_i t)) \]  \hspace{1cm} (2)

\[ g(t, x(t)) = \sum_{k_1=-N_h}^{N_h} \sum_{k_2=-N_h}^{N_h} ... \sum_{k_p=-N_h}^{N_h} (G^c_{[k_1,k_2,...,k_p]} \cos(\sum_{i=1}^{p} k_i \omega_i t) + G^s_{[k_1,k_2,...,k_p]} \sin(\sum_{i=1}^{p} k_i \omega_i t)) \]  \hspace{1cm} (3)

where \( X^c_{[k_1,k_2,...,k_p]} \) and \( X^s_{[k_1,k_2,...,k_p]} \) define the Fourier coefficients of order \([k_1,k_2,...,k_p]\) for the quasi-periodic response \( x(t) \) and the global excitation \( g(t, x(t)) \) respectively. A definition given by Kim and Choi [11] for retaining \( N_h \) harmonics in a multiple Fourier series can be given in the following form \( \sum_{i=1}^{N_h} |k_i| \leq N_h \). For the reader comprehension, it can be noted that all harmonics at negative combination frequencies can be replaced by harmonic terms at positive combination frequencies due to the trigonometric relation [8]. So it may be concluded that only terms at positive combination frequencies can be retained in the nonlinear response and nonlinear force expression. So, the previous expression (2) can be rewritten in a condensed form:

\[ x(t) = \sum_{k \in \mathbb{Z}^m} (X^c_k \cos(k.\omega t) + X^s_k \sin(k.\omega t)) \]  \hspace{1cm} (4)

where the (.) denotes the dot product, \( k \) is the harmonic number vector of each frequency direction, \( m \) defines the dimension of the final multi-dimensional basis where \( k_j \) (with \( j = 0, ..., m \)) represents the \( j^{th} \) harmonic terms and \( \omega \) is the vector of \( m \) incommensurable frequencies considered in the solution of the nonlinear system. So, \( X^c_k \) and \( X^s_k \) define the unknown Fourier
coefficients of any linear combinations of the incommensurable frequency components for the quasi-periodic response of the nonlinear system.

Then, it can be observed that the global excitation \( g(t, x(t)) \) can also be expressed in the following form

\[
g(t, x(t)) = \sum_{k \in \mathbb{Z}^m} \left( G_k^c \cos(k \omega t) + G_k^s \sin(k \omega t) \right)
\]

(5)

For convenience, it is wise to deal with a non-dimensional time parameter \( T \) of dimension \( p \). It refers to the hyper-time concept \( T = [T_1, ..., T_p] = \omega t \) [12]. Considering this last relation, Equation (4) can be rewritten by considering an equivalent function \( \hat{x}(t) \) of \( p \) time variables in a \( p \)-dimensional time domain:

\[
x(t) = \hat{x}(T) = \hat{x}(\omega t)
\]

(6)

This last equation is \( 2\pi \) periodic on every hyper-time dimension of \( T \). Substituting expressions (4) and (5) in the equation of motion of the system (1), it can be rewritten in the form of a linear algebraic matrix equation system:

\[
LX = F + F_{nl}(X)
\]

(7)

where \( L \) is defined by \( L = \text{diag}(K, L_1, ..., L_m) \) with

\[
L_j = \begin{bmatrix} K - (k_j \omega)^2 M & k_j \omega C \\ -k_j \omega C & K - (k_j \omega)^2 M \end{bmatrix}
\]

(8)

Then \( X, F \) and \( F_{nl} \) denote the unknown vector of harmonic coefficients, the projection of the external forces and the nonlinear part, respectively. They are given by respectively

\[
X = [X_{k_0}^c \quad X_{k_1}^c \quad X_{k_1}^s \quad ... \quad X_{k_m}^c \quad X_{k_m}^s]^T
\]

\[
F = [F_{k_0}^c \quad F_{k_1}^c \quad F_{k_1}^s \quad ... \quad F_{k_m}^c \quad F_{k_m}^s]^T
\]

\[
F_{nl} = [F_{nlk_0}^c \quad F_{nlk_1}^c \quad F_{nlk_1}^s \quad ... \quad F_{nlk_m}^c \quad F_{nlk_m}^s]^T
\]

(9)\( \quad \)

(10)\( \quad \)

(11)

It may be difficult to determine the Fourier coefficients of the nonlinear terms \( F_{nl} \) directly due to the complexity of the nonlinearities. In computational applications, the idea of the AFT method is to use Discrete Fourier Transformation (DFT) to derive the Fourier components of the nonlinear forces for given displacements in the frequency domain. So the generalization of the Alternating Frequency Time process [13, 14] to a \( p \)-dimensional frequency domain with a \( p \)-dimensional DFT is performed to calculate the Fourier coefficients of the nonlinear terms \( F_{nl} \). The following diagram illustrates this procedure:

\[
X \xrightarrow{\text{DFT}} x(t) \rightarrow F_{nl} \xrightarrow{\text{DFT}} f_{nl}(t)
\]

(12)

By rewriting the vector of the \( m \) incommensurable frequencies \( \omega \) in the following form \( \omega = \omega_1 [1, \alpha_2, ..., \alpha_p] = \omega_1 \alpha \) where \( \alpha \) are irrational numbers, the linear algebraic matrix equation system (7) is given by

\[
(I_0 + \omega_1 I_1 + \omega_1^2 I_2)X = F + F_{nl}
\]

(13)

where \( I_0, I_1 \) et \( I_2 \) are defined by

\[
I_0 = \text{diag}(K, I_{01}, ..., I_{0m}) ; \quad I_1 = \text{diag}(0, I_{11}, ..., I_{1m}) ; \quad I_2 = \text{diag}(0, I_{21}, ..., I_{2m})
\]

(14)

with

\[
I_{0j} = \begin{bmatrix} K & 0 \\ 0 & K \end{bmatrix} ; \quad I_{1j} = \begin{bmatrix} 0 & k_j \alpha C \\ -k_j \alpha C & 0 \end{bmatrix} ; \quad I_{2j} = \begin{bmatrix} -(k_j \alpha)^2 M & 0 \\ 0 & -(k_j \alpha)^2 M \end{bmatrix}
\]

(15)

### 2.1.2 Path following: continuation

In mechanical systems, it may be useful to track the evolution of the system behavior for different operational points of interest while all the other parameters are kept constant. In this case, it may be useful to apply predictor and corrector mechanisms in order to estimate the nonlinear response as one of its parameter varies (for example the evolution of the excitation frequency of the system).

The predictor-corrector method, called continuation algorithm, is an algorithm that proceeds in two steps. It includes an algorithm to find the predicted points for the next solution by using the predictor, and another algorithm to obtain solutions from these predicted points using the corrector. Various techniques and numerical procedures exist for these two steps. In this section, we propose to give an overview of the most classical methods for both the predictor and corrector methods [8]. We focus on
the resolution of the nonlinear system given by Equation (7). This resolution corresponds to the minimization of a function \( H \) defined by

\[
H(X, \omega_1) = LX - F - F_{nl}(X)
\]  

(16)

In the following part of the paper, the \( n^{th} \) converged point is defined by \( y^{(n)} = (X^{(n)}, \omega_1^{(n)}) \), the predicted point is denoted by \( y^{(n+1,0)} = (X^{(n+1,0)}, \omega_1^{(n+1,0)}) \), and the \( j^{th} \) corrected point is defined by \( y^{(n+1,j)} = (X^{(n+1,j)}, \omega_1^{(n+1,j)}) \).

The predictor-corrector method needs a prediction distance denoted \( \Delta s \) that defines the distance between two consecutive points. Classically, the following approximation of the curvilinear abscissa can be proposed

\[
\Delta s^{(n+1)} = \sqrt{(X^{(n+1)} - X^{(n)})^T (X^{(n+1)} - X^{(n)}) + (\omega_1^{(n+1)} - \omega_1^{(n)})^2}
\]  

(17)

The value of this distance \( \Delta s \) must be adjusted automatically and optimized according to changes (more or less abrupt) of the nonlinear response curve. In regions of high curvature, it will be necessary to reduce the prediction distance to better estimate the next solution of the system. On the contrary, in the case of an solution that does not change significantly with changes in the control parameter, the prediction distance may be increased to accelerate the calculations while keeping a good estimate of the solution [8].

Firstly, the predictor is intended to find the predicted point for the next solution by calculating a rough approximation of the desired quantity. The predicted points are found on an extension of the vector (i.e. direction and distance) connecting the current solution and the previous solution. It may be noted that the quality of the predictor governs the number of corrector iterations required to obtain accurate solutions. The concept of the most classical predictors (tangent predictor, secant predictor and Lagrange polynomials predictor) are illustrated in Figure 1.

The secant method is defined by the recurrence relation

\[
y^{(n+1,0)} = y^{(n)} + \Delta s \frac{y^{(n)} - y^{(n-1)}}{\|y^{(n)} - y^{(n-1)}\|}
\]  

(18)

As can be seen from the iteration process, the secant method requires two initial values, \( y^{(n)} \) and \( y^{(n-1)} \), which should ideally be chosen to lie close to the root. The secant method assumes that the function is approximately linear in the local region of interest and the algorithm may not converge for functions that are not sufficiently smooth.

The tangent method uses only one initial value \( y^{(n)} \). However, the evaluation of derivatives has to be performed in order to calculate tangent vector \( \vec{t} = (\vec{t}_X, t_{\omega_1}) \) to the curve at the point \( y^{(n)} \). The tangent method is defined by the relation

\[
y^{(n+1,0)} = y^{(n)} + \Delta s \vec{t}
\]  

(19)

If we compare this process with the secant method, we see that the tangent method requires the evaluation of both the function and its derivative at every step, while the secant method only requires the evaluation of the function. Therefore, the secant method may occasionally be faster in practice. The predictor of Lagrange polynomials is a linear combination of Lagrange basis polynomials. This predictor uses Lagrange polynomials \( P_d \) of degree \( d \) to extrapolate the curve defined by the \( d + 1 \) previous points. The estimation of the following point can be predicted by the relation

\[
P_d(s) = \sum_{k_0=0}^{d} \left( \prod_{k=0}^{d} \frac{s - s^{(i-k)}}{s^{(i-k_0)} - s^{(i-k)}} \right) y^{(i-k_0)}
\]  

(20)

where \( s^{(k)} \) denotes curvilinear abscissa of point \( y^{(k)} \). The predicted point \( y^{(n+1,0)} \) of curvilinear abscissa \( \Delta s \) is calculated by the relation

\[
y^{(n+1,0)} = P_d(\Delta s)
\]  

(21)

Secondly, we consider the corrector in the predictor/corrector method. The corrector step refines the initial approximation, using the predicted points obtained by the predictor as initial values. For the reader comprehension, the converged solution satisfies the relation \( H(X, \omega_1) = 0 \) instead of the predicted solution. So, the objective of this second step is to obtain the converged solution from the predicted point. The concept of the most classical correctors (arc length, pseudo arc length and Moore-Penrose) are illustrated in Figure 1.

The arc length method proposes to add an additional constraint between the corrected point \( y^{(n+1,j)} \) and the previous converged point \( y^{(n)} \). The distance condition is defined by the following relation

\[
\forall j \geq 1, \|X^{(n+1,j)} - X^{(n)}\|^2 + |\omega_1^{(n+1,j)} - \omega_1^{(n)}|^2 = (\Delta s^{(n+1)})^2
\]  

(22)
The pseudo arc length method adds an orthogonality condition between the predicted point \( y^{(n+1,0)} - y^{(n)} \) and the corrected points \( \Delta y = y^{(n+1,0)} - y^{(n+1,j)} \). This constraint is given by
\[
\forall j \geq 1, \Delta y \cdot (y^{(n+1,0)} - y^{(n)}) = 0
\] (23)

After calculations, this constraint can be written in the following form
\[
\Delta X \cdot (X^{(n+1,0)} - X^{(n)}) + \Delta \omega_1 \cdot (\omega_1^{(n+1,0)} - \omega_1^{(n)}) = 0
\] (24)

where \( \Delta X \) and \( \Delta \omega_1 \) define the corrections for \( X \) and \( \omega_1 \). The Moore-Penrose method allows to solve the system by using the Moore-Penrose pseudo-inverse matrix of \( A \) defined by \( A^+ = A^T (AA^T)^{-1} \). The pseudo-inverse provides a least squares solution to a system of linear equations \( Ax = b \) where \( A \) has less rows than columns. Using this Moore-Penrose correctors, an additional orthogonality condition with the kernel of matrix \( A \) is implicitly added. This fact is illustrated in Figure 1(f) where \( k_j \) defines the kernel for the \( j^{th} \) step of the corrector.

In the present study, the tangent and arc length methods will be used as predictor and corrector for the coupling of the Monte-Carlo simulations and Multi-Harmonic Balance Method.

2.2 Stochastic Multi-dimensional Harmonic Balance Method

Figure 2 represents the general algorithm procedure of the Stochastic Multi-dimensional Harmonic Balance Method that will be discussed and detailed in the next sections of the paper.

2.2.1 The stochastic nonlinear problem

Several excitations and materials parameters can be considered as random. Here, we retain for random quantities: mass, damping and rigidity parameters as well as the linear and nonlinear excitation terms respectively \( M(\tau), C(\tau), K(\tau), F(\tau) \) and \( F_{nl}(\tau) \),
Equation of motion
\[ M\ddot{x} + C\dot{x} + Kx = f + f_{nl}(x) \]

Fourier and Stochastic expressions
\[ X = [X_{T0}^T X_{T1}^T X_{T2}^T \ldots X_{Tn_{14}}^T]^T \] and
\[ \mathbf{X} = \sum_{j=0}^{N_p} X_j \psi_j(\xi(\tau)) \]
\[ \dot{\mathbf{X}} = \mathbf{F} + \mathbf{F}_{nl}(\mathbf{X}) \]

Initialisation
\[ \mathbf{X}(\tau)_{ini}, \omega(\tau)_{ini} \]

Point
\[ \mathbf{X}(i), \omega(i) \]

Condensation
\[ [\mathbf{X}(i), \mathbf{X}(i)] \]

New point
\[ (i) \rightarrow (i+1) \]

Non-linear Efforts (AFT-PC)
\[ \mathbf{X}(\tau) \xrightarrow{\text{Gauss points}} \{\mathbf{X}\}_n \xrightarrow{\text{IDFT}} \{\mathbf{x}(t)\}_n \]
\[ \mathbf{F}_{nl}(\tau) \xleftarrow{\text{projection on } \psi_j} \{\mathbf{F}_{nl}\}_n \xrightarrow{\text{DFT}} \{\mathbf{f}_{nl}(t)\}_n \]

Evaluation of the function
\[ \mathbf{H}(\mathbf{X}) = \dot{\mathbf{L}} \mathbf{X} - \mathbf{F} - \mathbf{F}_{nl}(\mathbf{X}) \]

Minimisation
\[ ||\mathbf{H}(\mathbf{X})|| < \varepsilon \]
\[ \mathbf{X} = [X_T^T X_T^T \ldots X_{Tn_{14}}^T] \]

Non-linear stochastic response
\[ \bar{\mathbf{X}} = \sum_{j=0}^{N_p} X_j \psi_j(\xi(\tau)) \]

where \( \tau \) designates the random character. The dynamic equation of the system can be written in the stochastic domain as:
\[ (\mathbf{I}_0(\tau) + \omega_1 \mathbf{I}_1(\tau) + \omega_1^2 \mathbf{I}_2(\tau)) \mathbf{X}(\tau) = \dot{\mathbf{F}}(\tau) + \mathbf{F}_{nl}(\tau) \quad (25) \]

with
\[ \mathbf{I}_0(\tau) = \text{diag}(\mathbf{K}(\tau), \mathbf{I}_1(\tau), \ldots, \mathbf{I}_{m}(\tau)) \quad ; \quad \mathbf{I}_1(\tau) = \text{diag}(0, \mathbf{I}_1(\tau), \ldots, \mathbf{I}_m(\tau)) \quad ; \quad \mathbf{I}_2(\tau) = \text{diag}(0, \mathbf{I}_1(\tau), \ldots, \mathbf{I}_{m}(\tau)) \quad (26) \]
\[ \mathbf{I}_{0j}(\tau) = \begin{bmatrix} \mathbf{K}(\tau) & 0 \\ 0 & \mathbf{K}(\tau) \end{bmatrix} \quad ; \quad \mathbf{I}_{1j}(\tau) = \begin{bmatrix} 0 & \mathbf{k}_j.\alpha \mathbf{C}(\tau) \\ -\mathbf{k}_j.\alpha \mathbf{C}(\tau) & 0 \end{bmatrix} \quad ; \quad \mathbf{I}_{2j}(\tau) = \begin{bmatrix} -(\mathbf{k}_j.\alpha)^2 \mathbf{M}(\tau) & 0 \\ 0 & -(\mathbf{k}_j.\alpha)^2 \mathbf{M}(\tau) \end{bmatrix} \quad (27) \]

Firstly, the uncertain material parameters and the uncertain forces are expanded using the Karhunen-Loeve expansion [15] with the Galerkin formulation of the finite element method [5] as following
\[ \bar{\mathbf{Z}}(\tau) = \mathbf{Z} + \sum_{i=1}^{L} \xi_i(\tau) \mathbf{Z}_i \quad (28) \]
where \( \hat{Z}(\tau) \) is \( \mathbf{M}(\tau), \mathbf{C}(\tau), \mathbf{K}(\tau) \) or coefficients in the uncertain forces. Then, for each uncertain quantity, we have one or several independent Gaussian random variables \( \{\xi_i(\tau)\} \). Finally, \( \mathbf{Z} \) designates the mean of quantity \( Z \) and \( Z_i \) is the \( i \)th term of the Karhunen-Loeve expansion.

The stochastic dynamic response \( \mathbf{X}(\tau) \) is expanded on the Polynomial Chaos basis [5]. This method is founded on the theory of the Homogeneous Chaos [16] that express uncertainties via orthogonal polynomials. Random response is given by

\[
\mathbf{X}(\tau) = \sum_{j=0}^{\infty} \mathbf{X}_j \Psi_j(\xi(\tau))
\]

(29)

where \( \Psi_j(\xi(\tau)) \) designates the polynomials of the basis with \( \xi(\tau) \) the random vector and \( \mathbf{X}_j \) the deterministic coefficients to find. It leads Equation (25) to be rewritten as following

\[
\hat{\mathbf{X}}(\tau) = \sum_{j=0}^{N_p} \mathbf{X}_j \Psi_j(\xi(\tau))
\]

(30)

In the following, we will retain the truncate form of the modeling for the expansions used on the uncertain parameters.

The Karhunen-Loeve expansion for all material quantities and for forces coefficients, given by Equation (28), introduced in a more global quantity \( \bullet \), as \( \mathbf{1}_0 \) for the mass, \( \mathbf{1}_1 \) for the damping, \( \mathbf{1}_2 \) for the rigidity, or \( \mathbf{F}_j \) and \( \mathbf{F}_{nlj} \) for the forces, and identified on the whole basis defined by vector \( \xi(\tau) \), yields the more global random quantity to be written as:

\[
\bullet_j(\tau) = \sum_{j=0}^{N_p} \bullet_j \Psi_j(\xi(\tau))
\]

(31)

Quantity \( \bullet_j \) will be detailed in the next sections for each uncertain quantity of the problem.

The expansion given in Equation (31) (and truncated to a finite number) alone is not sufficient to solve nonlinear problems which include returning point (i.e. phenomena of reversal curve of the Frequency Response Function). We then need to consider parameter \( \tilde{\omega}_1 \) as random and then expand this new unknown on the chaos basis. It will allow to describe the envelopes of the response of the system and especially in the vicinity of the returning points. Then, we propose the following expansion :

\[
\tilde{\omega}_1(\tau) = \sum_{j=0}^{N_p} \omega_{1j} \Psi_j(\xi(\tau))
\]

(32)

where \( \omega_{1j} \) are the deterministic coefficients to find. It leads Equation (25) to be rewritten as following

\[
\left( \sum_{i=0}^{N_p} \mathbf{1}_0 \Psi_i \right) \left( \sum_{j=0}^{N_p} \mathbf{X}_j \Psi_j \right) + \left( \sum_{i=0}^{N_p} \mathbf{1}_1 \Psi_i \right) \left( \sum_{j=0}^{N_p} \mathbf{X}_j \Psi_j \right) \left( \sum_{k=0}^{N_p} \omega_{1k} \Psi_k \right)
\]

\[
+ \left( \sum_{i=0}^{N_p} \mathbf{1}_2 \Psi_i \right) \left( \sum_{j=0}^{N_p} \mathbf{X}_j \Psi_j \right) \left( \sum_{k=0}^{N_p} \omega_{1k} \Psi_k \right) \left( \sum_{l=0}^{N_p} \omega_{1l} \Psi_l \right) = \sum_{j=0}^{N_p} \mathbf{F}_j \Psi_j + \sum_{j=0}^{N_p} \mathbf{F}_{nlj} \Psi_j
\]

(33)

and which, when projecting on \( \{\Psi_m\}_{m=0}^{N_p} \) basis, is:

\[
\sum_{i=0}^{N_p} \sum_{j=0}^{N_p} \langle \Psi_i, \Psi_j, \Psi_m \rangle \mathbf{1}_0 \mathbf{X}_j + \sum_{i=0}^{N_p} \sum_{j=0}^{N_p} \sum_{k=0}^{N_p} \langle \Psi_i, \Psi_j, \Psi_k, \Psi_m \rangle \mathbf{1}_1 \mathbf{X}_j \omega_{1k}
\]

\[
+ \sum_{i=0}^{N_p} \sum_{j=0}^{N_p} \sum_{k=0}^{N_p} \sum_{l=0}^{N_p} \langle \Psi_i, \Psi_j, \Psi_k, \Psi_l, \Psi_m \rangle \mathbf{1}_2 \mathbf{X}_j \omega_{1k} \omega_{1l} = \langle \mathbf{F}_m + \mathbf{F}_{nlm}, \Psi^2_m \rangle
\]

(34)

for \( m = 0, 1, ..., N_p \) and where \( \langle \cdot \rangle \) is the mathematical expectation.

Finally, we obtain the following nonlinear system to solve

\[
\hat{\mathbf{L}} \mathbf{X} = \hat{\mathbf{F}} + \hat{\mathbf{F}}_{nl}(\hat{\mathbf{X}})
\]

(35)

of size \( (2m+1) \times N_p \times n_{DOF} \) and having \( (2m+2) \times N_p \times n_{DOF} \) unknowns where

\[
\hat{\mathbf{L}}_{jm} = \sum_{i=0}^{N_p} \langle \Psi_i, \Psi_j, \Psi_m \rangle \mathbf{1}_0 + \sum_{i=0}^{N_p} \sum_{k=0}^{N_p} \langle \Psi_i, \Psi_j, \Psi_k, \Psi_m \rangle \mathbf{1}_1 \omega_{1k} + \sum_{i=0}^{N_p} \sum_{k=0}^{N_p} \sum_{l=0}^{N_p} \langle \Psi_i, \Psi_j, \Psi_k, \Psi_l, \Psi_m \rangle \mathbf{1}_2 \omega_{1k} \omega_{1l} \]

\[ j, m = 0, ..., N_p \]
and

\[ \hat{X} = [X_c^T \ X_s^T]_Np \ \text{T} \]  
\[ = \left[ (X_{c_{k_0}})_0 \ (X_{c_{k_1}})_0 \ (X_{s_{k_1}})_0 \ \ldots \ (X_{c_{k_m}})_0 \ (X_{s_{k_m}})_0 \ \ldots \right]_Np \]  
\[ \times \left[ (X_{c_{k_0}})_Np \ (X_{c_{k_1}})_Np \ (X_{s_{k_1}})_Np \ \ldots \ (X_{c_{k_m}})_Np \ (X_{s_{k_m}})_Np \ \ldots \right]_Np \ \text{T} \]  

\[ \hat{F} = [F_c^T \langle \Psi^2_0 \rangle \ F_c^T \langle \Psi^2_1 \rangle \ \ldots \ F_{Np}^T \langle \Psi^2_{Np} \rangle]_Np \ \text{T} \]  
\[ = \left[ ((X_{c_{k_0}})_0 \ (X_{c_{k_1}})_0 \ (X_{s_{k_1}})_0 \ \ldots \ (X_{c_{k_m}})_0 \ (X_{s_{k_m}})_0) \langle \Psi^2_0 \rangle \ \ldots \right]_Np \]  
\[ \times \left[ ((X_{c_{k_0}})_Np \ (X_{c_{k_1}})_Np \ (X_{s_{k_1}})_Np \ \ldots \ (X_{c_{k_m}})_Np \ (X_{s_{k_m}})_Np) \langle \Psi^2_{Np} \rangle \ \ldots \right]_Np \ \text{T} \]  

(37)

It should be noted that moments \( \langle \Psi^2_{m_i} \rangle \), \( \langle \Psi_j \Psi_{j'} \Psi_{m_i} \rangle \), \( \langle \Psi_j \Psi_{j'} \Psi_{k} \Psi_{m_i} \rangle \) and \( \langle \Psi_j \Psi_{j'} \Psi_{k} \Psi_{l} \Psi_{m_i} \rangle \) can be computed by using a Gauss-Hermite quadrature technique or analytically and only once for the whole problem. For the dynamic response and the linear forces components (i.e., \( X_{c_{k}} \), \( X_{s_{k}} \), \( F_{c_{k}} \), \( F_{s_{k}} \)), the subscript \( k \) refers to MHBM order and the second subscript \( m \) refers to PCE order.

The nonlinear term \( \hat{F}_{nl} \) is defined as

\[ \hat{F}_{nl} = [F_{nl}^T \langle \Psi^2_0 \rangle \ F_{nl}^T \langle \Psi^2_1 \rangle \ \ldots \ F_{nl_Np}^T \langle \Psi^2_{Np} \rangle]_Np \ \text{T} \]  

(39)

where \( F_{nl_i} \) is evaluated via an Alternate Frequency-Time method with Probabilistic Collocation described in the following section.

To solve this nonlinear system of size \((2m+1) \times Np \times n_{DOF}\) and having \((2m+2) \times Np \times n_{DOF}\) unknowns, a phase condition between the stochastic response and the deterministic response is added. This condition can be formulated as following

\[ \sum_{k=k_0}^{k_m} \text{diag}(X_{c_k} \otimes X_{s_k})i - X_{s_k} \otimes (X_{c_k})i = 0 \]  

(40)

for \( i = 0, ..., Np \), \( \otimes \) defines the tensorial product.

### 2.2.2 Alternate Frequency-Time method with Probabilistic Collocation (AFT-PC method)

As previously explained in Section 2.1, the Alternate Frequency Time (AFT) method allows to derive the Fourier components of the nonlinear forces as a function of the Fourier components of displacements in deterministic case. However, this procedure is not applicable in the case of stochastic problem with non regular nonlinearities due to the fact that it is not possible to obtain analytical expressions of the nonlinear forces in the stochastic domain neither in the time domain. Consequently, it is necessary to calculate by another way than analytically unknown coefficients \( F_{nl_i} \) of Equation (31). The complete process named Alternate Frequency-Time method with Probabilistic Collocation to evaluate of the nonlinear force on the chaos basis and based on the combination of the Alternate Frequency Time and Polynomial Chaos methods is presented hereafter.

First of all, the unknown coefficients \( F_{nl_i} \) of Equation (31) are defined by

\[ F_{nl_i} = \frac{\langle F_{nl}(\tau) \Psi_j(\xi) \rangle}{\langle \Psi_j(\xi) \rangle} \]  

(41)

which is in fact given by the inner product

\[ \langle a(\xi) \Psi_j(\xi) \rangle = \int_{\Omega} a(\xi) \Psi_j(\xi) p(\xi) d\xi \]  

(42)

with \( p(\xi) \) the probability density of \( \xi \).

This integral can be evaluated by the Probabilistic Collocation (PC) method using a Gauss quadrature [1] such as

\[ \langle a(\xi) \Psi_j(\xi) \rangle = \sum_{i=1}^{n} w(\xi_i) a(\xi_i) \Psi_j(\xi_i) \]  

(43)

where \( \xi_i \) are the Gaussian variables at collocation \( i \), \( n \) is the locations number and \( w \) is the weight function defined, in the case of Gaussian random variables, by

\[ w(\xi) = \frac{1}{\sqrt{2\pi}} e^{-\frac{\xi^2}{2}} \]  

(44)
where \( r \) is the vector size \( \xi \) that is the random variables number of the problem. Then Equation (41) is given by

\[
\mathbf{F}_{nl} = \frac{\langle \mathbf{F}_{nl}(\tau)\Psi_j(\xi) \rangle}{\langle \Psi_j^2(\xi) \rangle} = \sum_{i=1}^{n} w(\xi_i)\mathbf{F}_{nl}(\xi_i)\Psi_j(\xi_i) / \sum_{i=1}^{n} w(\xi_i)\Psi_j^2(\xi_i)
\]  
(45)

So, we propose an extension of the Alternate Frequency Time method to evaluate the expressions of the nonlinear forces for stochastic problems. The methodology is based on the combination of the AFT and PC methods by using projection not only on the frequency basis but also on the chaos basis.

Let’s start from \( \tilde{\mathbf{X}}(\tau) \), the stochastic dynamic response of the nonlinear system (the size of the vector \( \tilde{\mathbf{X}}(\tau) \) is \((2m+1) \times N_p \times n_{DOF}\)), expanded on the Polynomial basis. Using, an IDFT (Inverse Discrete Fourier Transform) procedure, \( n \) Gauss locations, one can evaluate the harmonic components of the response \( \{\mathbf{X}\}_n \) in the frequency domain (the size of the vector \( \{\mathbf{X}\}_n \) is \((2m+1) \times n_{DOF}\)). Then, one can express the associated displacements \( \{\mathbf{x}(t)\}_n \) in the time-domain (the size of the vector \( \{\mathbf{x}(t)\}_n \) is \( n_{DOF} \)) by using an IDFT (Inverse Discrete Fourier Transform) procedure. At this stage of process, we can note that the velocities \( \{\mathbf{\dot{x}}(t)\}_n \) and accelerations \( \{\mathbf{\ddot{x}}(t)\}_n \) of the response can also be calculated.

Then using the analytical expression of the nonlinear force (or a nonlinear operator) in time-domain (see expressions given in Equations (52), (53) and (54) as described in the next section for the current study), one can estimate the associated nonlinear forces \( \{\mathbf{f}_{nl}(t)\}_n \) of the system (the size of the vector \( \{\mathbf{f}_{nl}(t)\}_n \) is \( n_{DOF} \)). Then, the DFT (Discrete Fourier Transform) algorithm allows the calculation of the harmonic components \( \{\mathbf{F}_{nl}\}_n \) of the nonlinear force in the frequency domain. Finally, the random vector \( \tilde{\mathbf{F}}_{nl}(\tau) \) for the nonlinear force can be obtained by the expansion on the chaos basis Equation (31) (i.e. \( \tilde{\mathbf{F}}_{nl}(\tau) = \sum_{j=0}^{N_p} \mathbf{F}_{nl,j}\Psi_j(\xi(\tau)) \) where \( \Psi_j(\xi(\tau)) \) designates the polynomials of the basis). The size of the vector \( \tilde{\mathbf{F}}_{nl}(\tau) \) is \((2m+1) \times N_p \times n_{DOF}\).

The following diagram illustrates both the Alternate Frequency-Time method with Probabilistic Collocation:

\[
\tilde{\mathbf{X}}(\tau) = \sum_{j=0}^{N_p} \mathbf{X}_j\Psi_j(\xi(\tau)) \quad \xrightarrow{\text{evaluation on } n \text{ Gauss locations}} \quad \{\mathbf{X}\}_n \quad \xrightarrow{\text{IDFT}} \quad \{\mathbf{x}(t)\}_n
\]

It can be observed that the harmonic components of the response \( \{\mathbf{X}\}_n \) in the frequency domain is an approximation of the “exact” value of \( \mathbf{X} \) due to the evaluation via \( n \) Gauss points. So, increasing the number of Gauss points allows a better estimation of the harmonic components of the response \( \{\mathbf{X}\}_n \) in the frequency domain (i.e. a minimization of errors between the vector \( \{\mathbf{X}\}_n \) and the unknown quantity \( \mathbf{X} \)). Moreover, it can be noted that the vector of displacements \( \{\mathbf{x}(t)\}_n \) and the vector of the nonlinear forces \( \{\mathbf{f}_{nl}(t)\}_n \) in the time-domain and the harmonic components \( \{\mathbf{F}_{nl}\}_n \) of the nonlinear force in the frequency domain are also approximated expressions of the “exact” values of \( \mathbf{x}(t) \), \( \mathbf{f}_{nl}(t) \) and \( \mathbf{F}_{nl} \) due to the previous process.

2.2.3 Condensation process for the stochastic nonlinear problem

As previously explained by Sinou [17, 14], if a nonlinear deterministic system consists of a \( n \)-degree-of-freedom system with nonlinear forces associated with \( q \) of these degrees-of-freedom, it may be of great interest to keep only the \( q \) nonlinear degrees-of-freedom. The classical procedures of condensation on the nonlinear degrees-of-freedom developed to treat this type of problem are still applicable to the stochastic problem. So, the previous nonlinear Equation (35) is transformed by

\[
\begin{bmatrix}
\hat{\mathbf{L}}_{ln,ln} & \hat{\mathbf{L}}_{ln,nl} \\
\hat{\mathbf{L}}_{nl,ln} & \hat{\mathbf{L}}_{nl,nl}
\end{bmatrix}
\begin{bmatrix}
\hat{\mathbf{X}}_{ln} \\
\hat{\mathbf{X}}_{nl}
\end{bmatrix}
= \begin{bmatrix}
\hat{\mathbf{F}}_{ln} \\
\hat{\mathbf{F}}_{nl}
\end{bmatrix}
+ \begin{bmatrix}
\mathbf{0} \\
\tilde{\mathbf{F}}_{nl}
\end{bmatrix}
\]  
(46)

where \( \hat{\mathbf{X}}_{ln} \) and \( \hat{\mathbf{X}}_{nl} \) contain the \( n - q \) linear degrees-of-freedom and the \( q \) nonlinear degrees-of-freedom, respectively. Here, we do not present the condensation procedure used to obtain the Fourier coefficients associated with the nonlinear and linear elements of the complete system. We refer the interested reader to the following paper [14] for more details.

After calculations, the determination of the Fourier components \( \hat{\mathbf{X}}_{nl} \) associated with the nonlinear elements can be obtained by considering the following condensed system

\[
\hat{\mathbf{L}}_{eq}\hat{\mathbf{X}}_{nl} = \tilde{\mathbf{F}}_{nl} + \hat{\mathbf{F}}_{eq}
\]  
(47)

with

\[
\hat{\mathbf{L}}_{eq} = \hat{\mathbf{L}}_{nl,nl} - \hat{\mathbf{L}}_{nl,ln}\hat{\mathbf{L}}_{ln,ln}^{-1}\hat{\mathbf{L}}_{ln,nl} \quad ; \quad \hat{\mathbf{F}}_{eq} = \tilde{\mathbf{F}}_{nl} - \hat{\mathbf{L}}_{nl,ln}\hat{\mathbf{L}}_{ln,ln}^{-1}\hat{\mathbf{F}}_{ln}
\]  
(48)

It should be noted that for a general nonlinear system, certain linear degrees-of-freedom of the vector \( \hat{\mathbf{X}}_{ln} \) can be transferred to the vector \( \hat{\mathbf{X}}_{nl} \) of the nonlinear degree-of-freedom without losing the general process presented previously. This operation can be very interesting if keeping the physical linear degree-of-freedom is necessary for the study.

Moreover, the same condensation process can be applied to the linear elements. After calculation, we obtain the following relations

\[
\hat{\mathbf{L}}_{ln,ln}\hat{\mathbf{X}}_{ln} = \hat{\mathbf{F}}_{ln} - \hat{\mathbf{L}}_{ln,ln}\hat{\mathbf{X}}_{nl}
\]  
(49)
3 Numerical studies

In this section, in order to verify the suitability of the proposed approach, we will present numerical example cases for a nonlinear two-degrees-of-freedom model with different types of nonlinearities and uncertainties.

3.1 Description of the nonlinear model under study

Figure 3 shows the nonlinear two-degrees-of-freedom model to be used in the following. This minimal two-degrees-of-freedom model is chosen due to its simplicity and to better understand the effects of uncertainties of various physical parameters including, more specifically, the nonlinear elements of the system.

The equations of motion take the following form for this system:

$$
\begin{bmatrix}
  m & 0 \\
  0 & m
\end{bmatrix}
\begin{bmatrix}
  \ddot{x}_1 \\
  \ddot{x}_2
\end{bmatrix} +
\begin{bmatrix}
  2c & -c \\
  -c & 2c
\end{bmatrix}
\begin{bmatrix}
  \dot{x}_1 \\
  \dot{x}_2
\end{bmatrix} +
\begin{bmatrix}
  2k & -k \\
  -k & 2k
\end{bmatrix}
\begin{bmatrix}
  x_1 \\
  x_2
\end{bmatrix} =
\begin{bmatrix}
  f_1 \cos(\omega_1 t) \\
  f_2 \sin(\omega_2 t)
\end{bmatrix} +
\begin{bmatrix}
  f_{nl1} \\
  f_{nl2}
\end{bmatrix}
$$

(50)

Two cases will be investigated for the excitation of the system. The first one considers only one excitation of frequency $\omega_1$ (with $f_2 \sin(\omega_2 t) = 0$). So the response of the nonlinear system is represented as truncated Fourier series with $\omega_1$ the fundamental frequency. The second one considers that the global excitation of the system is composed by two external incommensurable frequencies $\omega_1$ et $\omega_2$ with

$$
\frac{\omega_2}{\omega_1} = \frac{1}{\sqrt{2}}
$$

(51)

Therefore the vector of the frequency basis is given by $\omega = [\omega_1 \omega_2]^T$ and $k = [k_1 k_2]$. So the bi-periodic motion of the nonlinear system is an equivalent function of 2 time variables in a 2-dimensional time domain and it covers the invariant torus in the phase space [7, 12].

$f_{nl1}$ and $f_{nl2}$ define the nonlinear contributions applied to the mechanical system. In the present study, various numerical examples will be conducted. These cases were chosen to demonstrate the robustness and efficiency of the stochastic nonlinear method with respect to various types of nonlinearity (regular or non-regular).

The first one consider a cubic polynomial nonlinearity (see Figure 3(c)) given by

$$
f_{nl1}(t) = -k_{nl} x_1^3(t)
$$

(52)

where $k_{nl}$ defines the cubic nonlinear term and $x_1(t)$ is the temporal displacement for the first degree-of-freedom.

Secondly, a non-regular nonlinearity with contact to no-contact states is investigated (see Figure 3(d)). The restoring force can be estimated by the following relation

$$
\begin{cases}
  f_{nl1}(t) = -k_1 x_1(t) & \text{if } |x_1(t)| \leq x_{lim} \\
  f_{nl1}(t) = -k_2 x_1(t) + \text{sign}(x_1(t))(k_2 - k_1)x_{lim} & \text{if } |x_1(t)| > x_{lim}
\end{cases}
$$

(53)

where $k_1$ and $k_2$ define effective stiffnesses and $x_{lim}$ represents the clearance value.

The last case considers the rubbing phenomena with friction dissipation mechanism and stick-slip motion [18, 19], as illustrated in Figures 3(b) and (e). The nonlinear forces $f_{nl1}(t)$ due to friction is expressed, according to the Coulomb law, as:

$$
\begin{cases}
  f_{nl1}(t) = -k_f (x_1(t) - z(t)) & \text{if adhesion state} \\
  f_{nl1}(t) = -\mu P \text{sign}(\dot{z}(t)) & \text{if slip state}
\end{cases}
$$

(54)

where $k_f$ defines the contact stiffness, $\mu$ the constant friction coefficient, $P$ the normal contact load, and $z(t)$ is the relative displacement of the contact point.

The values of the physical parameters are given in Table 1.

3.2 Uncertainties in system

The uncertain parameters considered in the problem are the following. As mentioned previously, they are expanded in a Karhunen-Loève expansion (Equation (28)) and the random variables are taken all as Gaussian variables.

First, the linear stiffness is taken as random and is defined as

$$
\bar{k} = k(1 + \delta_k \xi_1)
$$

(55)

where $\xi_1$ is one Gaussian random variable. Quantity $\delta_k$ designates the variation coefficient of the random stiffness.
To validate the efficiency of the stochastic nonlinear method, the nonlinear parts of the two degree-of-freedom system will also be random. For the first type of nonlinearity (cubic nonlinearity, see Figure 3(c)), we define a random nonlinear stiffness $\tilde{k}_{nl}$ following:

$$\tilde{k}_{nl} = k_{nl}(1 + \delta k_{nl} \xi^2)$$  \hspace{1cm} (56)

For the second type of nonlinearity (contact and no-contact states, see Figure 3(d)), we consider the parameter $\tilde{k}_2$ that defines the effective stiffness of the system in contact state as stochastic:

$$\tilde{k}_2 = k_2(1 + \delta k_{2} \xi^3)$$  \hspace{1cm} (57)

Finally, in the frictional case (third nonlinear case, Figure 3(e)), the random parameter which seems the most interesting is the friction coefficient $\mu$. Indeed, this parameter can usually be unknown due to various operating conditions or tribological phenomena such as wear. Then, we can expand this parameter as:

$$\tilde{\mu} = \mu(1 + \delta \mu \xi^4)$$  \hspace{1cm} (58)
### Parameter Values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
<td>15000 N.m⁻¹</td>
</tr>
<tr>
<td>( m )</td>
<td>1 kg</td>
</tr>
<tr>
<td>( c )</td>
<td>1 N.m⁻¹.s⁻¹</td>
</tr>
<tr>
<td>( f_1 )</td>
<td>1 N</td>
</tr>
<tr>
<td>( f_2 )</td>
<td>1 N</td>
</tr>
<tr>
<td>( k_f )</td>
<td>3000 N.m⁻¹</td>
</tr>
<tr>
<td>( P )</td>
<td>10 N</td>
</tr>
<tr>
<td>( k_1 )</td>
<td>5.10⁻⁴ N.m⁻¹</td>
</tr>
<tr>
<td>( k_2 )</td>
<td>5.10⁻³ N.m⁻¹</td>
</tr>
</tbody>
</table>

| Tab. 1: Parameter values |

<table>
<thead>
<tr>
<th>Case</th>
<th>( \delta k )</th>
<th>( k_{nl} (\text{N.m}^{-1}) )</th>
<th>( \delta k_{nl} )</th>
<th>( k_{2} (\text{N.m}^{-1}) )</th>
<th>( \delta k_{2} )</th>
<th>( \mu )</th>
<th>( \delta_{\mu} )</th>
<th>HBM order</th>
<th>HBM dim</th>
<th>PCE order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.5%</td>
<td>5.10⁸</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>5.10⁸</td>
<td>10%</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>2bis</td>
<td>-</td>
<td>5.10⁸</td>
<td>10%</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>2ter</td>
<td>-</td>
<td>5.10¹⁰</td>
<td>10%</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>5.10³</td>
<td>5%</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.3</td>
<td>5%</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4bis</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.4</td>
<td>5%</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4ter</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.5</td>
<td>5%</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.5%</td>
<td>-</td>
<td>5.10³</td>
<td>5%</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2.5%</td>
<td>-</td>
<td>5.10³</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.4</td>
<td>5%</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Tab. 2: Sets of parameters for the case studies |

3.3 Results

In this section, the relevance of the proposed Stochastic Multi-dimensional Harmonic Balance Method is demonstrated through different sets of parameters for which uncertainty values are given in Table 2. Information concerning the order of chaos, the order of the truncated Fourier series and the type of nonlinearities are also given in this table.

Regarding the types of excitation applied to the two-degree-of-freedom system, we will first treat the case of mono-frequency excitation \( \omega_1 \) (for cases 1, 2, 2bis, 2ter, 3, 4, 4bis, 4ter and 5) and then two cases (case 6 and 7) with two external incommensurable frequencies \( \omega_1 \) and \( \omega_2 \) (with \( \frac{\omega_2}{\omega_1} = \sqrt{2} \)). All the results are presented for the second degree-of-freedom \( x_2 \). For the case with a mono-frequency excitation, the general Stochastic Multi-dimensional Harmonic Balance Method will be restricted to the Stochastic Harmonic Balance Method that corresponds to the simplification of the Stochastic-MHBM with only one-dimensional excitation.

To validate the Stochastic Multi-dimensional Harmonic Balance Method, all the calculations are compared to those obtained from the combination of the classical deterministic Multi-dimensional Harmonic Balance Method that has been previously validated in [10, 14] and the Monte Carlo simulations. Figure 4 represents the global computational procedure for both the Monte Carlo simulations and the Stochastic Multi-dimensional Harmonic Balance Method. For the reference solutions \( \{ X \}_{i(MCS)} \) (for \( i = 1, \ldots, N \)) computed from the Monte Carlo simulations with the deterministic Multi-dimensional Harmonic Balance Method, \( N \) samples of the random vector \( \{ \xi (\tau) \}_i \) (for \( i = 1, \ldots, N \)) are considered. The number of samples \( N \) is taken equal to 1000 for the present study. As indicated in Figure 4, the results obtained via the Stochastic Multi-dimensional Harmonic Balance Method that are expressed on the basis of chaos are post-processed using the formulation of the truncated stochastic dynamic response \( \tilde{X} (\tau) \) given in Equation (30). The same samples \( \{ \xi (\tau) \}_i \) are then used for the evaluation of Hermite polynomials as indicated in Figure 4. This allows us to obtain the nonlinear solutions \( \{ \tilde{X} \}_{i(\text{Stochastic-HBM})} \) (for \( i = 1, \ldots, N \)) that will be compared to the previous reference solutions \( \{ X \}_{i(MCS)} \). We recall that the stochastic dynamic response \( \tilde{X} (\tau) \) given in Equation (30) has been previously calculated via the Stochastic Multi-dimensional Harmonic Balance Method without specification of these samples.

For all results, the order of chaos is set at 3 due to the fact that preliminary studies, not presented here, for various orders of chaos led to the conclusion that an order 3 is sufficient for each case.
3.3.1 Case 1: uncertainty in the linear stiffness

For case 1, we consider a random variation of $\delta_k = 2.5\%$ for the stiffness properties of the mechanical system (as indicated in Equation (55)). All the other physical parameters are kept deterministic and a mono-excitation of frequency $\omega_1$ is applied on the nonlinear system. The nonlinear term is chosen of type cubic stiffness contribution in this first case. Figures 5 show the Frequency Response Functions for the random global nonlinear response and the $n \times$ super-harmonic component (for $n = 1$ and $n = 3$) for both Monte-Carlo Simulation and the Stochastic Harmonic Balance Method. A very good agreement is obtained between the results from the MCS and the Stochastic-HBM. As expected, the random parameter influences not only the $1 \times$ response (see Figures 5(c,d)), but also the $3 \times$ response (see Figures 5(e,f)). Even if uncertainty is introduced initially into one linear term (i.e. linear stiffness of the system), due to the nonlinear behavior of the system and the coupling between the linear contribution and the nonlinear operator defined in Equation (52), uncertainty is also found on the nonlinear terms via the Alternate Frequency-Time method with Probabilistic Collocation. Moreover, this first example illustrates the fact that the Stochastic Harmonic Balance Method is able to predict variations of the global nonlinear response and the $n \times$ super-harmonic components around the reversal curve of the Frequency Response Function (between $12 \text{Hz}$ and $14 \text{Hz}$ as shown in Figures 5(a,b) for the global nonlinear response and in Figures 5(c,d) and (e,f) for the $1 \times$ and $3 \times$ super-harmonic components, respectively). It is recalled that this phenomena is only due to the hardening effect of the nonlinearity. This result of monitoring the evolution of the random nonlinear response around the turning point is possible due to the fact that the pulsation frequency is considered to be random, as previously introduced in Equation (32).

3.3.2 Cases 2, 2bis and 2ter: uncertainty in the nonlinear cubic stiffness

In this subsection, we are interested in the effect of variations on the cubic stiffness. We focus our attention on three cases with different values of the mean cubic stiffness $\bar{k}_{nl}$ (case 2: $\bar{k}_{nl} = 5.10^8 N.m^{-1}$; case 2bis: $\bar{k}_{nl} = 5.10^9 N.m^{-1}$ and case 2ter: $\bar{k}_{nl} = 5.10^{10} N.m^{-1}$). All the other physical parameters are kept deterministic and a mono-excitation of frequency $\omega_1$ is applied on the nonlinear system. It is recalled that increasing the nonlinear cubic stiffness increases the hardening behavior of the mechanical system (i.e. the Frequency Response Function shows a more curved peak frequency and a more abrupt turning point). Variation of $\delta_{k_{nl}} = 10\%$ on the cubic term is considered (as previously introduced in Equation (56)).

Figures 6 present the results obtained by the Stochastic-HBM and MCS approaches for the three cases (note that each curve is indicated by the number of the associated cases 2, 2bis or 2ter in Figures 6(a) and 6(b)). In all cases, the nonlinear behavior is mainly due to first harmonic component even if the $3 \times$ harmonic component is visible around $5 \text{Hz}$ for case 2ter (with $\bar{k}_{nl} = 5.10^{10} N.m^{-1}$). Moreover, Figure 6(d) clearly indicates that the $3 \times$ harmonic component is not negligible: we can see the appearance of peaks with more or less strong hardening effect for cases 2, 2bis or 2ter. The results obtained by MCS approach for the $1 \times$ and $3 \times$ harmonic components are not presented in this paper due to the fact that they are similar to those obtained by the Stochastic-HBM (given in Figures 6(c) and 6(d)).
Then, Figure 7 shows a zoom of the evolutions of the random response of the $1\times$ and $3\times$ harmonic component around the first frequency peak (between $10Hz$ and $16Hz$). Some samples computed from the MCS and Stochastic-HBM are shown in Figure 7. We recall that the Stochastic-HBM results that are expressed on the basis of chaos are post-processed using the formulation of the truncated stochastic dynamic response given in Equation (30) with the samples previously used by the Monte-Carlo simulations. The remarks previously stated remain valid: a perfect correlation between the Stochastic-HBM and MCS results (for each random solution of the $n\times$ harmonic components) is observed even if the hardening effect is very strong. These results clearly demonstrate the efficiency of the Stochastic-HBM.

Finally, as illustrated in Figures 6 and 7, the response of the nonlinear system is not unique for some excitation frequencies. Over a range of frequencies near the resonance, the system can take one of three possible response levels. For example, three possible nonlinear responses with low amplitude or possible high amplitude coexist in the intervals $[13; 17]Hz$ and $[33; 55]Hz$ for a given frequency. Here, we clearly show that the Stochastic-HBM approach is able to find the nonlinear solution in the vicinity of the initial conditions (given by the previous calculation). So, all the FRF curve with low and high amplitude responses can be depicted by the Stochastic-HBM approach. Moreover, we see the evolution of the second resonance peak to the right due to uncertainty in the nonlinear cubic stiffness. As previously explained, this phenomena reflects the fact that a variation of the nonlinear cubic stiffness induces not only an evolution of the nonlinear response amplitudes but also a variation of the fundamental frequency of the nonlinear system. This is one of the most difficult aspects to be captured by uncertainty methods being applied to nonlinear systems. Here, it can be observed that the Stochastic-HBM approach is able to find the response amplitudes due to the fact that the pulsation frequency is considered to be random, as proposed in Equation (32). All this results allows us to conclude on the robustness of the global Stochastic-HBM approach with the Alternate Frequency-Time method with Probabilistic Collocation.

### 3.3.3 Case 3: uncertainty in the contact nonlinear stiffness

For case 3, the nonlinear term is chosen to be the contact/non-contact behavior and we are interested in the effect of a variation on this nonlinear element of $\delta_{k\mu} = 5\%$ (Equation (57)). All the other physical parameters are kept deterministic and a mono-excitation of frequency $\omega_1$ is applied on the nonlinear system.

Figures 8(a) presents the results obtained by the Stochastic-HBM approach. Zooms near the first and second resonance peaks are illustrated in Figures 8(b) by applying the Stochastic-HBM and MCS approaches. As previously indicated in section 3.3.2, only some samples computed from the MCS and Stochastic-HBM are compared. The remarks previously stated remain valid: a perfect correlation between the Stochastic-HBM and MCS results (for each random solution of the $n\times$ harmonic components) is observed even if the hardening effect is very strong. These results clearly demonstrate the efficiency of the Stochastic-HBM.

These comparisons allow us to validate the methodology proposed in this study. As previously explained, we observed that a variation of the contact nonlinear stiffness induces an evolution of the resonance frequency.

In the vicinity of the resonance peaks, one observes the classical behavior and characteristic of nonlinear systems with contact: a break of slope of the resonance peak is observed due to the transition between the non contact state and contact state (see Figures 8(b) for example). Moreover, variation of the contact stiffness induces a variability of the resonance frequency and a shift of the resonance peaks to the right. Here again, using the Stochastic-HBM approach, it is possible to describe the multiple nonlinear solutions with low or high amplitudes in the interval between $[12.3; 13.3]Hz$ (see Figure 8(b), top figure) and $[31.7; 31.9]Hz$ (see Figure 8(b), bottom figure) for a given frequency. This demonstrates once again the effectiveness and robustness of the proposed Stochastic-HBM approach.

### 3.3.4 Cases 4, 4bis and 4ter: uncertainty in the friction element

In this subsection, we focus our attention on the two-degree-of-freedom system with a the friction nonlinear element. As previously explained, one of the most interesting parameter to be random is the friction coefficient $\mu$. So we investigate the effect of variations on the friction coefficient $\delta_{\mu} = 5\%$ on three cases with different values of the mean friction coefficient $\overline{\mu}$ (case 4: $\overline{\mu} = 0.3$; case 4bis: $\overline{\mu} = 0.4$ and case 4ter: $\overline{\mu} = 0.5$). All the other physical parameters are kept deterministic and a mono-excitation of frequency $\omega_1$ is applied on the nonlinear system.

Figures 9 illustrated the Frequency Response Functions of the random global nonlinear response for cases 4, 4bis and 4ter by applying the Stochastic-HBM. Zooms of the random nonlinear responses (for only thirty selected samples) around the first and second resonance peaks ($[11.5; 14]Hz$ and $[31; 34]Hz$, respectively) for both the Stochastic-HBM and MCS methods are plotted in Figures 9(b,c,d) for different mean friction coefficients with the same uncertainty quantity $\delta_{\mu} = 5\%$. By comparing the Stochastic-HBM results with those estimated by Monte Carlo Simulations, we can first notice that the efficiency of the Stochastic-HBM approach is validated in the case of a nonlinear frictional element.

Then, we note the global progressive frequency shift of the resonance peaks due to the mean friction coefficient with the additional uncertainty quantity $\delta_{\mu} = 5\%$ (cases 4 to 4ter). This phenomenon reflects the fact the nonlinear effect of friction has usually a softening effect on system dynamic.

So it can be concluded that all these results are consistent with the trends already known on the dissipative effects due to friction. These cases also demonstrate the possibility of including uncertainties aspects to better characterize the dynamic behavior of nonlinear systems with friction by using the Stochastic-HBM method.
3.3.5 Case 5: uncertainties for both the linear stiffness and the contact nonlinear stiffness

In order to demonstrate the efficiency of the Stochastic-HBM procedure described above, this subsection of the paper treats the cases in which uncertain quantities come from two parameters studied previously: the first one concerns the stiffness with the mean \( k = 15000 N m^{-1} \) and a variation coefficient of \( \delta_k = 2.5\% \). The second uncertain quantity is the stiffness of the contact/non-contact element with the mean stiffness \( k_2 = 5000 N m^{-1} \) and a variation coefficient of \( \delta_k_2 = 5\% \). A mono-excitation of frequency \( \omega_1 \) is applied on the nonlinear system.

We recall that in this case the cost of calculation may be greater than in the previous cases since it is directly linked to the number of polynomials and consequently to the order of chaos and the number of random parameters.

Figures 10 illustrate all the Frequency Response Function samples for the nonlinear response amplitudes obtained by using the MCS and Stochastic-HBM approaches. The results from both methods are in very good agreement. As explained previously in sections 3.3.1 and 3.3.3, variations of physical parameters leads to changes for both the resonance peak frequencies and the dynamic response of the system around the peak frequencies.

In comparison with the previous results obtained in sections 3.3.3 and illustrated in Figures 8, it can be seen that the effects on the response from uncertainties on the linear stiffness are greater than those on the effective stiffness of the contact for the values of physical parameters given in Table 2 for cases 3 and 5. So even if the variation coefficient of the effective contact stiffness \( \delta_k_2 \) is greater than the linear stiffness \( \delta_k \), it may be concluded that the variations of nonlinear amplitudes are mainly due to the effects of uncertainty on the linear stiffness. However, whatever the levels of uncertainty, it is recalled that the variation coefficient of \( \delta_k \) affects also the nonlinear response of the system, as previously demonstrated in section 3.3.3.

In conclusion, this example demonstrated the robustness of the Stochastic-HBM approach when uncertain quantities come from two parameters.

3.3.6 Case 6: uncertainty in the linear stiffness with incommensurable multi-excitations

For this case, the two-degree-of-freedom system is subjected to two external incommensurable frequencies \( \omega_1 \) et \( \omega_2 \) (with \( \omega_2 = \frac{1}{\omega_1^2} \)). The two-degree-of-freedom has a deterministic effective contact stiffness (i.e. \( k_2 = 5.10^3 N m^{-1} \)) and a variation coefficient of \( \delta_k = 2.5\% \) for the stiffness of the mechanical system.

At first, we propose to focus on the overall quasi-periodic response of the system. Figure 11(a) and 11(b) illustrate the global nonlinear amplitudes obtained by using the MCS and the Stochastic-MHBM, respectively. We can note an important variation of all the resonance frequencies and the associated amplitudes.

To better visualize these results and to propose a more detailed analysis of the contribution of each order \([k_1, k_2]\), the responses of orders \([k_1, k_2] = [0, 1]\) and \([k_1, k_2] = [1, 0]\) are given in Figures 11(c,d) and 11(e,f), respectively. We notice a similar enlargement of the operating area for all the contributions of orders. This fact can be explained by the addition of uncertainty on the linear stiffness that induces a relatively similar effect to the responses of different orders \([k_1, k_2] = [1, 0]\) and \([k_1, k_2] = [0, 1]\), as indicated in Equation (35). As previously explained in section 3.3.3, the classical characteristic of a nonlinear system with contact is observed: a break of slope of the first and second resonance peaks (around \([11.8; 12.4] Hz\) and \([16.4; 17.7] Hz\)) is observed due to the transition between the non-contact state and contact state. The same phenomena is also visible for the third peak resonances at \(32 Hz\) with a less marked feature. For these three resonance peaks, uncertainty in the linear stiffness of the two degree-of-freedom induces a variation of the resonance frequency and a shift of the three resonance peaks to the right.

Here again, using the Stochastic-MHBM, it is possible to describe the three possible nonlinear responses due to the hardening effect, with low or high amplitudes in the interval between \([12.4; 13.1] Hz\) and \([17.7; 17.8] Hz\) for a given frequency. The comparison of the random nonlinear response from the Stochastic-MHBM (with AFTPC) and the reference one evaluated by the simulations of Monte-Carlo and the Multi-dimensional Harmonic Balance method, validates the Stochastic-MHBM methodology for a mechanical system with non-regular nonlinearity and subjected to two incommensurable multi-excitations.

3.3.7 Case 7: uncertainty in the friction element with incommensurable multi-excitations

For case 7, the nonlinear term is chosen to be the frictional interface (as previously indicated in section 3.3.4) and we investigate the effect of a variation on the friction coefficient \( \delta_\mu = 5\% \) with the mean value of the friction coefficient \( \mu = 0.4 \). All the other physical parameters are kept deterministic and the multiple excitation of incommensurable frequencies \( \omega_1 \) et \( \omega_2 \) (with \( \omega_2 = \frac{1}{\omega_1^2} \)) is applied on the system.

Figure 12(a,c,e) show the results for the nonlinear quasi-periodic responses and the responses of orders \([k_1, k_2] = [0, 1]\) and \([k_1, k_2] = [1, 0]\) by applying the Stochastic-MHBM (with AFTPC). Zooms are plotted in Figures 12(b,d,f) with adding the Monte Carlo simulations. As previously explained in section 3.3.2, only some samples are plotted that shows in Figures 12(b,d,f) the correlation between the MCS and Stochastic-HBM results. Due to the frictional nonlinear element, a softening effect with a small shift of the first and second resonance peaks (at \(12 Hz\) and \(17 Hz\)) is detected. Once again, this observation is consistent with the trends already known on the dissipative effects due to friction. As previously observed in section 3.3.4, uncertainty on the coefficient of friction induces small variation for both the response amplitudes of all harmonic components and the associated frequencies.

The remarks previously stated on the efficiency and robustness of the proposed Stochastic-MHBM remain still valid in the case...
of the two degree-of-freedom with uncertainty in the nonlinear frictional interface and subjected to multiple incommensurable frequencies: this allows us to conclude on the robustness of the Stochastic-MHBM with AFTPC to estimate the random quasi-periodic response and overall contributions of harmonics.

4 Conclusion

In this paper, a study devoted to calculating the random nonlinear dynamical response of a two degree-of-freedom system with regular and non-regular nonlinearities is presented. Due to the fact that the use of classical methods for nonlinear systems with uncertainties can be rather expensive and requires considerable resources both in terms of computation time and data storage, a new concept called the Stochastic Multi-dimensional Harmonic Balance (Stochastic-MHBM) is proposed and discussed. The main originality and objective of this technique are to extract the quasi-periodic stochastic behavior of mechanical systems by using approximations. The principal idea is to replace the stochastic nonlinear responses and the stochastic nonlinear forces in the dynamical systems by constructing linear functions such as Fourier series on the chaos basis. The comparison of the results from this stochastic nonlinear approach and the reference one, combining the simulations of Monte Carlo and the Multi-dimensional Harmonic Balance method, for different cases of uncertainties, validates the proposed methodology. In particular, it was shown that the process is able to capture all the possible response levels when the response of the nonlinear system is not unique.

In conclusion, the proposed method offers a powerful technique for nonlinear systems with uncertainties and various nonlinearities. Future work to be considered consists of applying this new stochastic nonlinear method for complex systems and practical cases in the field of mechanical engineering.
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Fig. 5: Frequency Response Functions of the random nonlinear response for case 1: 
(a,c,e) MCS (plots in grey); (b,d,f) Stochastic-HBM (plots in red); deterministic response (black); 
(a,b) global nonlinear response; (c,d) $1 \times$ harmonic component; (e,f) $3 \times$ harmonic component.
Fig. 6: Frequency Response Functions of the random nonlinear response for cases 2, 2bis and 2ter: (a) MCS (plots in grey); (b,c,d) Stochastic-HBM (plots in red); deterministic response (black); (a,b) global nonlinear response; (c) $1 \times$ harmonic component; (d) $3 \times$ harmonic component.
Fig. 7: Zoom of the Frequency Response Functions of the random nonlinear response for cases 2, 2bis and 2ter: MCS (plots in grey); Stochastic-HBM (plots in red); deterministic response (black); (a) $1 \times$ harmonic component; (b) $3 \times$ harmonic component.

Fig. 8: Frequency Response Functions of the random nonlinear response for case 3: (a) Stochastic-HBM (plots in red); (b) Zooms: deterministic response (black), MCS (grey), Stochastic-HBM (red).
Fig. 9: Frequency Response Functions of the random nonlinear response for cases 4, 4bis and 4ter: Stochastic-HBM (plots in red); MCS (grey); deterministic response (black); (a) case 4; (b) Zooms of the FRF for case 4; (c) Zooms of the FRF for case 4bis; (d) Zooms of the FRF for case 4ter.
Fig. 10: Frequency Response Functions of the random nonlinear response for case 5: (a) MCS (plots in grey); (b) Stochastic-HBM (plots in red); deterministic response (black).
Fig. 11: Frequency Response Functions of the random nonlinear response for cases 6: (a,c,e) MCS (plots in grey); (b,d,f) Stochastic-HBM (plots in red); deterministic response (black); (a,b) global nonlinear response; (c,d) $[0,1]$ harmonic component; (e,f) $[1,0]$ harmonic component.
Fig. 12: Frequency Response Functions of the random nonlinear response for case 7: (a,c,e) Stochastic-HBM (plots in red); (b,d,f) Zooms with MCS (grey), Stochastic-MHBM (red) and deterministic response (black); (a,b) global nonlinear response; (c,d) [0,1] harmonic component; (e,f) [1,0] harmonic component.