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Abstract. We consider integrodifferential equations of the abstract form \( H(\partial_t) \Phi = G(\nabla) \Phi + f \) where \( H(\partial_t) \) is a diagonal convolution operator and \( G(\nabla) \) is a linear anti self-adjoint differential operator. On the basis of an original approach devoted to integral causal operators, we propose and study a time-local augmented formulation under the form of a Cauchy problem \( \partial_t \Psi = A \Psi + Bf \) such that \( \Phi = C \Psi \). We show that under suitable hypothesis on the symbol \( H(p) \), this new formulation is dissipative in the sense of a natural energy functional. We then establish the stability of numerical schemes built from this time-local formulation, thanks to the dissipation of appropriate discrete energies. Finally, the efficiency of these schemes is highlighted by concrete numerical results relating to a model recently proposed for 1D acoustic waves in porous media.
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1. Introduction. In many physical problems where accurate dynamic models are required, the contribution of some underlying and more or less ill-known distributed phenomena cannot be neglected. Although the precise local description of such phenomena often appears excessively complex or even, in many cases, out of scope, their macroscopic dynamic consequences can fortunately most of time be taken into account by means of suitable time-operators of convolution nature which in fact summarize the collective contribution of lots of hidden parameters to the global dynamic behavior of quantities under interest. In that sense, such integrodifferential models therefore conciliate accuracy and simplicity, up to the loss of the so-called time-locality property: in opposite to standard Cauchy problems for which the future is conditioned by the present only, all the past evolution is involved here, via the time-convolution. Last years, various problems relating to integrodifferential models have been studied in many fields. As few examples, we can cite [2, 7, 13, 16] in physics, [6, 10, 12] in mathematical analysis or numerical simulation, [1, 11] in control problems, [3, 9] in electrical engineering, [18] in biology, etc.

In the particular context of partial integrodifferential equations, the crucial problem of numerical simulation is in general quite difficult. This is due for one part to the numerical complexity of quadratures of convolution integrals, which generate highly expensive time discretizations, particularly when long memory components are present. Beyond this first heavy shortcoming, the stability of numerical schemes is in general very difficult to get, namely because standard techniques devoted to (ordinary) partial differential equations such as energy dissipation cannot be used for integrodifferential equations. So, the construction of stable numerical schemes remains an important challenge and it can be expected that some specific methods devoted to analysis and approximation of convolution operators should be of great help from this point of view. This is the topic of the present paper.

We consider in the sequel partial integrodifferential equations of the abstract form:

\[
H(\partial_t) \Phi = G(\nabla) \Phi + f \quad \text{on} \quad (t, x) \in \mathbb{R}_t^+ \times \mathbb{R}_x^n,
\]
where $H(\partial_t)$ is an invertible diagonal convolution operator, and $G(\nabla)$ is an anti-self-adjoint linear differential operator. Many propagation phenomena can be modelled following (1.1). As significant examples, we can mention for example electromagnetic waves in dissipative media [13], wave propagation in viscoacoustic media [6], etc. In order to illustrate our results, we will consider in particular a model of 1D acoustic waves in porous wall proposed in [5]:

$$(H_1(\partial_x)u, H_2(\partial_x)P)^T = (-\partial_x P, -\partial_x u)^T + f,$$

where $u$ and $P$ stand for the velocity and the pressure of the gas and the symbols $H_i$ take the form:

$$(H_i(x) = k_i p + \sqrt{1 + b_i p}, H_2(p) = k_i p + \frac{c_i p}{p + a_i})$$

On the basis of an original approach devoted to integral causal operators presented in [14, 15] and successfully applied to various integrodifferential problems, namely in [1, 2, 3, 9], we propose and study a new formulation both equivalent to (1.1) and time-local, written as a Cauchy problem:

$$(1.2) \quad \partial_t \Psi = A\Psi + Bf \quad \text{on} \quad (t, x, \xi) \in \mathbb{R}^+_1 \times \mathbb{R}^n \times \mathbb{R}_\xi, \quad \Psi(0, ..) = 0,$$

in such a way that the solution of (1.1) is expressed $\Phi = C\Psi$. We show in particular that under natural hypothesis on the symbol $H(p)$, the formulation (1.2) is dissipative in the sense of an energy functional derived, in some way, from the one of the standard equation $\partial_t \Psi = G(\nabla)\Psi$. Following a convenient method introduced in [14], straightforward dissipative approximate versions of (1.2) are deduced by simple discretization of the auxiliary variable $\xi$. We then study numerical schemes based on classical discretizations relating to the variables $t, x$ and we establish their stability in the sense of adapted energy functionals inherited from the continuous model.

The paper is organized as follows. The section 2 deals with the time-local formulation of (1.1). It begins with a short presentation of the so-called diffusive representation of causal integral operators introduced in [14]; then, the formulation (1.2) is deduced and its dissipativity is established. In section 3, implicit and explicit numerical schemes for (1.2) are stated and studied from the point of view of stability. Finally, the efficiency of these schemes is highlighted in section 4 by means of some numerical simulations.

2. Time-local formulation of integrodifferential equations.

2.1. Time local realization of causal convolution operators. In this section, we present a particular case of a methodology called diffusive representation, introduced and developed in [14] in a general framework.

We consider a causal convolution operator denoted by $K(\partial_t)$, that is, for any continuous function $w : \mathbb{R}^+ \to \mathbb{R}$,

$$(2.1) \quad (K(\partial_t)w)(t) = \int_0^t k(t - s) w(s) \, ds = (k * w)(t);$$

the function $K = \mathcal{L}k$ (the Laplace transform of $k$) is called the symbol of operator $K(\partial_t)$.

Let $w^t(s) = 1_{[0,t]}(s) w(s)$ and let $w^0(t - s) = w^t(t - s)$ the so-called history of $w$. From causality of $K(\partial_t)$, we deduce:

$$(K(\partial_t)(w - w^t))(t) = 0 \quad \text{for all} \quad t;$$

\footnote{We implicitly refer to an underlying algebra of causal convolution operators. For example, for a Cauchy problem on $\mathbb{R}^+_1$ with null initial condition, the inverse of $H(\partial_t) = \partial_t^{-1} : v \mapsto \int_0^t v \, ds$.}
then, we have for any continuous function $w$:

\[(K(\partial_t)w)(t) = [\mathcal{L}^{-1}(K\mathcal{L}w)](t) = [\mathcal{L}^{-1}(K\mathcal{L}w^t)](t).\]

We then define:

\[(\Psi_w)_{(t,p)} := e^{pt}(\mathcal{L}w^t)(p) = (\mathcal{L}w_t)(-p);\]

by computing $\partial_t\mathcal{L}w_t$, Laplace inversion and use of (2.2), it can be shown:

**Lemma 2.1.** 1. The function $\Psi_w$ is solution of the differential equation:

\[(\partial_t\Psi(t,p) = p\Psi(t,p) + w, \ t > 0, \ \Psi(0,p) = 0, \ p \in \mathbb{C} \]

2. There exists $b_0 \in \mathbb{R}$ such that:

\[\forall b \geq b_0, \ (K(\partial_t)w)(t) = \frac{1}{2\pi i} \int_{b-i\infty}^{b+i\infty} K(p) \Psi_w(t,p) dp.\]

**Proof.** 1. From (2.3), we have $\Psi_w(t,p) := e^{pt} \int_0^t e^{-ps} w(s) ds$, and so:

\[\partial_t \Psi_w(t,p) = pe^{pt} \int_0^t e^{-ps} w(s) ds + e^{pt} e^{-pt} w(t).\]

2. From (2.2), there exists $b_0 \in \mathbb{R}$ such that for any $b \geq b_0$:

\[(K(\partial_t)w)(t) = \frac{1}{2\pi i} \int_{b-i\infty}^{b+i\infty} e^{pt} K(p) (\mathcal{L}w^t)(p) dp = \frac{1}{2\pi i} \int_{b-i\infty}^{b+i\infty} K(p) \Psi_w(t,p) dp.\]

We denote $\Omega$ the holomorphic domain of $K$. Let $\gamma$ a simple arc closed at infinity and included in $\mathbb{C}^- = \mathbb{R}^- + i\mathbb{R}$. We denote $\Omega_\gamma^+$ the exterior domain defined by $\gamma$, and $\Omega_\gamma^-$ the complementary of $\Omega_\gamma^+$ (see figure 2.1). By use of standard techniques (Cauchy theorem, Jordan lemma), it can be shown:

**Lemma 2.2.** For $\gamma \subset \Omega$ such that $K$ is holomorphic in $\Omega_\gamma^+$, if $K(p) \to 0$ when $p \to \infty$ in $\Omega_\gamma^+$, then, for any closed simple arc $\tilde{\gamma}$ in $\Omega_\gamma^+$ such that $\gamma \subset \Omega_\tilde{\gamma}^-$ (see figure 2.1):

\[(K(\partial_t)w)(t) = \int_{\tilde{\gamma}} K(p) \Psi_w(t,p) dp.\]

We now suppose that $\gamma, \tilde{\gamma}$ are defined by functions of $W^{1,\infty}_loc(\mathbb{R}; \mathbb{C})$, also denoted $\gamma, \tilde{\gamma}$. From classical techniques, it has been shown in [14] that:

**Theorem 2.3.** Under hypothesis of lemma 2.2, if in addition the possible singularities of $K$ on $\gamma$ are simple poles or branching points in the neighborhood of which $|K| \gamma$ is locally integrable, then:

1. with $\tilde{\nu} = \frac{\gamma'}{2\pi i} K \circ \tilde{\gamma}$ and $\tilde{\psi}(t,.) = \Psi_w(t,.) \circ \tilde{\gamma}$:

\[(K(\partial_t)w)(t) = \int_{\mathbb{R}} \tilde{\nu}(\xi) \tilde{\psi}(t,\xi) d\xi;\]

2. if $\gamma_n \to \gamma$ in $W^{1,\infty}_loc$, then $\frac{\gamma'}{2\pi i} K \circ \gamma_n \to \nu$ in the sense of measures;

3. $\psi(t,.) = \Psi_w(t,.) \circ \gamma$ is the unique solution of the Cauchy problem on $(t,\xi) \in \mathbb{R}^+ \times \mathbb{R}$:

\[\partial_t \psi(t,\xi) = \gamma(\xi) \psi(t,\xi) + w(t), \ \psi(0,\xi) = 0.\]
and

\begin{equation}
\langle \nu, \psi(t, \cdot) \rangle = (K(\partial_t)w)(t).
\end{equation}

For convenience, we will indifferently denote in the sequel \( \langle \nu, \psi \rangle \) or \( \int \nu \psi d\xi \) the duality product between a continuous function \( \psi \) and a measure \( \nu \) (in particular, for Dirac measures: \( \psi(a) = \int \delta_a \psi d\xi \)).

**Remark 1.** In the limit case \( \gamma(\xi) = -|\xi| \), we have \( \Omega^-_\gamma = \emptyset \). The above results remain valid and we deduce from symmetry of the problem that there exists a measure \( \mu \) such that

\begin{equation}
\int_{-\infty}^{+\infty} \nu \psi d\xi = \int_{0}^{+\infty} \mu \psi d\xi.
\end{equation}

This particular case will be useful in practice when \( K \) is holomorphic in \( \mathbb{C} \setminus \mathbb{R}^- \).

**Definition 2.4.** [14] The measure \( \nu \) defined in theorem (2.3) is called the \( \gamma \)-symbol of operator \( K(\partial_t) \).

In many cases, the arc \( \gamma \) can be constrained to satisfy a suitable additional condition which makes equation (2.8) of diffusive type [14]. The main advantage of the input-output formulation (2.8,2.9) lies in its time-local nature which allows to use classical methods devoted to Cauchy problems. In particular, stable and efficient schemes for the numerical resolution of (1.1) can be straightforwardly built from discretizations of problem (2.8) following standard techniques. This is the topic of the following sections.

### 2.2. Application to a class of partial integrodifferential equations.

We consider the problem:

\begin{equation}
H(\partial_t)\Phi = G\Phi + f, \text{ on } \mathbb{R}_+ \times \Omega, \quad \Omega \subset \mathbb{R}^m_x,
\end{equation}

where \( \Phi = (\Phi_1, \ldots, \Phi_M)^T \) is the unknown, \( H(\partial_t) \) is an invertible causal convolution operator of the form:

\begin{equation}
H(\partial_t) = \begin{bmatrix}
H_1(\partial_t) & & \\
& \ddots & \\
& & H_M(\partial_t)
\end{bmatrix}
\end{equation}
and $\mathcal{G} = \mathbf{G}(\nabla)$ is a differential operator supposed to be anti self-adjoint, that is:

$$(2.12) \quad \mathcal{G}^*_{ij} = -\mathcal{G}_{ji},$$

where $\mathcal{G}^*_{ij}$ is defined by:

$$(G_{ij} u|v)_{L^2(\Omega)} = (u|\mathcal{G}^*_{ij} v)_{L^2(\Omega)} \quad \forall u, v \in \mathcal{D}(\Omega).$$

As usual, suitable boundary conditions associated to $\mathcal{G}$, not expressed here, can complete the model (2.10). The $\gamma_i$-symbols $\nu_i$ of operators $H^{-1}_i(\partial_t)$ are supposed to be positive measures. Note that this property appears as physically realistic in the sense of an energy balance, as it will be highlighted later.

By expressing equation (2.10) under the form $\Phi = H^{-1}_i(\partial_t) \left( \mathcal{G} \Phi + f \right)$, we formally deduce from results of section 2.1, under suitable hypothesis on $H^{-1}_i(\partial_t)$, the following diffusive time-local formulation of (2.10):

$$(2.13) \quad \partial_t \psi(t, x, \xi) = \gamma(\xi) \psi(t, x, \xi) + \mathcal{G} \langle \nu, \psi(t, x, \cdot) \rangle + f(t, x), \quad \psi(0, \cdot) = 0,$$

$$(2.14) \quad \Phi(t, x) = \langle \nu, \psi(t, x, \cdot) \rangle,$$

where $\psi := (\psi_1, ..., \psi_M)^T$, $\gamma := \text{diag}(\gamma_1, ..., \gamma_M)$, $\nu := \text{diag}(\nu_1, ..., \nu_M)$ and $\langle \nu, \psi \rangle := ((\nu_1, \psi_1), ..., (\nu_M, \psi_M))^T$.

Let us now consider the functional

$$E_\psi = \frac{1}{2} \sum_i \int \int \nu_i |\psi_i|^2 d\xi dx = \frac{1}{2} \int \int \psi^T \nu \psi d\xi dx;$$

thanks to the positivity of $\nu_i$, the functional $E_\psi$ is positive. We have:

**Proposition 2.5.** For any $\psi$ solution of (2.13), and at any $t$ such that $f(t, \cdot) = 0$, the functional $E_\psi$ verifies:

$$\frac{dE_\psi(t)}{dt} \leq 0.$$

**Proof.**

$$\frac{dE_\psi(t)}{dt} = \frac{1}{2} \left( \int \int (\partial_t \psi)^T \nu \psi d\xi dx + \int \int \psi^T \nu \partial_t \psi d\xi dx \right)$$

$$= \int \int \psi^T \nu \text{Re}(\gamma) \psi d\xi dx + \frac{1}{2} \left( \int \int \nu^T \mathcal{G} \nu \psi d\xi dx + \int \int \mathcal{G} \langle \nu, \psi \rangle d\xi dx \right)$$

$$= \int \int \psi^T \nu \text{Re}(\gamma) \psi d\xi dx + \frac{1}{2} \sum_{i,j} \left[ (\mathcal{G}_{ij} \langle \nu_j, \psi_j \rangle | \langle \nu_i, \psi_i \rangle \rangle_{L^2(\Omega)} + \langle \nu_j, \psi_j \rangle | \mathcal{G}_{ji} \langle \nu_i, \psi_i \rangle \rangle_{L^2(\Omega)} \right].$$

Because $\mathcal{G}$ is anti self-adjoint, we then have:

$$\frac{dE_\psi(t)}{dt} = \int \int \psi^T \nu \text{Re}(\gamma) \psi d\xi dx = \sum_i \int \nu_i \text{Re}(\gamma_i) |\psi_i|^2 d\xi \leq 0.$$
Therefore, the time-local problem (2.13) is dissipative in the sense of the positive functional $E_\psi$. At this stage, standard methods of semigroup theory can be investigated to study the well-posedness of this Cauchy problem in the associated energy Hilbert space\footnote{Up to an algebraic quotient in the possible case where $\text{supp } \nu \neq \mathbb{R}$, the functional $E_\psi$ then defining a seminorm on $D(\mathbb{R}_+^2)$.} [19], from which will follow the well-posedness of problem (2.10) as a simple consequence.

In practice, the numerical resolution of problems such as (2.10) presents major difficulties due to the non-local nature of $\mathbf{H}(\partial_t)_{-1}$. So, we focus here on the construction and analysis of numerical schemes for (2.13), from which approximate solutions of (2.10) will be directly deduced. We mainly study the stability property, which holds most of the technical difficulties.

3. Numerical schemes for (2.13). First note that in any case, it follows from (2.14) that, in the sense of suitable topologies not specified here, approximations of $\Phi$ solution of (2.10) will be straightforwardly obtained from discrete approximations $\tilde{\psi}$ of $\psi$ solution of (2.13) under the generic form:

$$
\Phi(t_n, x_k) \simeq \tilde{\Phi}(t_n, x_k) = \sum_l c_l \tilde{\psi}(t_n, x_k, \xi_l).
$$

So, we build and study some numerical schemes for (2.10). A general technique for $\xi$-discretization presented in [14] is first introduced, followed by the statement of fundamental properties of generic $x$-discretizations, inherited from the properties of operator $\mathcal{G}$. Then, we consider different ways of time discretization which define different classes of implicit and explicit schemes.

3.1. $\xi$-discretization [14]. Consider $\mathcal{K}$ a Hilbert space such that $\psi(t, x, \cdot) \in \mathcal{K}$ and $\mathcal{K}_L$ a sequence of subspaces of $\mathcal{K}$ of dimension $L$, such that $\bigcup L \mathcal{K}_L = \mathcal{K}$. Given a mesh $\{\xi_l\}_{l=1}^L$, consistent approximations $\tilde{\psi}_L \in \mathcal{K}_L$ of $\psi$ are then defined by:

$$
\tilde{\psi}_L(\xi) = \sum_{l=1}^L \psi(\xi_l) \Lambda_l(\xi),
$$

where $\Lambda_l$ are finite element functions belonging to $\mathcal{K}_L$ in such a way that:

$$
\left\| \tilde{\psi}_L - \psi \right\|_{\mathcal{K}_L, L \to \infty} \rightarrow 0.
$$

We then deduce the finitedimensional approximate state formulation of (2.13):

$$
(3.1) \quad \partial_t \psi(t, x, \xi_l) = \gamma(\xi_l) \psi(t, x, \xi_l) + \mathcal{G} \sum_j C_j \psi(t, x, \xi_j), \quad l = 1 : L,
$$

where:

$$
C_l = \text{diag}(c_{l1}, ..., c_{lM}), \quad c_{li} := \int \nu_i(\xi) \Lambda_l(\xi) d\xi.
$$

Note that, in practice, only a few tens of $\xi_l$ are necessary to correctly approximate each operator $H_l(\partial_t)_{-1}$. More details on the $\xi$-discretization of diffusive state realizations of convolution operators can be found in [14].
In addition, for consistency with positivity of measures $\nu_i$, we will suppose:

$$c_{li} \geqslant 0;$$

this property, which will play a central role, is satisfied namely if $\Lambda_l \geqslant 0$. The energy functional associated to (3.1) is then:

$$E^l_{\psi}(t) = \frac{1}{2} \sum_{i,l} c_{li} |\psi_i(t, x, \xi_l)|^2 dx = \frac{1}{2} \sum_{l} \int \psi(t, x, \xi_l)^T C_l \psi(t, x, \xi_l) dx$$

and verifies, in the same way as previously:

$$\frac{dE^l_{\psi}(t)}{dt} = \sum_{l} \int \psi(t, x, \xi_l)^T \text{Re}(\gamma(\xi_l)) C_l \psi(t, x, \xi_l) dx$$

$$= \sum_{l,i} c_{li} \text{Re}(\gamma_i(\xi_l)) |\psi_i(t, x, \xi_l)|^2 dx \leqslant 0. \tag{3.2}$$

3.2. $x$-discretization. In formulation (3.1), $G_{ij}$ is a differential operator; it is approximate on a mesh \{ $x_k$ \}_{k=1,K} \subset \mathbb{R}^m$ by:

$$(G_{ij}\Phi)(x_q) \simeq \sum_{k=1}^K g_{iq}^k \Phi(x_k), \quad \forall q = 1 : K \tag{3.3}$$

where the coefficients $g_{ij}^k$ define the approximation under consideration (for example finite differences \cite{17}, finite elements or even more general Galerkin methods up to suitable technical adaptations \cite{4}). By denoting $\tilde{\Phi} := (\Phi(x_1),...,\Phi(x_K))^T$, (3.3) can be written in a more condensed way,:

$$((G_{ij}\Phi)(x_1),..., (G_{ij}\Phi)(x_K))^T \simeq G_{ij} \tilde{\Phi},$$

where we denote $G_{ij}$ the matrix with terms $g_{ij}^k$. In the sequel, for simplicity $\tilde{\Phi}$ will be denoted $\Phi$.

Because the operator $G$ is anti self-adjoint, it is natural to consider approximations which preserve this property. So the block matrix $G_{ij} \in \mathcal{M}_{K,K}(\mathbb{R})$ must be antisymmetric, that is:

$$G_{ij}^T = -G_{ji}. \tag{3.4}$$

In the sequel, we will denote $S_{G_{ij}}$ the quantity:

$$S_{G_{ij}} := \max \left( \max_k \sum_q |g_{ij}^q| , \max_q \sum_k |g_{ij}^k| \right).$$

The Euclidian scalar product in $\mathbb{C}^K$ and the associated norm will be denoted:

$$(X|Y) = \sum_{k=1}^K X_k Y_k, \quad \text{and} \quad ||X|| = \sqrt{\sum_{k=1}^K |X_k|^2}. $$
3.3. Stability analysis for an implicit scheme. We propose the following class of time-implicit schemes, based on a Crank Nicholson time discretization:

\[
\frac{\psi^{n+1}(\xi) - \psi^n(\xi)}{\Delta t} = \gamma_i(\xi) \frac{\psi^{n+1}(\xi) + \psi^n(\xi)}{2} + \sum_{k,j} G_{i,k} c_{j,k} \frac{\psi^{n+1}_k(\xi) + \psi^n_k(\xi)}{2} + f^n_i
\]

where

\[
\psi^n_i(\xi) = (\psi_i(n\Delta t, x_1), \ldots, \psi_i(n\Delta t, x_K))^T
\]

and \( f^n_i = (f_i(n\Delta t, x_1), \ldots, f_i(n\Delta t, x_K))^T \). In a more condensed way, (3.5) can be written:

\[
\frac{\psi^{n+1}(\xi) - \psi^n(\xi)}{\Delta t} = \Gamma_i \frac{\psi^{n+1}(\xi) + \psi^n(\xi)}{2} + G \sum_j Q_j \frac{\psi^{n+1}_j(\xi) + \psi^n_j(\xi)}{2} + f^n
\]

where \( \psi^n(\xi) = (\psi^n_T(\xi), \ldots, \psi^n_M(\xi))^T \), \( f^n = (f^n_1T, \ldots, f^n_M)^T \), \( \Gamma_i = \text{diag}(\gamma_i(\xi) I_K) \), \( Q_j = \text{diag}(c_{i,j} I_K) \) and \( G \) is the antisymmetric block matrix defined above.

Let us now consider the quantity:

\[
E^n = \sum_i \left( \psi^n_i(\xi) \left| Q_i \psi^n_i(\xi) \right| \right) = \sum_{i,l} c_{i,l} \left| \psi^n_i(\xi) \right|^2.
\]

Note that, thanks to the positivity of coefficients \( c_{i,l} \), \( E^n \) is an energy candidate for (3.6). We have:

**Theorem 3.1.** The implicit scheme (3.6) is stable.

**Proof.**

\[
E^{n+1} - E^n = \sum_i \left( Q_i (\psi^{n+1}_i(\xi) + \psi^n_i(\xi)) \right) \left| \psi^{n+1}_i(\xi) - \psi^n_i(\xi) \right| + \sum_i 2i \text{Im}(Q_i \psi^{n+1}_i(\xi) | \psi^n_i(\xi))
\]

\[
= \sum_i \frac{\gamma_i}{2} (Q_i (\psi^{n+1}_i(\xi) + \psi^n_i(\xi)) \left| \Gamma_i (\psi^{n+1}_i(\xi) + \psi^n_i(\xi)) \right| + \sum_i 2i \text{Im}(Q_i \psi^{n+1}_i(\xi) | \psi^n_i(\xi))
\]

\[
+ \frac{\gamma_i}{2} \sum_{j} (Q_i (\psi^{n+1}_i(\xi) + \psi^n_i(\xi)) \left| G Q_j (\psi^{n+1}_j(\xi) + \psi^n_j(\xi)) \right|).
\]

Because \( G \) is antisymmetric, we have:

\[
\sum_{i,j} (Q_i (\psi^{n+1}_i(\xi) + \psi^n_i(\xi)) \left| G Q_j (\psi^{n+1}_j(\xi) + \psi^n_j(\xi)) \right|) = 0,
\]

so:

\[
E^{n+1} - E^n = \sum_i \frac{\gamma_i}{2} (Q_i (\psi^{n+1}_i(\xi) + \psi^n_i(\xi)) \left| \Gamma_i (\psi^{n+1}_i(\xi) + \psi^n_i(\xi)) \right| + \sum_i 2i \text{Im}(Q_i \psi^{n+1}_i(\xi) | \psi^n_i(\xi))
\]

\[
= \frac{\gamma_i}{2} \sum_{i,l} \gamma_i(\xi) c_{i,l} \left| \psi^{n+1}_i(\xi) + \psi^n_i(\xi) \right|^2 + \sum_i 2i \text{Im}(Q_i \psi^{n+1}_i(\xi) | \psi^n_i(\xi))
\]

As \( E^{n+1} - E^n \) is real, we have:

\[
E^{n+1} - E^n = \frac{\gamma_i}{2} \sum_{i,l} c_{i,l} \text{Re}(\gamma_i(\xi)) \left| \psi^{n+1}_i(\xi) + \psi^n_i(\xi) \right|^2 \leq 0.
\]

\( \square \)
3.4. Stability analysis for explicit schemes. In this section, we propose a class of two-steps explicit schemes of the form:

\[ \psi_i^{n+1}(\xi_l) = a_{li} \psi_i^n(\xi_l) + b_{li} \sum_k G_{ik} \sum_j b_{jk} \psi_k^n(\xi_j) + b_{li} f_i^n \]  

where \( a_{li} \in \mathbb{C}, |a_{li}| < 1 \) and \( b_{jk} \in \mathbb{R}_+ \) are depending both on time approximation and \( \gamma_i(\xi_l) \) choices, and \( G \) is the antisymmetric block matrix associated to operator \( \mathcal{G} \).

Let us now study the stability of (3.7). We consider the functional:

\[ E^n = \sum_{i,l} \| \psi_i^n(\xi_l) \|^2_2 + \text{Re} \left( \psi_i^{n+1}(\xi_l) | \psi_i^{n-1}(\xi_l) \right). \]

**Lemma 3.2.** If

\[ \text{Re}(a_{li}) - \frac{b_{li}}{2} \sum_{k,j} b_{jk} S_{G_{ik}} > 0 \quad \forall i,l, \]

then there exists \( K > 0 \) such that

\[ E^n \geq K \sum_{i,l} \| \psi_i^n(\xi_l) \|^2_2. \]

**Proof.** We have:

\[ E^n = \sum_{i,l} \| \psi_i^n(\xi_l) \|^2_2 + \sum_{i,l} \text{Re}(a_{li}) \| \psi_i^{n-1}(\xi_l) \|^2_2 + \sum_{i,l,k,j} b_{li} b_{jk} \text{Re} \left( G_{ik} \psi_k^n(\xi_j) | \psi_i^{n-1}(\xi_l) \right). \]

Moreover, by using the following relation:

\[ \forall \alpha \in \mathbb{R}, \forall u, v \in \mathbb{C}^K, \quad \alpha \text{Re}(u|v) = \frac{|\alpha|}{2} (\|u\|^2 + \|v\|^2 - \|u - \text{sign}(\alpha)v\|^2), \]

we get:

\[ \text{Re} \left( G_{ik} \psi_k^n(\xi_j) | \psi_i^{n-1}(\xi_l) \right) \geq \sum_{p,q} \frac{|g_{kp}^{pq}|}{2} |\psi_k^n(\xi_j, x_q) + \text{sign}(g_{kp}^{pq}) \psi_i^{n-1}(\xi_l, x_p)|^2 - \frac{S_{G_{ik}}}{2} \| \psi_i^{n-1}(\xi_l) \|^2 - \frac{S_{G_{ik}}}{2} \| \psi_k^n(\xi_j) \|^2; \]

so, as \( S_{G_{ik}} = S_{G_{ik}} \):

\[ E^n \geq \sum_{i,l} \left( 1 - \frac{b_{li}}{2} \sum_{k,j} b_{jk} S_{G_{ik}} \right) \| \psi_i^n(\xi_l) \|^2_2 + \sum_{i,l} \left( \text{Re}(a_{li}) - \frac{b_{li}}{2} \sum_{k,j} b_{jk} S_{G_{ik}} \right) \| \psi_i^{n-1}(\xi_l) \|^2_2 \]

\[ + \sum_{i,j,k,l,p,q} b_{li} b_{jk} \frac{|g_{kp}^{pq}|}{2} |\psi_k^n(\xi_j, x_q) + \text{sign}(g_{kp}^{pq}) \psi_i^{n-1}(\xi_l, x_p)|^2. \]

\[ \square \]

**Remark 2.** Note that condition (3.8) necessarily implies \( \text{Re}(a_{li}) > 0 \); the hypothesis \( |a_{li}| < 1 \) is motivated by the term \( a_{li} \psi_i^{n-1}(\xi_l) \) of (3.7).
Remark 3. Conditions of Lemma 3.2 are necessary conditions that link $\Delta t$ (in $a_{ij}$ and $b_{ij}$) and the space discretization step (in $S_{ik}$).

Let us now consider the quantity:

$$\mathcal{E}^n = E^n + E^{n-1},$$

which, under the conditions of lemma 3.2, defines an energy candidate for (3.7). Then, we have the following theorem for stability of the class of explicit schemes (3.7):

**Theorem 3.3.** Under the conditions of lemma 3.2 and if, for any $k,j$,

$$|a_{jk}|^2 + \frac{b_{jk}}{2} \sum_{i,l} |G_{ik}|^2 b_{li} \left( |a_{il}|^2 + a_{il}^2 - a_{il} \right) + b_{il} \sum_{p,q} b_{lp} \left( |a_{il} - a_{jk}| + |a_{il} - a_{jk}| \right) \leq 1$$

and

$$\text{Re}(a_{jk})(|a_{jk}|^2 - 1) + \frac{b_{jk}}{2} \sum_{i,l} b_{il} |a_{jk}|^2 + a_{jk}^2 - a_{jk} - 1 | \leq 0,$$

then the scheme (3.7) is stable.

*Proof.* After computations and reorganization, we have:

$$\mathcal{E}^{n+1} - \mathcal{E}^n = E^{n+1} - E^n$$

$$= \sum_{i,l} |a_{il}|^2 ||\psi^n_i(\xi_l)||^2 + \sum_{i,l,k,j} b_{li} b_{jk} \text{Re} \left( a_{il} \psi^n_i(\xi_l) \psi^n_k(\xi_j) \right) G_{ik} \psi^n_k(\xi_j)$$

$$+ \sum_{i,l,k,j} b_{li} b_{jk} \text{Re} \left( G_{ik} \psi^n_k(\xi_j) \psi^n_i(\xi_l) \right) + \sum_{i,l} |a_{il}|^2 \text{Re} \left( \psi^n_i(\xi_l) \psi^n_i(\xi_l) \right)$$

$$+ \sum_{i,l,k,j} b_{li} b_{jk} \text{Re} \left( a_{il} \psi^n_i(\xi_l) G_{ik} \psi^n_k(\xi_j) \right) + \sum_{i,l,k,j} b_{li} b_{jk} \text{Re} \left( G_{ik} \psi^n_k(\xi_j) \psi^n_i(\xi_l) \right)$$

$$- \sum_{i,l} \left( \left( \psi^n_i(\xi_l) \right)^2 + \text{Re} \left( \psi^n_i(\xi_l) \psi^n_i(\xi_l) \right) \right).$$

As $G_{ik} = -G_{ki}$, we have:

$$\mathcal{E}^{n+1} - \mathcal{E}^n = \sum_{i,l} (|a_{il}|^2 - 1) ||\psi^n_i(\xi_l)||^2 + \sum_{i,l} (|a_{il}|^2 - 1) \text{Re} \left( \psi^n_i(\xi_l) \psi^n_i(\xi_l) \right)$$

$$+ \sum_{i,l,k,j} b_{li} b_{jk} (a_{il} - a_{jk}) \text{Re} \left( (a_{il} - a_{jk}) \psi^n_i(\xi_l) \psi^n_k(\xi_j) \right)$$

$$= \sum_{i,l} (|a_{il}|^2 - 1) ||\psi^n_i(\xi_l)||^2 + \sum_{i,l} (|a_{il}|^2 - 1) \text{Re} \left( \psi^n_i(\xi_l) \psi^n_i(\xi_l) \right)$$

$$+ \sum_{i,l,k,j} b_{li} b_{jk} \text{Re} \left( (|a_{il}|^2 + a_{il}^2 - a_{il}^2) \psi^n_i(\xi_l) \psi^n_k(\xi_j) \right)$$

$$+ \sum_{i,l,k,j,p,q} b_{li}^2 b_{jk} b_{lp} \text{Re} \left( (a_{il} - a_{jk}) G_{ik} \psi^n_k(\xi_j) \psi^n_i(\xi_l) \right).$$

By using (3.9) and the following relation:

$$\text{Re} \left( \beta u | v \right) = \frac{1}{2} \left( ||\beta||^2 ||v||^2 + ||\beta|| ||u||^2 - ||\sqrt{\beta} u + \sqrt{\beta} v||^2 \right),$$
and after reorganization, we obtain:

\[ E^{n+1} - E^n = \sum_{i,t} (|a_{li}|^2 - 1) \|\psi^{n-1}_i(\xi_t)\|^2 \]

\[ + \sum_{i,t} (\text{Re}(a_{li})(|a_{li}|^2 - 1) + \frac{b_{l_i}}{2} \sum_{k,j} b_{jk} |a_{li}|^2 + a_{jk}^2 - \overline{a_{jk}} a_{li} - 1) \|\psi^{n-2}_i(\xi_t)\|^2 \]

\[ - \frac{1}{2} \sum_{i,l,k,j,p,q} b_{l_i}^2 b_{jk} b_{qp} \left| a_{li} - \overline{a_{jk}} G_{ip} \psi^{n-1}_p(\xi_q) + \sqrt{a_{li}^2 + a_{jk}^2 - \overline{a_{jk}} a_{li} - 1} G_{ik} \psi^{n-1}_k(\xi_j) \right|^2 \]

\[ - \frac{1}{2} \sum_{i,l,k,j} b_{l_i} b_{jk} \left| a_{li} + a_{jk}^2 - \overline{a_{jk}} a_{li} - 1 \right| + \sum_{i,l,k,j} b_{l_i} b_{qp} (|a_{li} - \overline{a_{jk}}| + |a_{li} - \overline{a_{qp}}|) \|\psi^{n-1}_k(\xi_j)\|^2 \]

By using the property \(\|G_{ik} \psi^{n-1}_k(\xi_j)\| \leq \|G_{ik}\| \|\psi^{n-1}_k(\xi_j)\|\), we then get:

\[ E^{n+1} - E^n \leq \sum_{k,j} \left( |a_{jk}|^2 - 1 \right) + \frac{b_{l_i}}{2} \sum_{k,j} \|G_{ik}\|^2 b_{l_i} \left| a_{li} + a_{jk}^2 - \overline{a_{jk}} a_{li} - 1 \right| \]

\[ + b_{l_i} \sum_{p,q} b_{qp} (|a_{li} - \overline{a_{jk}}| + |a_{li} - \overline{a_{qp}}|) \|\psi^{n-1}_k(\xi_j)\|^2 \]

\[ + \sum_{i,t} (\text{Re}(a_{li})(|a_{li}|^2 - 1) + \frac{b_{l_i}}{2} \sum_{k,j} b_{jk} |a_{li}|^2 + a_{jk}^2 - \overline{a_{jk}} a_{li} - 1) \|\psi^{n-2}_i(\xi_t)\|^2 \]

\[ - \frac{1}{2} \sum_{i,l,k,j} b_{l_i} b_{jk} \left| a_{li} + a_{jk}^2 - \overline{a_{jk}} a_{li} - 1 \right| + \sum_{i,l,k,j} b_{l_i} b_{qp} (|a_{li} - \overline{a_{jk}}| + |a_{li} - \overline{a_{qp}}|) \|\psi^{n-1}_k(\xi_j)\|^2 \]

\[ - \frac{1}{2} \sum_{i,l,k,j,p,q} b_{l_i}^2 b_{jk} b_{qp} \left| a_{li} - \overline{a_{jk}} G_{ip} \psi^{n-1}_p(\xi_q) + \sqrt{a_{li}^2 + a_{jk}^2 - \overline{a_{jk}} a_{li} - 1} G_{ik} \psi^{n-1}_k(\xi_j) \right|^2 . \]

So, if for any \(k, j\),

\[ |a_{jk}|^2 + \frac{b_{l_i}}{2} \sum_{i,t} \|G_{ik}\|^2 b_{l_i} \left| a_{li} + a_{jk}^2 - \overline{a_{jk}} a_{li} - 1 \right| + b_{l_i} \sum_{p,q} b_{qp} (|a_{li} - \overline{a_{jk}}| + |a_{li} - \overline{a_{qp}}|) \leq 1 \]

and for any \(i, t\), \(\text{Re}(a_{li})(|a_{li}|^2 - 1) + \frac{b_{l_i}}{2} \sum_{k,j} b_{jk} |a_{li}|^2 + a_{jk}^2 - \overline{a_{jk}} a_{li} - 1 \mid \leq 0\),

then \(E^{n+1} \leq E^n\), from which we deduce \(E^{n+1} \leq E^{n-1}\). Consequently, we have \(E^n \leq \max(E^0, E^1)\); from lemma 3.2, the scheme is stable. □

In section 4, where a concrete application is presented, we will consider two particular explicit scheme of the form (3.7), based on two time discretizations (the first one is rather classical, and the second can be expected to be more precise):

- in the first scheme, the time derivative is approximate by centered finite differences; we then get:

\[ \psi^{n+1}_i(\xi_t) = (1 + 2\Delta t \gamma_i(\xi_t)) \psi^{n-1}_i(\xi_t) + 2\Delta t \sum_k G_{ik} \sum_j c_{jk} \psi^n_k(\xi_j) + 2\Delta t f^n_i \]
which, after change of variable \( \tilde{\psi}_n^{i+1}(\xi) = \psi_n^{i+1}(\xi) \sqrt{\frac{c_{li}}{2\Delta t}} \), is rewritten under the form (3.7) with:

\[
a_{li} = 1 + 2\Delta t \gamma_i(\xi) \quad \text{and} \quad b_{jk} = \sqrt{2\Delta t c_{jk}}.
\]

- the second scheme is based on another time discretization described in appendix A, and can be considered in the case where \( \gamma_i(\xi) \) is real (\( \gamma_i(\xi) = -\xi \) for example). It is written:

\[
\psi_n^{i+1}(\xi_l) = e^{\gamma_i(\xi_l)2\Delta t} \psi_n^{i-1}(\xi_l) + \frac{e^{\gamma_i(\xi_l)2\Delta t}}{\gamma_i(\xi_l)} \left( \sum_k G_{ik} \sum_j c_{jk} \psi_n^k(\xi_j) + f_n^i \right);
\]

after change of variable \( \tilde{\psi}_n^{i+1}(\xi) = \psi_n^{i+1}(\xi) \sqrt{\frac{c_{li}}{2\Delta t}} \), (3.13) is rewritten under the form (3.7) with:

\[
a_{li} = e^{\gamma_i(\xi_l)2\Delta t} \quad \text{and} \quad b_{jk} = \sqrt{\frac{e^{\gamma_k(\xi_j)2\Delta t} - 1}{\gamma_k(\xi_j)}}.
\]

The stability of those particular schemes is obtained as corollary of the general stability theorem 3.3:

**Corollary 3.4.** Under conditions of lemma 3.2, and if \( \Delta t \) is small enough, the two schemes (3.7,3.12) and (3.7,3.14) are stable.

**Proof.** For the first scheme, we have:

\[
a_{li} = 1 + 2\Delta t \gamma_i(\xi_l) \quad \text{and} \quad b_{jk} = \sqrt{2\Delta t c_{jk}},
\]

so that, by supposing \( \Delta t \) small enough, conditions (3.10) and (3.11) are respectively equivalent to:

\[
1 + 4\Delta t \operatorname{Re}(\gamma_l(\xi)) \leq 1 \quad \text{and} \quad 4\Delta t \operatorname{Re}(\gamma_k(\xi)) \leq 0,
\]

which are both verified thanks to the property \( \operatorname{Re} \gamma \subset \mathbb{R}^- \).

For the second scheme, we have:

\[
a_{li} = e^{\gamma_i(\xi_l)2\Delta t} \quad \text{and} \quad b_{jk} = \sqrt{\frac{e^{\gamma_k(\xi_j)2\Delta t} - 1}{\gamma_k(\xi_j)}},
\]

so if \( \Delta t \) is small enough:

\[
a_{li} \sim 1 + 2\Delta t \gamma_i(\xi_l) \quad \text{and} \quad b_{jk} \sim \sqrt{2\Delta t c_{jk}},
\]

and the same analysis as for the first scheme can be made. \( \square \)

4. **Application to a porous wall model.**

4.1. **Problem under consideration.** In the context of aircraft motors noise reduction in aerospace industry, specific porous wall was proposed in [5] for absorption of a wide part of the energy of incident acoustic waves. The following frequency model of such a material has been established from analysis of harmonic propagating waves:
(4.1) \[
\begin{align*}
    e^{i\omega} \rho_{\text{eff}}(i\omega) \hat{u} + \partial_x \hat{P} &= 0 \\
    e^{i\omega} \chi_{\text{eff}}(i\omega) \hat{P} + \partial_x \hat{u} &= 0
\end{align*}
\]
with \( \rho_{\text{eff}}(i\omega) = \rho + a \frac{\sqrt{1 + \beta \omega}}{i\omega} \) \( \chi_{\text{eff}}(i\omega) = \chi(1 - \beta + \frac{i\omega}{\omega + a \sqrt{1 + \beta \omega}}) \),

where \( \hat{u} \) and \( \hat{P} \) designate the Fourier transforms of the velocity and the pressure in the porous medium, \( \varepsilon \) denotes the thickness of the porous wall\(^3\), \( \rho_{\text{eff}}(i\omega) \) and \( \chi_{\text{eff}}(i\omega) \) are respectively the so-called effective density of Pride et al. [16] and the effective compressibility of Lafarge [8] and the physical parameters \( \rho_0, \alpha_\infty, \gamma, \alpha, \chi, \Lambda, \Lambda' \) are respectively the density and pressure at rest, the dynamic viscosity, the specific heat ratio, the tortuosity, the high frequency characteristic length of the viscous incompressible problem and the high frequency characteristic length of the thermal problem. Note that all these parameters are positive by nature.

The aim of this section is to perform temporal simulations of these equations, based on the schemes previously studied. In the time domain, (4.1) can be written (by replacing \( p = i\omega \) by \( \partial_t \)):

\[
(4.2) \quad \begin{bmatrix}
    H_1(\partial_t) & 0 \\
    0 & H_2(\partial_t)
\end{bmatrix}
\begin{bmatrix}
    u \\
    P
\end{bmatrix}
= \begin{bmatrix}
    -\partial_x & 0 \\
    0 & -\partial_x
\end{bmatrix}
\begin{bmatrix}
    u \\
    P
\end{bmatrix}
\]

with:

\[
H_1(p) = \varepsilon(p + a \sqrt{1 + b p}) \quad \text{and} \quad H_2(p) = \varepsilon(p \chi)(1 - \beta + \frac{p}{p + a' \sqrt{1 + b' p}}).
\]

The analytic continuations of functions \( H_1(p)^{-1} \) and \( H_2(p)^{-1} \) are clearly decreasing at infinity and holomorphic in \( \mathbb{C} \setminus \mathbb{R}^- \). So, from theorem 2.3, the time-local formulation (2.13) of (4.2) with \( \gamma_i(\xi) = -|\xi| \) is valid. It takes the form:

\[
(4.3) \quad \begin{cases}
    \partial_t \psi(t, x, \xi) = \begin{bmatrix}
        -\xi & 0 \\
        0 & -\xi
    \end{bmatrix} \psi(t, x, \xi) + \begin{bmatrix}
        0 & -\partial_x \\
        -\partial_x & 0
    \end{bmatrix} \begin{bmatrix}
        \nu_1(t, x, \xi) \\
        \nu_2(t, x, \xi)
    \end{bmatrix} \\
    u = \nu_1(t, x, \xi) \\
    P = \nu_2(t, x, \xi)
\end{cases}
\]

After computations, the \( \gamma \)-symbol \( \nu_i \) associated to operator \( H_i(\partial_t)^{-1} \) are expressed (\( \delta \) denotes Dirac measure):

\[
\nu_1(\xi) = \frac{a}{\pi \varepsilon \rho \xi^2 + \frac{a}{2} - \frac{a}{2}} 1_{\xi > 2a} + k_1 \delta(\xi - \xi_1),
\]

\[
\nu_2(\xi) = \frac{a' \beta}{\pi \varepsilon \chi \xi^2 (1 - \beta)^2 + \frac{a'}{2} - \frac{a'}{2}} 1_{\xi > 2a'} + \frac{1}{\varepsilon \chi} \delta(\xi - \xi_1) + k_2 \delta(\xi - \xi_2),
\]

with

\[
\xi_1 = \frac{a(\sqrt{17} - 1)}{4} > 0, \quad \xi_2 = \frac{a'(\sqrt{1 + 16(1 - \beta)^2} - 1)}{4(1 - \beta)^2} > 0,
\]

\[
k_1 = \frac{1}{\varepsilon \rho \sqrt{1 + 17}} > 0, \quad \text{and} \quad k_2 = \frac{\beta(\sqrt{1 + 16(1 - \beta)^2} - 1)}{\varepsilon \chi (1 - \beta) \sqrt{1 + 16(1 - \beta)^2}} > 0.
\]

\(^3\)In the model, the unit of length for \( x \) is \( \varepsilon \), so \( x \in [0, 1] \).
For the $\xi$-discretization, we consider the classical interpolation functions:

$$
\Lambda_l(\xi) = \frac{\xi - \xi_{l-1}}{\xi_l - \xi_{l-1}} 1_{[\xi_{l-1}, \xi_l]}(\xi) + \frac{\xi_{l+1} - \xi}{\xi_{l+1} - \xi_l} 1_{[\xi_l, \xi_{l+1}]}(\xi)
$$

and coefficients $c_{li}$ are computed by simple quadrature of $\int \nu_i(\xi) \Lambda_l(\xi) \, d\xi$.

4.2. Numerical schemes. In this example, $G = \begin{bmatrix} 0 & -\partial_x \\ -\partial_x & 0 \end{bmatrix}$. We use centered finite differences to approximate the derivative operator $\partial_x$, so the matrix of $x$-discretization $G$ is given by:

$$
G = \begin{bmatrix} 0 & G_{12} \\ G_{21} & 0 \end{bmatrix}
$$

with $G_{12} = G_{21} = \frac{1}{2\Delta x} \begin{bmatrix} 0 & -1 \\ 1 & 0 & -1 \\ \cdot & \cdot & \cdot \\ 1 & 0 & -1 \\ 1 & 0 \end{bmatrix}$.

Note that this matrix is antisymmetric, so that the schemes studied in section 3 can be used. Then, we consider:

- the implicit scheme:
  \begin{equation}
  \frac{\psi^{n+1}(\xi_l) - \psi^n(\xi_l)}{\Delta t} = -a_l \psi^n(\xi_l) + \psi^n(\xi_l) + G_{12} \sum_j c_{j2} \psi^{n+1}(\xi_l) + \psi^n(\xi_l) + f^n_l,
  \end{equation}

- the two particular explicit schemes of the form:
  \begin{equation}
  \begin{cases}
  \psi^{n+1}_1(\xi_l) = a_{11} \psi^{n-1}_1(\xi_l) + b_{11} G_{21} \sum_j c_j b_{12} \psi^n_j(\xi_l) + b_{11} f^n_l, \\
  \psi^{n+1}_2(\xi_l) = a_{22} \psi^{n-1}_2(\xi_l) + b_{22} G_{12} \sum_j c_j b_{21} \psi^n_j(\xi_l) + b_{22} f^n_l,
  \end{cases}
  \end{equation}

respectively obtained with:

$$
a_{li} = 1 - 2\Delta t \xi_l, b_{jk} = \sqrt{2\Delta t c_{jk}} \quad \text{and} \quad a_{li} = e^{-\xi_l \Delta t}, b_{jk} = \sqrt{c_{jk} e^{-\xi_l \Delta t} - 1}. 
$$

4.3. Physical interpretation of stability conditions. Obviously, to be able to correctly simulate wave propagation phenomena, explicit schemes necessarily have a numerical influence velocity at least equal to the maximal velocity of wave fronts in the medium under consideration. When this is not the case, a consistent explicit scheme cannot be convergent and is therefore unstable. So, it can be expected that the stability conditions of section 3.4 applied to (4.5) can be in some way interpreted in terms of high frequency wave velocity. More precisely: is the sufficient stability condition for (4.5) “optimal” in the sense that it is close to the necessary condition mentioned above? This is studied in the present section.

Let us compute the expression of the high frequency wave velocity of model (4.2), denoted by $c$. We have:

$$
\begin{cases}
  u = -H_1(\partial_t)^{-1} \partial_x P \\
  P = -H_2(\partial_t)^{-1} \partial_x u,
\end{cases}
$$
so we get \( u = H_1(\partial_t)^{-1} H_2(\partial_t)^{-1} \partial^2_x u \). Moreover [14]:

\[
H_i(i\omega)^{-1} = \int \frac{\nu_i(\xi)}{i\omega + \xi} d\xi = \frac{1}{i\omega} \int \frac{\nu_i(\xi)}{1 + \frac{\xi}{i\omega}} d\xi, \quad i = 1, 2.
\]

So, when \( \omega \to +\infty \):

\[
H_i(i\omega)^{-1} \sim \frac{1}{i\omega} \int \nu_i(\xi) d\xi.
\]

The equation \( u = H_1(\partial_t)^{-1} H_2(\partial_t)^{-1} \partial^2_x u \) therefore behaves at high frequency as equation \( \partial^2_t u = c^2 \partial^2_x u \), with

\[
c = \sqrt{\int \nu_1(\xi) d\xi \int \nu_2(\xi) d\xi}.
\]

Similarly, we denote by \( c_d \) the high frequency wave velocity of the continuous model obtained after \( \xi \)-discretization of (4.2), in which \( H_i(i\omega) \) is replaced by its approximation \( \tilde{H}_i(i\omega) \) [14]:

\[
(4.7) \quad \tilde{H}_i(i\omega)^{-1} = \sum_j c_{ji} \frac{1}{i\omega + \xi_j} = \frac{1}{i\omega} \sum_j c_{ji} \frac{1 + \xi_j}{1 + \frac{\xi_j}{i\omega}}, \quad i = 1, 2.
\]

We have, when \( |\omega| \to +\infty \):

\[
\tilde{H}_i(i\omega)^{-1} \sim \frac{1}{i\omega} \sum_j c_{ji},
\]

which leads to a high frequency behavior of the form \( \partial^2_t u = c_d^2 \partial^2_x u \) with

\[
c_d = \sqrt{\sum_j c_{j1} \sum_j c_{j2}}.
\]

Thanks to the expression of \( c_{li} \), we then have, if \( \tilde{H}_i^{-1} \) is sufficiently close to \( H_i^{-1} \):

\[
(4.8) \quad c_d \simeq c.
\]

Moreover, \( S_{G_{12}} = S_{G_{21}} = \frac{1}{\Delta x} \), so the stability conditions of section 3.4 applied to (4.5) are:

\( \Delta t \) small enough and

\[
(4.9) \quad \forall (i,k) \in \{(1,2),(2,1)\}, \quad \forall l = 1 : L, \quad a_{li} = \frac{b_{li}}{2\Delta x} \sum_j b_{jk} > 0.
\]

For the first explicit scheme, (4.9) is expressed:

\[
(4.10) \quad \frac{\Delta x}{\Delta t} > v_d := \max_{(i,k)} \max_l \frac{\sqrt{c_{li}}}{1 - 2\Delta t \xi_l} \sum_j \sqrt{c_{jk}},
\]

where \( \frac{\Delta x}{\Delta t} \) is the numerical influence velocity of the scheme. For the second explicit scheme, the order one approximation leads to the same condition. Then, we have the following result:
**Proposition 4.1.** \( v_d \geq c_d \).

**Proof.** Without loss of generality, we can consider that:

\[
v_d = \max_{(i,k)} \max_{l} \frac{\sqrt{c_{li}}}{1 - 2\Delta t \xi_t} \sum_j \sqrt{c_{jk}} = \max_{l} \frac{\sqrt{c_{l1}}}{1 - 2\Delta t \xi_t} \sum_j \sqrt{c_{j2}}.
\]

So we have:

\[
c_d^2 = \sum_j c_{j1} \sum_j c_{j2} \leq \max_{l} \frac{\sqrt{c_{l1}}}{1 - 2\Delta t \xi_t} \sum_j \sqrt{c_{j2}} \leq \max_{l} \frac{\sqrt{c_{l1}}}{1 - 2\Delta t \xi_t} \sum_j \sqrt{c_{j2}} \leq \left( \max_{l} \frac{\sqrt{c_{l1}}}{1 - 2\Delta t \xi_t} \right)^2 \left( \sum_j \sqrt{c_{j2}} \right)^2 = v_d^2.
\]

\( \square \)

As expected, we deduce from (4.10) and proposition 4.1 that the numerical influence velocity of the scheme necessarily satisfies:

\[
\frac{\Delta x}{\Delta t} > c_d.
\]

The sufficient stability condition (4.10) is of course not necessary. However, in numerical results of paragraph 4.4, the gap between this condition and the instability of the scheme is small: then, this condition is quasi optimal in this case.

**Remark 4.** The numerical velocity \( v_d \) of (4.5) could also be compared to the one of a (theoretical) scheme in which the variable \( \xi \) remains continuous, by considering the continuous equivalent of the quantity \( v_d = \max_{(i,k)} \max_{l} \frac{\sqrt{c_{li}}}{1 - 2\Delta t \xi_t} \sum_j \sqrt{c_{jk}} \) in (4.10). Namely, by supposing by simplicity that \( \nu_i \) are positive and continuous functions\(^4\) with bounded support, that \( \Delta \xi = \xi_{i+1} - \xi_i \) is constant and with \( \Lambda = \mathbf{1}_{[\xi_i, \xi_{i+1}]} \), there exists \( \nu'_{i} \in [\nu_i(\xi_i), \nu_i(\xi_{i+1})] \) such that: \( c_{li} = \int_{\xi_i}^{\xi_{i+1}} \nu_i(\xi) d\xi = \nu'_{i} \Delta \xi \); so,

\[
\sqrt{c_{li}} \sum_j \sqrt{c_{jk}} = \sqrt{\nu'_{i}} \sum_j \sqrt{\nu'_{j}} \Delta \xi \simeq \sqrt{\nu'_{i}} \int \sqrt{\nu_k(\xi)} d\xi,
\]

and therefore, with \( \Delta t \) such that \( 1 - 2\Delta t \xi \geq 0 \) for any \( \xi \in \text{supp} \nu_1 \cup \text{supp} \nu_2 \):

\[
v_d \simeq \max_{(i,k)} \max_{l} \frac{\sqrt{\nu'_{i}}}{1 - 2\Delta t \xi_t} \int \sqrt{\nu_k(\xi)} d\xi \leq v := \max_{(i,k)} \frac{\nu_i(\xi)}{1 - 2\Delta t \xi_t} \int \sqrt{\nu_k(\xi)} d\xi.
\]

Then, similarly to proposition 4.1, it can be easily shown that \( v > c \). Note however that besides the boundness of \( \text{supp} \nu_i \) which is a quite unrealistic hypothesis, this estimation can be in some cases excessively pessimist.

**4.4. Numerical results.** We give in this section some numerical results obtained with the explicit schemes. The values of parameters are [5]:

\[
\Lambda = \Lambda' = 0.1 \times 10^{-3} \text{ m}, \rho_0 = 1.2 \text{ kg.m}^{-3}, P_0 = 10^5 \text{ Pa}.
\]

\[
\mu = 1.8 \times 10^{-5} \text{ kg.m}^{-1}.s^{-1}, \gamma = 1.4, \alpha_\infty = 1.3, e = 5 \times 10^{-2} \text{ m}.
\]

The frequency responses of the approximations of \( H_1(\partial_t)^{-1} \) obtained with (4.7) are given in figure 4.1. Only 15 (resp. 20) \( \xi_t \) are used to approximate \( H_1(\partial_t)^{-1} \) (resp. \( H_2(\partial_t)^{-1} \)) on a range of 6 decades with a good accuracy.

\(^4\)Dirac and \( L^1_{\text{loc}} \) components could be similarly treated up to suitable technical adaptations.
For illustration, the evolution of $P$ obtained from simulation with explicit schemes is shown in figure 4.2 (the two curves are superposed); the $x$-domain of (4.2) is $\Omega = [0, 1]$ and boundary conditions are:

$$P(t, 0) = (1 - \cos(2\pi ft)) 1_{[0, \frac{1}{f}])(t), \quad u(t, 1) = 0,$$

with $f = 5 kHz$. We can clearly observe the dissipation and dispersion due to operator $H(\partial_t)$.

In figure 4.3 we can see at a particular time, the functions $\psi_1$ which are involved in the synthesis of $u$. 

---

**Fig. 4.1.** Exact (—) and approximate (- - -) frequency responses of operators $H_1(\partial_t)^{-1}$ (at left) and $H_2(\partial_t)^{-1}$ (at right)
Fig. 4.2. Evolution of $\tilde{P} = \sum_l b_{l2} \psi_2(\xi_l)$ (N.B: the unit of length for the $x$-axis is $10^{-2} m$)

Fig. 4.3. Functions $\psi_l(t, \xi_l)$ $l = 1 : L$ at time $t = 1.3 ms$
4.5. **Comparison between experimental and theoretical stability conditions.** In the case of explicit schemes, the (sufficient) stability conditions are:

- **condition 1.** $\Delta t$ small enough,
- **condition 2.** $a_l - \frac{b_l}{2\Delta x} \sum_k b_{kj} > 0$.

We propose to compare from numerical simulations the stability condition 2 with the experimental one. In the same conditions as previously, for different values of $\frac{\Delta t}{\Delta x}$, we test the experimental stability of the schemes and verify if condition 2 is satisfied or not. The results are presented in table 4.1 (resp. in table 4.2) for the first (resp. the second) scheme. In the two cases, the results confirm that condition 2 is a sufficient stability condition. Because the interval of $\frac{\Delta t}{\Delta x}$ values for which condition 2 is not verified whereas the scheme remains stable is small, this condition is in fact “almost necessary”.

Finally, to make the link with section 4.3, we can remark that the experimental stability bounds are intimately linked to propagation velocities. Indeed, the values of velocities defined in section 4.3 are (in length unit $e$ per second):

- $c = 5992$, $c_d = 5038$ and $v_d = 6856$,
- which correspond to the physical values $c = 299.6$ m.s$^{-1}$, $c_d = 251.9$ m.s$^{-1}$ and $v_d = 342.8$ m.s$^{-1}$.

We can remark that, as expected, the schemes become unstable when $\frac{\Delta t}{\Delta x} \leq \frac{1}{c_d} \approx \frac{1}{1.198 \times 10^{-4}} = c_d$, that is when the numerical propagation velocity is less than the model’s one.

### Table 4.1

**First explicit scheme**

<table>
<thead>
<tr>
<th>value of $\Delta t/\Delta x$</th>
<th>condition 2</th>
<th>Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\leq 1.47 \times 10^{-4}$</td>
<td>verified</td>
<td>yes</td>
</tr>
<tr>
<td>from $1.48 \times 10^{-4}$ to $1.97 \times 10^{-4}$</td>
<td>not verified</td>
<td>yes</td>
</tr>
<tr>
<td>$\geq 1.98 \times 10^{-4}$</td>
<td>not verified</td>
<td>no</td>
</tr>
</tbody>
</table>

### Table 4.2

**Second explicit scheme**

<table>
<thead>
<tr>
<th>value of $\Delta t/\Delta x$</th>
<th>condition 2</th>
<th>Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\leq 1.47 \times 10^{-4}$</td>
<td>verified</td>
<td>yes</td>
</tr>
<tr>
<td>from $1.48 \times 10^{-4}$ to $1.98 \times 10^{-4}$</td>
<td>not verified</td>
<td>yes</td>
</tr>
<tr>
<td>$\geq 1.99 \times 10^{-4}$</td>
<td>not verified</td>
<td>no</td>
</tr>
</tbody>
</table>

**Appendix A. A particular time discretization.**

For a linear differential system in $C^M$:

$$\partial_t \varphi = A \varphi + Bw, \quad \varphi(0) = 0,$$

the solution $\varphi$ is given by:

$$\varphi(t) = \int_0^t e^{A(t-s)} B w(s) \, ds.$$  

For $w$ constant in $[t - \Delta t, t + \Delta t]$, we have:

$$\varphi(t+\Delta t) = \int_0^{t-\Delta t} e^{A(t+\Delta t-s)} B w(s) \, ds + \int_{t-\Delta t}^{t+\Delta t} e^{A(t+\Delta t-s)} \, dsB w(t) = F \varphi(t-\Delta t) + Gw(t),$$
with $F = e^{2\Delta tA}$ and $G = A^{-1}(e^{2\Delta tA} - I)B$. So we get the following numerical scheme:

$$\phi^{t+\Delta t} = F\phi^{t-\Delta t} + Gw^t.$$ 

Note that this scheme is especially useful in the case where $A$ is diagonal.

REFERENCES


