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Abstract

Resilience, the capacity for a system to recover from a perturbation so as to keep its properties and functions, is of growing concern to a wide range of environmental systems. The challenge is often to render this concept operational without betraying it, nor diluting its content. The focus here is on building on the viability theory framework of resilience to extend it to discrete-time stochastic dynamical systems. The viability framework describes properties of the system as a subset of its state space. This property is resilient to a perturbation if it can be recovered and kept by the system after a perturbation: its trajectory can come back and stay in the subset. This is shown to reflect a general definition of resilience. With stochastic dynamics, the stochastic viability kernel describes the robust states, in which the system has a high probability of staying in the subset for a long time. Then, probability of resilience is defined as the maximal probability that the system reaches a robust state within a time horizon. Management strategies that maximize the probability of resilience can be found through dynamic programming. It is then possible to compute a range of statistics on the time for restoring the property. The approach is illustrated on the example of lake eutrophication and shown to foster the use of different indicators that are adapted to distinct situations. Its relevance for the management of ecological systems is also discussed.
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1 Introduction

Resilience has growingly been regarded as a central concept for many ecological systems, as well as for many human systems relying on ecosystem services. Indeed, resilience is related to the continued existence and sustainability of these systems in an era of upcoming widespread changes [e.g. 15, 30]. Since the original definition of resilience in ecology by [21], there has been a flurry of definitions of the concept in related fields [5], while it can be tackled at different levels of abstraction [6]. In this context, and in order not to lose what is meant by resilience, one central challenge is to introduce generic computational frameworks that can at the same time accurately reflect the concept and produce case-specific indicators.
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This paper aims at tackling this issue for discrete-time stochastic dynamical systems. It builds on the viability theory framework of resilience, initially introduced in [26] for deterministic systems, and to which a book has recently been devoted [11]. It focuses on extending this framework to the stochastic case through the use of computational techniques based on dynamic programming. The viability framework generalizes the current mathematical definitions of the concept of resilience without betraying its intuitive sense. In this respect, we consider that the viability approach responds to the call from Brand and Jax [5] for a clear descriptive definition of the term of resilience, to avoid an eventual loss of its conceptual content as its use as a boundary object is spread around different research communities, for instance ecology and social sciences [1, 15, 2]. Besides, one major advantage of the viability approach is to provide with ways of computing relevant courses of action to ensure the resilience of the system. The extension presented here preserves this aspect.

The viability framework of resilience starts with the idea that it is essential to define the resilience of “what” to “what” [6]. It assumes that we are interested in the resilience of a property of the dynamical system, this property being called resilient to a perturbation if the system is able to restore it if it is lost, then keep it. In mathematical terms, a property can be described as a subset of the system state space, delimited by constraints. Resilience is related to the ability to come back and stay in this subset. Hence, this approach particularly emphasizes the possibility for restoring the property after losing it, which in our view is what distinguishes resilience from the concept of stability [17].

In this respect, the viability framework is distinct from the initial definition of resilience in ecology by [21] as the amount of perturbation a system can withstand while keeping its properties and functions. A direct implication of such a definition is the emphasis put on the considered properties and functions. The reason is that the considered resilience is of the system itself, hence of the properties and functions that define its identity. When considering the resilience of any property, possibly a minor one, we open the possibility for the system to lose the property for a while, and then to restore it. We claim that focusing on the aspects of recovery and restoration, which is put forward in the viability based framework, is pivotal to the resilience concept. There is indeed a variety of studies that relates resilience to measures of the recovery capacity of a system [e.g. 20, 25, 22, 23].

As explained in [11], the viability framework generalizes the mathematical attractor-based definitions of resilience [e.g. 4] which focus on regime shifts. Indeed, in these latter definitions, the property of interest is identified as a set of states located around selected attractors which represent a desirable regime. Resilience indicators are related to the size of the attractor basins of these attractors, namely the part of space where the system avoids to fall into bad attractor basins. If one defines the property of interest as a subset around the good attractors, then the viability framework provides similar results to the ones of the attractor based definition. However, the property of interest can be defined as any subset of the state space and therefore offers wider possibilities, especially in cases where no attractor would exist.

Moreover, the viability framework of resilience provides operational tools for computing policies of actions (or feedback rules) to keep or restore a property of interest, namely by driving the system back to the desirable subset and keeping it there. Alternative mathematical frameworks for computing resilience at best suppose that a policy of action is already defined. This is a very important practical advantage of the viability framework, as illustrated in several case studies in [11]. As any other
framework, viability has its limits and drawbacks, namely:

1) The current numerical approaches for computing the resilient states and the restoration policies are very demanding computationally because they require to discretize the state space (and also the action space). Therefore, in practice only the dynamical models with very few degrees of freedom are tractable (see [11] for further information).

2) The current viability framework only considers one-time perturbations in otherwise deterministic dynamical systems, thus not taking into account the potential impact of other uncertainty sources while computing resilience to these events.

This paper aims at overcoming the latter limit and proposes an extension of the viability framework of resilience to stochastic dynamical systems. It is based on the key assumption that uncertainty, whatever its source, can be mathematically described in two different ways. On the one hand, some of the uncertainty can be described by stochastic processes, which can be assessed under the form of probability distribution functions (pdf) and reduced by experience [3, 31]. Since this part of the uncertainty can be embedded into the dynamics, the system can be managed so as to be made robust to it. On the other hand, there is invariably a part of unpredictability that escapes such assessments [18, 20], as emphasized by the expression “uncertainty and surprise” found in the literature [15, 16, 2]. This second uncertainty source generally refers to events that initiate potentially major disturbances, and to which the resilience of the system must be assessed.

From a technical point of view, the present work uses the stochastic extensions to viability theory in the discrete-time case [8, 13] and builds on the robust and stochastic viability frameworks, both based on dynamic programming, and which have been successfully applied to fisheries management [12, 9, 14, 27]. One can expect three main differences between the deterministic and stochastic viability frameworks:

1) The viability kernel is a subset of the state space of a deterministic system in which the system can keep the property if it remains undisturbed. Stochastic viability kernels only guarantee that the system will keep the property with a given probability by a given time horizon, but this is also a guarantee that the system is robust to the uncertainty sources described by the stochasticity of its dynamics.

2) The single optimal trajectory for reaching the deterministic viability kernel is replaced by a set of trajectories. This fosters the definition a probability of resilience, the probability of reaching the stochastic viability kernel by a given time horizon. Besides, the single resilience indicator that prevails in the deterministic case (e.g. the inverse of the restoration cost as in [26]) is replaced by a pdf for the times or costs of restoration. Resilience indicators are derived from statistics on this pdf.

3) Contrary to what happens with deterministic viability, the time horizon considered for the management of the system becomes of paramount importance for policy design. Policies become specifically designed to maximize the probability of being resilient by the time horizon, but are not in general meant to maximize this probability at any shorter horizon.
The paper is organized as follows. First, we recall the main concepts of the viability-based framework of resilience in the deterministic case, and illustrate it on a simple lake eutrophication model (Section 2). In section 3, we introduce the extension of the viability based framework of resilience to stochastic dynamics, defining the concepts of probability of resilience and different measures of restoration time and cost. Section 4 illustrates the approaches on the lake model, first for a given control strategy, then when controls are being optimized as resilience is computed. The relevance for the study of ecological systems is discussed in Section 5, before conclusions are drawn in Section 6.

2 Background: resilience in the deterministic case

The general problem of achieving resilience in limited time after a perturbations, considering constrained dynamics and controlled strategies, is laid out in discrete time in the deterministic case. The viability framework of resilience from [26] and [11] is then put into perspective.

2.1 Problem statement

2.1.1 Controlled dynamics

In the viability framework for resilience presented by [26], an important innovation is to introduce controls to explicitly account for the possibility to act on the system. In this framework, the policy is not fixed beforehand. Instead, the goal is to find policies that will make the system resilient. In discrete time, this means that at each time step, there is a set of possible actions that one must choose from, and a known transition equation between two consecutive dates. Let us note $X$ the state space and $x_t$ the state of the system at date $t$. Noting also $U(x_t, t)$ the set of available controls and $u_t$ the chosen control value, a typical controlled discrete-time dynamical system can be written as:

$$x_{t+1} = g(x_t, u_t)$$

(1)

2.1.2 Resilience to “what”?

In this framework we focus on resilience to a given perturbation. There is no assumption on the nature or amplitude of the perturbation. Indeed, we place ourselves in the post-perturbation state of the system. Resilience of any state to any perturbation can then be assessed by looking at the new state of the system after the perturbation.

2.1.3 Management objectives and constraints

The system has some properties that are deemed desirable. We assume that these properties can be mathematically translated into state constraints, which define a set of desirable states noted $K$. The general goal then becomes to control the system so it stays within $K$.

After a perturbation, the goal becomes to ensure that the system gets back to a state where its dynamics are going to keep it within $K$ for as long as it is not disturbed again. Management also has a time frame, or time scale of interest, which we will note $T$. This is the time by which the system’s properties ought to be restored.
2.1.4 Management strategies

The objectives are achieved through management strategies. A strategy can be represented by a function which associates a control to any date \(0 \leq t \leq T - 1\) and to any state \(x\). A strategy can be described at each time step by a feedback map, an application from \(X\) into \(U(x, t)\) (or from \(K\) if we only want to see whether the system leaves \(K\)). In this work, strategies will be determined depending on the time horizon. Consequently, we choose to reference a feedback maps are referenced by their time distance to the horizon. A strategy is given, in chronological order, by the following succession of feedback maps:

\[
f = (f_T, f_{T-1}, \ldots, f_1)
\]

Equation (2)

Controls at any date \(t \leq T\) are deduced from equation (3):

\[
\begin{align*}
  u_t & = f_{T-t}(x) \\
  u_t & \in U(x, t)
\end{align*}
\]

Equation (3)

We can also introduce the notation \(F(T)\) for the set of all strategies \(f\) with a time horizon \(T\). For a given \(f\), it is possible to recursively compute all the states from the initial state \(x_0\) to the final state \(x_T\). Indeed, equation (1) can be written anew using equation (3) through:

\[
x_{t+1} = g(x_t, f_{T-t}(x_t))
\]

Equation (4)

Thus, we can define the trajectory \(g_f\) starting from the initial state \(x_0\) and using the strategy \(f\) as:

\[
\forall t \in [0, T], \quad x_t = g_f(t, x_0)
\]

Equation (5)

Figure 1 summarizes the notations introduced in this section for a horizon \(T\) and the associated strategy \(f\). The choice of a strategy (equation (2)) allows for the computation of controls (equation (3)). Successive states can then be computed through equation (1), leading to the computation of trajectories (equation (5)).

2.2 The viability kernel

Prior to assessing resilience, one must determine which are the desirable states of \(K\) for which the dynamics can keep the system properties until another perturbation occurs, however long it may take for that to happen. In order to guarantee that, the properties need to be kept for a length of time much greater than the time scale of interest, \(T\). Resilience will then be the ability to reach one of these states.

Under the framework of viability theory, the set of all the states for which there is a control strategy such that the system can be maintained inside the set of desirable states throughout a period of time \(\tau \gg T\) is called the viability kernel. In discrete time, it can be formally defined as the set of initial states for which there exists a trajectory that does not leave \(K\) during \(\tau\) time steps:

\[
\text{Viab}(\tau) = \{ x_0 \in K \mid \exists f \in F(\tau), \quad \forall t \leq \tau, \quad x_t = g_f(t, x_0) \in K \}
\]

Equation (6)
and for simplicity, the notation \( \text{Viab} \) will be used instead of \( \text{Viab}(\tau) \) in the remainder of Section 2.

In practice, several algorithms exist to determine which states belong to the viability kernel [28, 10]. Its computation also yields the set of controls which maintain the system, which are called the viable controls. Thus, it incorporates the impacts of management policies, and implicitly optimizes them.

### 2.3 Viability-based definition of resilience

This section puts into perspective the results from [26] and [11] about resilience to a single perturbation in an otherwise deterministic system. Resilience is associated to the possibility of getting back to the viability kernel in a relevant time frame, denoted by the horizon \( T \).

Let us first consider a given strategy \( f \) at horizon \( T \), with the only constraint that at any date and for any state within the viability kernel \( f_{T-t}(x) \) is a viable control. One can then define what is called a resilience basin in [11]: the set of states for which the system is brought back to the viability kernel in a horizon \( t \leq T \). This notion can first be written for a given strategy:

\[
B_{\text{res}}(f, t) = \{ x \in X \mid g_{f}(t, x) \in \text{Viab} \}
\]  

(7)

For \( t_1 < t_2 \), since any trajectories that reaches the viability kernel by \( t_1 \) can also reach it if given a greater time horizon, we have \( B_{\text{res}}(f, t_1) \subseteq B_{\text{res}}(f, t_2) \). The union of all the resilience basins is \( B_{\text{res}}(f, T) \), and it is the set of resilient states for the strategy \( f \), from which the system can recover by getting back to the viability kernel in \( T \) time steps or less.

Yet, one has many strategies at her disposal, and may want to find the set of all the states for which it is possible to bring the system back to the viability kernel in a horizon \( t \leq T \). This brings about a different definition of a resilience basin:

\[
B_{\text{res}}(t) = \{ x \in \mathbb{R}^n \mid \exists f \in F(t), \ g_{f}(t, x) \in \text{Viab} \} \]

(8)

The implicit difference between equations (7) and (8) is that in the latter, controls have been optimized to find trajectories that ensure the resilience of the system by the chosen time horizon. In this work, we choose to use dynamic programming to carry out this optimization. Dynamic programming is a recursive algorithm which enables to optimize a value function, noted \( V_{d}(t, x) \) in this deterministic case, at each horizon \( t \). It progresses backwards from date \( T \) (horizon 0) to the initial date (horizon \( T \)). It yields the same results in the deterministic case as algorithms like KAVIAR [10] used by [11], but will be extended to the uncertain case in Section 3. Like any recursive algorithm, it works based on an initial equation and a transition equation. Here, initialization comes from the fact that resilience at a time horizon of 0 is the fact of belonging to the viability kernel:

\[
V_{d}(0, x) = \begin{cases} 
1 & \text{if } x \in \text{Viab} \\
0 & \text{if } x \notin \text{Viab}
\end{cases}
\]  

(9)

Then the algorithm progresses recursively by incrementing the horizon considered from 0 to \( T \) thanks
to the following transition equation:

\[ \forall t \in [1, T], \ V_d(t, x) = \max_{u \in U(x, t-1)} V_d(t-1, g(x, u)) \]  \hspace{1cm} (10) 

This value function can only take values 0 and 1. The work by [13] links the computation of \( V_d \) with the resilience basins \( B^{\text{res}}(t) \) (see Appendix A for the proof):

\[ B^{\text{res}}(t) = \{ x \in X \mid V_d(t, x) = 1 \} \]  \hspace{1cm} (11) 

The set of resilient states is the resilience basin \( B^{\text{res}}(T) \). The definitions introduced in this section are graphically summarized in Figure 2. A great strength of the viability framework is to dynamically compute the optimal controls and the resilience basins at the same time. One can thus the restoration time at \( x \in B^{\text{res}}(T) \), which can be handily defined as the minimal horizon for which a trajectory starting at \( x \) can reach the viability kernel:

\[ t^*(x) = \min_{t \leq T} \{ t \mid x \in B^{\text{res}}(t) \} \]  \hspace{1cm} (12) 

and the associated optimal policies are defined by recurrence. For \( x \) outside the viability kernel, and \( t^*(x) > 0 \), any control that enables the system to reach \( B^{\text{res}}(t^*(x) - 1) \) preserves the possibility for the properties to be restored by the horizon \( t^* \). Besides, the controls only need to be set once, so that in the deterministic case, the same feedback map can be used regardless of the horizon. This will not be true in the stochastic case which we introduce now.

3 Resilience computations in uncertain discrete-time systems

This section presents the extension of the previous framework to stochastic systems, which is the main contribution of this paper. Uncertainty is first introduced into the modeling framework described by Section 2.1. A stochastic equivalent of the viability kernel is introduced to describe the safe states of the system. Since one can no longer guarantee that a set can be reached with probability one after a minimal amount of time, we choose to focus on maximizing the probability of being resilient by reaching the stochastic viability kernel. We thus introduce the notion of probability of resilience, before showing how quantities that can be related to a variety of possible resilience indicators can be handily computed thanks to this notion.

3.1 Incorporating uncertainty

Uncertainty in a modeling framework such as that of Section 2.1 can arise from numerous sources [31]. Yet, here we are concerned with how uncertainty can be modeled, rather than where it comes from. Knowledge about uncertainty can be imperfect [29], so that no pdf can capture all of the uncertainty, especially that related to large events. As mentioned in the introduction, the key assumption used here is to consider that aside from large uncertain perturbations which might happen from time to time, the rest of the uncertainty can be modeled at each time step using random variables for which a pdf can be defined. Then, we compute resilience to a given large, unknown event while taking into
account the sequential effects of smaller events which may be described in stochastic terms at each time step.

When considering uncertainty, the dynamic $g$ of equation (1) has to be modified. Following [13], let us assume the existence of a known dynamic $g$ which incorporates a vector $\varepsilon$ of all uncertainties, whether they concern the dynamic itself or the state, control or parameter variables. We get:

$$ x_{t+1} = g(x_t, u_t, \varepsilon_t) $$

(13)

Let us now suppose that the state space $X$ has been discretized, which is the case in practice. Discretization methods are not within the scope of this paper. We note $\hat{X}$ the points of the discrete grid.

The rest of Section 2.1 is kept unchanged. In particular, the notion of strategy $f \in F(T)$ is kept; unlike what happens in deterministic viability, one should not expect the feedback map to be the same for two different values of the horizon $T$. We also keep the notion of trajectory associated to a strategy, but we are now faced with a set of trajectories which depends on the events $\varepsilon_0, \varepsilon_1, \text{etc}$. Thus, $g_f(t, x_0)$ becomes a random variable.

The use of dynamic programming as an essential tool of stochastic viability theory [13] imposes the pdfs $\varepsilon_t$ to be uncorrelated with one another. This is because dynamic programming essentially requires to travel backwards in time. What is more, in this framework, feedback optimization is only guaranteed when the $\varepsilon_t$ are independent and identically distributed (i.i.d.), which we are going to assume from now on. Uncertainty can then be made implicit in equation (13):

$$ x_{t+1} = g_t(x_t, u_t) $$

(14)

For a given state $x_t$ and decision $u_t$, the probability of the state value being $y$ at date $t+1$ will be noted using the discrete probability $\mathbb{P}(g_t(x_t, u_t) = y)$. Stochastic viability kernels will now be introduced to describe robustness to the uncertainty $\varepsilon$.

### 3.2 Robustness to uncertainty

With the introduction of uncertainty, it is not possible in general to find states that ensure with unit probability that a system will retain its properties if there is no major perturbation before a date $\tau$. Instead, one can introduce the stochastic viability kernel [8], defined as the set of initial states for which the system has a probability $\beta$ or higher of keeping its properties for a duration $\tau$. Noted $\text{Viab}(\beta, \tau)$, it can be formally defined by the following equation:

$$ \text{Viab}(\beta, \tau) = \{ x_0 \in K \mid \exists f \in F(\tau), \mathbb{P}(\forall t \in [0, \tau], x_t = g_f(t, x_0) \in K) \geq \beta \} $$

(15)

For instance, $\text{Viab}(0.99, 100)$ is the set of initial states such that the system has at least 99% chance of avoiding the loss of its properties for at least a hundred time steps. An interesting case arises when $\beta = 1$: indeed $\text{Viab}(1, \tau)$ is the set of initial states $x_0$ for which the system is kept in a desirable state with certainty during $\tau$ time steps. This set is called the robust viability kernel and is an analog of the viability kernel defined in Section 2.2. The stochastic viability kernel is computed thanks to the
dynamic programming algorithm proposed by [13] (see A for details).

Like for the deterministic viability kernel, the feedbacks are being optimized, but optimization now occurs at each time horizon on the interval \([0, \tau - 1]\). Thus, dynamically computing the optimal management strategy while looking for the robust states of the system remains a major advantage of the viability approach.

Sets like \( \text{Viab}(\beta, \tau) \) with \( \beta \) close or equal to 1 and \( \tau \geq 100 \) can be seen as the set of system states where the desirable properties of the system hold (almost) certainly despite the onset of quantifiable uncertainties or disturbances. Therefore stochastic viability kernels are sets where the system properties are robust to the uncertainty sources modeled by the process \( \varepsilon \), and the parameters \( \beta \) and \( \tau \) describe the extent of such robustness. The term \( \varepsilon \)-robustness is here used to designate the property of state within a stochastic viability kernel. However, the focus of this work is to compute resilience to a large unexpected perturbation, and a new notion is needed to extend to the stochastic case the viability framework, which precisely dealt with resilience to such events in the deterministic case.

### 3.3 Probability of resilience

Let us now assume that one has computed a stochastic (or robust) viability kernel \( \text{Viab}(\beta, \tau) \), the set of states for which the system’s properties are guaranteed to be \( \varepsilon \)-robust. The conceptual notion of resilience can then be operationalized through the possibility of reaching this set in a given time frame \( T \). This is very similar to what is done in the deterministic case, except that reaching \( \text{Viab}(\beta, \tau) \) now guarantees \( \varepsilon \)-robustness to quantifiable uncertainty. Besides, the considered horizon \( T \) has to be small compared to the time scale \( \tau \) during which the system can be maintained with a high probability, so that the condition \( T < \tau \) holds, like in Section 2.

For a given strategy \( f \in \mathcal{F}(T) \), the probability of getting into a given \( \text{Viab}(\beta, \tau) \) by a date \( t \leq T \) is the capacity to recover from a perturbation under this strategy. It is noted \( \mathbb{P}_{\text{Res}}(f, t, x) \):

\[
\mathbb{P}_{\text{Res}}(f, t, x) = \mathbb{P}(\exists j \in [0, t], g_f(j, x) \in \text{Viab}(\beta, \tau))
\]  

(16)

and from equation (2), the controls that are applied between dates 1 and \( t \) are those of the successive feedback maps \( (f_T, f_{T-1}, \ldots, f_{T-t}) \).

Like in the deterministic case, the objective of viability is to find the feedbacks that maximize the probability of resilience, but now specifically as the probability of reaching \( \text{Viab}(\beta, \tau) \) by date \( T \). This probability of resilience, noted \( \mathbb{P}_{\text{Res}}(T, x) \), is thus given by the value of \( \mathbb{P}_{\text{Res}}(f, T, x) \) when the strategy is optimal:

\[
\mathbb{P}_{\text{Res}}(T, x) = \max_{f \in \mathcal{F}(T)} \mathbb{P}_{\text{Res}}(f, T, x)
= \mathbb{P}_{\text{Res}}(f^*, T, x)
\]  

(17)

where the optimal strategy \( f^* \) is not necessarily unique. The probability of resilience \( \mathbb{P}_{\text{Res}}(T, x) \) represents the probability of being resilient within the considered time frame. If \( \mathbb{P}_{\text{Res}}(T, x) = 1 \), the system can always be made \( \varepsilon \)-robust, and it is resilient.

To compute the probability of resilience in this stochastic case, we use a value function \( V_s \) depending
on the horizon \( t \) and state \( x \), which is the exact analog of the deterministic \( V_d \):

\[
V_s(0, x) = \begin{cases} 
1 & \text{if } x \in \text{Viab}(\beta, \tau) \\
0 & \text{if } x \notin \text{Viab}(\beta, \tau)
\end{cases}
\]

\[
\forall t \in [1, T], \ V_s(t, x) = \begin{cases} 
1 & \text{if } x \in \text{Viab}(\beta, \tau) \\
\max_{f_t(x) \in U(x, t-\tau)} \left( \sum_{y \in \mathcal{X}} \mathbb{P}(g_x(x, f_t(x)) = y) \ V_s(t-1, y) \right) & \text{if } x \notin \text{Viab}(\beta, \tau)
\end{cases}
\]

and the value function \( V_s \) yields the maximal value of the probability of resilience (proof to be found in \( A \)):

\[
\mathbb{P}_{\text{Res}}(T, x) = V_s(T, x)
\]

and the associated optimal strategy \( f^\ast \) is given by the feedback maps \( f^\ast_{T-\tau} : x \to u_t \), computed through equation (18) at each time step. This strategy \( f^\ast = (f^\ast_T, f^\ast_{T-1}, \ldots, f^\ast_1) \) yields the maximal probability for the system to be resilient at the horizon \( T \). It can then be used to compute the probabilities \( \mathbb{P}_{\text{Res}}(f^\ast, t, x) \) of recovering the \( \varepsilon \)-robustness of the system's properties by a date \( t \leq T \).

The feedback one has to apply to a given state at a given date depend on the distance to the horizon \( T \), and thus, on the horizon itself. Indeed, the probabilities \( \mathbb{P}_{\text{Res}}(f^\ast, t, x) \) are not necessarily the maximal probability of reaching the stochastic viability kernel by \( t \). For that, one should use the optimized feedbacks \( (f^\ast_T, f^\ast_{T-1}, \ldots, f^\ast_1) \) for the respective dates \( (0, 1, \ldots, t) \). These feedbacks would yield \( \mathbb{P}_{\text{Res}}(t, x) \) which the maximal probability of being resilient with a time horizon \( t \). Yet, one should keep in mind that between the initial date and \( t \), the strategies \( (f^\ast_T, f^\ast_{T-1}, \ldots, f^\ast_1) \) and \( (f^\ast_T, f^\ast_{T-1}, \ldots, f^\ast_{T+1-t}) \) are in general different, and that only the latter maximizes the probability of being resilient at date \( t \).

The definitions introduced in this section are graphically summarized in Figure 3. One can notice differences with the resilience basins one can compute in the deterministic case (Section 2.3 and Figure 2). Due to the many possible trajectories for the optimal feedback strategy, resilience is not in general a certain property any more. As a consequence, minimizing the time to get back to the viability kernel does not make obvious sense like it does in the deterministic case. Instead, we choose to maximize the probability of getting back at a given horizon instead.

Besides, the probability of resilience is highly dependent on the prior choice of the \( \beta \) and \( \tau \). Indeed, the larger \( \beta \) and \( \tau \), the smaller the stochastic viability kernel, and the longer it takes to reach it. Yet, the more draconian the robustness criteria, the better the robustness of the system when it reaches that set, and the more meaningful it is to see resilience as the probability of reaching it. Thus when setting the parameters \( \beta \) and \( \tau \), one has to consider a tradeoff between the quality of the resilience and robustness of the properties of the system, and how costly these are to achieve. This means resilience to a large, unpredictable perturbation is defined in tandem with \( \varepsilon \)-robustness.

Eventually, the optimal feedbacks used to compute the \( \varepsilon \)-robust states and the resilient ones are not the same in general. They correspond to two distinct problems: the first is to guarantee the properties of the system against “usual” uncertainty, while the second is to make the system robust again following a perturbation. In both cases, the feedbacks are dependent on the time horizon considered.
3.4 Resilience-related indicators

Computed for a given $T$, the quantities $\mathbb{P}_{\text{Res}}(f^*, t, x)$ form a set of indicators that gives the cumulative distribution function of the time needed to get to a set where the desirable properties of the system are guaranteed to a comfortable extent against uncertainty. Yet, measures of resilience are often given through a single performance indicator. Thus, while they represent well what resilience is at the conceptual level, these quantities are not necessarily relevant operational indicators. However, they are a basis for computing virtually any indicator that represents resilience based on the time taken to reach a situation that keeps the properties of interest of a system. Indeed, the pdf of the time taken to reach an $\varepsilon$-robust set $\text{Viab}(\beta, \tau)$ is given by the difference $(\mathbb{P}_{\text{Res}}(f^*, t, x) - \mathbb{P}_{\text{Res}}(f^*, t - 1, x))$, which is the probability to reach this set exactly at date $t$.

Index computation depends on whether or not the loss of $\varepsilon$-robustness is reversible with unit probability by the date $T$. If there are states such that $\mathbb{P}_{\text{Res}}(T, x) < 1$, one can directly relate this quantity to the resilience of the system. Yet further relevant indicators related to resilience exist, especially (but not only) when $\mathbb{P}_{\text{Res}}(T, x) = 1$. One such indicator can be the expected value of the time needed to acquire the resilience property using the strategy $f^*$:

$$
E(t|f^*, x) = \sum_{t=0}^{T} (t + 1) \left( \mathbb{P}_{\text{Res}}(f^*, t + 1, x) - \mathbb{P}_{\text{Res}}(f^*, t, x) \right) \tag{20}
$$

It should be noted that $f^*$ is not necessarily the strategy that optimizes the expected entry time, and it is no equivalent to the entry time defined in the deterministic case by equation (12). Such an equivalent could be provided by tailoring the considered horizon to the state of the system, still keeping in mind that it means the feedback maps used will then change. For $x$, one would pick the shortest horizon $t_\alpha$ such that the probability of resilience $\mathbb{P}_{\text{Res}}(t, x)$ guarantees that the $\varepsilon$-robustness of the system at the horizon $t_\alpha$ with a confidence level $\alpha$. When it exists, $t_\alpha$ can be defined by:

$$
t_\alpha(x) = \min_{0 \leq t \leq T} \{ t | \mathbb{P}_{\text{Res}}(t, x) \geq \alpha \} \tag{21}
$$

and because of equation (19), it can be computed using yet again the value function $V_s$:

$$
t_\alpha(x) = \min_{0 \leq t \leq T} \{ t | V_s(t, x) \geq \alpha \} \tag{22}
$$

Both indicators $E(t|f^*, x)$ and $t_\alpha(x)$ can be used in association with the notion of resilience, and a resilience indicator can even be defined as a decreasing function of one of them. Then, this decreasing function is often the inverse function [20, 26]. In a more general way, when resilience can be achieved with a nonzero probability, a useful indicator is the cost incurred while driving the system back to the viability kernel. One can choose whether to associate it to the notion of resilience or to define resilience as a decreasing function of this cost much like in [26] (e.g. its inverse).

The equations proposed here provide one with various ways to compute resilience and related indicators while explicitly incorporating the potential effects of uncertainty. They are also an illustration of the power of dynamic programming tools when it comes to carrying out resilience computations.
4 Application to an uncertain lake model

The lake eutrophication problem can be tackled through simple nonlinear dynamics, and has been well-studied [7, 6, 24]. Here we choose, for illustrative purposes, to use the deterministic model from [26] and add uncertainty to it. Resilience computations introduced by [26] and [11] are outlined, and the added value of considering uncertainty is highlighted. The dynamics and resilience problem are laid out first, before being solved for a given strategy. Then, the interest of using stochastic viability to optimize the control strategy is emphasized.

4.1 The problem of lake eutrophication

Using the publications cited above, this section introduces the case of lake eutrophication under its simplest formulation, that is, not considering the mud dynamics. The problem is formulated much like in Section 2.1, but introduces uncertainty while introducing the system’s dynamic.

4.1.1 Uncertain controlled dynamics

The state variables are the phosphorus concentration $p$ in the lake, and the phosphorus input rate $l$. In continuous time $\theta$, the evolution of phosphorus concentration reads as follows [26]:

$$\frac{dp}{d\theta} = -bp + l + r \frac{p^q}{p^q + m^q}$$  \hspace{1cm} (23)

where the parameter $b$ is the phosphorus sink rate (e.g. the quantity that flows out of the lake), $r$ is the maximal recycling rate by algae, $m$ is the value of $p$ for which the recycling term $(rp^q)/(p^q + m^q)$ is half its maximal value, and $q$ is a dimensionless parameter, set at $q = 8$ in several studies [e.g. 26, 19].

Through dimensional analysis, the parameters $b$ and $m$ can be eliminated while $p, l$ and $r$ are turned into their respective dimensionless equivalents: the state variables $P$ and $L$, and the only remaining parameter is $R$ (see Appendix B for details). $\theta$ is also replaced by the dimensionless time $t$, and we get the new continuous-time equation:

$$\frac{dP}{dt} = -P + L + R \frac{P^8}{P^8 + 1}$$ \hspace{1cm} (24)

Let us now tackle uncertainty. For the sake of simplicity, only phosphorus input uncertainty will be considered in this example. It represents, for instance, the uncertainty that is due to the soil storage of phosphorus. A discrete-time decomposition (for which the continuous-time equivalent is given in C.1) between the mean input rate $L^*$ and a deviation is introduced:

$$L_t = L^*_t + \sigma \varepsilon_t$$ \hspace{1cm} (25)

Here $\varepsilon$ is considered i.i.d., and it is modeled by a standard normal distribution $\mathcal{N}(0,1)$, due to the common use of such distributions. $\sigma$ represents the standard deviation of the noise. Since the phosphorus input $L$ is not updated by the dynamic of equation (23), choosing $L^*$ instead of $L$ as a state variable enables the modeler to project the uncertainty over one dimension ($P$) rather than two ($L$).
and $P$). It therefore reduces the computational complexity of the problem. From now on, the state $x$ will be the couple $(L^*, P)$.

The mean phosphorus input $L^*$ can be modified due to modifications in farmers’ behavior, changes in agricultural technology, a combination of both, or other factors. Such modifications take time to take full effect, so that the rate of change in $L^*$ is bounded. One can write:

$$\begin{align*}
L^*_{t+1} &= L^*_t + u_t \\
\quad u_t &\in U(x_t) = [U_{\min}(x_t), U_{\max}(x_t)]
\end{align*}$$

(26)

where for any $x_t$, $U_{\min}(x_t) \leq 0$ and $U_{\max}(x_t) \geq 0$. In this application, the set of possible controls depends only on the state, and not on time.

The discrete time equation for the evolution of the lake is, based on the derivations from Appendix C.3:

$$P_{t+1} = g(P_t, L^*_t, u_t, \varepsilon_t)$$

(27)

We discretize the state space with a resolution $\Delta P = \Delta L^* = 0.01$, so that for a given value of the control it is possible to directly compute the probability for the state to be closest to any given point of the grid at the end of the time step. One can thus describe the evolution of the lake state from any point $x_t = (L^*_t, P_t)$ of the discrete grid to another.

4.1.2 Resilience to “what”?

By considering the post-perturbation state, this framework can allow for computing the resilience to any given perturbation. In practice, a perturbation is any event not taken into account by equation (25). Later in this work, the focus will be on sudden, single increases in the value of $L^*$ or $P$. The former represents an increase in the mean quantity to reach the lake, which can be due to the existence of a massive new phosphorus source, and its amplitude will be noted $L^*_{\text{per}}$. The latter rather represents a one-time arrival of phosphorus into the lake, which triggers an immediate increase in the phosphorus concentration $P$, and its amplitude will be noted $P_{\text{per}}$.

4.1.3 Management objectives and constraints

Phosphorus inputs are the by-product of the use of fertilizers, which benefit to farmers through an improved land productivity. However, a lake can have two regimes, and phosphorus concentration has been found to trigger a regime shift. Namely, the switch is from the oligotrophic or clear water regime, in which both ecologic and economic benefits from the lake are high, to the eutrophic or turbid water regime in which algae blooms cause oxygen depletion, leading in turn to a so-called dead lake. Therefore, this is an undesirable regime shift, and we can write the set of desirable states, which we note $K$, as:

$$K = [L^*_{\min}, L^*_{\max}] \times [0, P_{\max}]$$

(28)

where $L^*_{\min}$ corresponds to the minimum quantity of phosphorus needed for farming to remain economically viable; $L^*_{\max}$ is the maximum amount of phosphorus that farmers are willing to use; and
\( P_{\text{max}} \) is the threshold above which the lake turns eutrophic.

For the rest of this work, bounds for \( L^* \) are set at \( L_{\text{min}}^* = 0.1 \) and \( L_{\text{max}}^* = 1 \) like in [26]. We assume that the farmers will not accept to modify the value of \( L^* \) beyond the prescribed bounds, so that we can define \( U_{\text{min}}(x) \) and \( U_{\text{max}}(x) \) depending on those bounds and the maximal amplitude \( M \) at which \( L^* \) can be modified:

\[
U_{\text{min}}(x) = \max\{-M, L_{\text{min}}^* - L^*\} \tag{29}
\]

\[
U_{\text{max}}(x) = \min\{M, L_{\text{max}}^* - L^*\} \tag{30}
\]

Besides, the recycling term \( \frac{(R^p q)}{(P^q + 1)} \) increases sharply around \( P = 1 \), and this change in recycling rate characterizes the transition from the oligotrophic to the eutrophic regime, so that 1 is a plausible value for \( P_{\text{max}} \) in equation (28).

The goal of management is to keep the lake in a state in which it can be maintained in \( K \) for a long time, or alternatively, to reach such a state if a perturbation were to occur. Management considers a time horizon \( T \) to bring the system back to a state where it can be maintained for a long time. The certainty and uncontrolled case are respectively given by \( \sigma = 0 \) and by \( M = 0 \).

### 4.1.4 Management strategies

To achieve the management objectives, let us introduce management strategies as defined by equations (2) through (5). We note \( f \) the considered strategy, and \( T \) the time horizon at which we will consider managing the system:

\[
\begin{align*}
&u_t = f_{T-t}(P_t, L_t^*) \\
&u_t \in U(x)
\end{align*}
\]

In practice, one can expect strategies to mainly aim at reducing the mean phosphorus input \( L^* \). This can be seen using the position of the equilibria of equation (27) in the classical certain and uncontrolled case (\( \sigma = 0, \) and \( M = 0, \) so that \( L = L^* \)) (Figure 4). Depending on the value of the parameter \( R \), there can be three types of behavior for the lake. These have been well studied in the literature. When \( R \) is low, for instance \( R = 0.4 \), there is only one value of \( P \) which is an equilibrium for each value of \( L \), and the lake is called reversible. For higher values, such as \( R = 1.2 \), there can be alternate state states for the same value of \( L \), making a regime shift much more difficult to reverse. The lake is then called hysteretic. Finally when \( R \) is even higher, for instance at 2, the lake can be called irreversible, because any transition towards the eutrophic regime cannot be reversed. The reversible case is only weakly nonlinear, so that the remainder of this paper will focus exclusively on the hysteretic and irreversible cases, with the same respective values of \( R (1.2 \text{ and } 2) \) as in Figure 4.

### 4.2 Resilience for a given strategy

In this section, resilience is explored using predefined strategy. The focus will be on 1) strategy \( f^{(1)}(x) = 0 \) where no management strategy is implemented, and 2) a purely reactive strategy \( f^{(2)}(x) \) where an effort is made once the lake has become eutrophic, by reducing the mean phosphorus input as long as the
constraint $L^* \geq L_{\text{min}}^*$ is respected:

$$\forall t \in [0, T], \quad f_{t-1}^{(2)}(x) = \begin{cases} 0 & \text{if } x \in K \\ U_{\text{min}}(x) & \text{if } x \notin K \end{cases}$$  \quad (32)$$

where we set $M = 0.05$. In this paragraph, we also set $R = 1.2$. We will first explore the advantage of using viability kernels rather than attractors to describe the states that are robust to uncertainty (still using the term of $\varepsilon$-uncertainty), then we will give resilience indicators as introduced in Section 3 for these two strategies.

### 4.2.1 Stochastic viability kernels and their advantages

The search for $\varepsilon$-robust states considers the trajectory of the system only as long as it does not exit the set $K$ of desirable states. Since both the strategies considered here yield $f = 0$ within $K$, we only need to consider strategy $f^{(1)} \equiv 0$, and $f^{(2)}$ will give exactly the same results.

Figure 5 shows how a system set at a stable desirable attractor of the $(L, P)$ plane can switch towards an undesirable state in a short time span when uncertainty is present. That had already been noted by [19]. Thus, uncertainty causes a description of the dynamics of the system using stable equilibria and their basins of attraction to become precarious. Switching variables to $(L^*, P)$ does not change this fundamental fact, even though they do allow for the projection of uncertainty over a single state variable instead of two (Figure 6). Indeed, while uncertainty does not influence the value of $L^*$, it does interfere strongly with the position of the equilibria in the $(L^*, P)$ plane. For a system in the same initial state as in Figure 5, the 95% confidence interval (CI) associated with its state after 5 time steps (Figure 6) shows that the oligotrophic attractor only describes the dynamic very poorly. Using equilibria that change at every time step is very unpractical, and moreover, one can perceive that the system is very unlikely to be on a stable equilibrium at any date.

Since it situates a system with respect to a set rather than with respect to a point, viability theory is well-suited to describe out-of-equilibrium situations [26, 11]. One can easily represent different degrees of $\varepsilon$-robustness of the system by computing stochastic viability kernels $\text{Viab}(\beta, \tau)$ for different values of $\beta$ and $\tau$ (Figure 7). Equilibria for the mean case $\varepsilon_t = 0$ are still shown for an easier understanding. The limit case $\sigma = 0$ is also represented: it corresponds to the deterministic viability kernel.

As expected, for a given value of $\beta$ and $\sigma$, the higher $\tau$, the smaller the size of the kernel. Likewise, for $(\beta, \tau)$, the higher the scale $\sigma$ of the uncertainty, the smaller the size of $\text{Viab}(\beta, \tau)$. The same result holds when $\beta$ increases for given values of $\beta$ and $\sigma$. Besides, the size decrease caused by an increase in $\tau$ is magnified by higher values of $\sigma$. Figure 7 shows that for a hysteretic lake, one can get nonempty stochastic viability kernels $\text{Viab}(\beta, \tau)$ with $\beta$ close to one, e.g., $\beta = 0.99$, and a time horizon much more important than that of decision-making, e.g., $\tau = 10^3$. The set $\text{Viab}(0.99, 10^3)$ will be used from now on to describe the $\varepsilon$-robust states. We also set $\sigma = 0.1$.

### 4.2.2 Resilience

Let us now assume a management horizon $T = 30$ ($T \ll 10^3$) and look at the possibility to reach a $\varepsilon$-robust state after a perturbation with either strategy $f^{(1)}$ or $f^{(2)}$. We solely look at the post-
perturbation state of the system. The null strategy \( f^{(1)} \) lets \( L^* \) stay constant over time, so that reaching \( \text{Viab}(0.99, 10^3) \) is only possible if for a given \( L^* \), there are values of \( P \) which are \( \varepsilon \)-robust. Hence, outside the stochastic viability kernel, resilience is only possible for a small portion of the state space (Figure 8).

For strategy \( f^{(2)} \) however, there is a possibility to control the system when the constraints are violated, and a possibility for the system to get to a \( \varepsilon \)-robust state once \( L^* \) gets very low. Hence, with \( M = 0.05 \), most post-perturbations states are resilient with unit probability at the horizon \( T = 30 \) (Figure 9), highlighting the importance of management actions. The only exception concerns states which are not \( \varepsilon \)-robust if we consider \( \beta = 0.99 \) and \( \tau = 10^3 \), but for which the probability of a switch towards a eutrophic lake is relatively slim. Strategy \( f^{(2)} \) then leaves the system in a precarious state until that switch happens. One can intuitively sense that in such cases, a strategy that would take action and reduce \( L^* \) before the lake becomes eutrophic would be more environmentally efficient. In fact, as described in Section 3, viability theory allows for searching the best strategy available.

### 4.3 Resilience with an optimal management strategy

Let us now fully exploit a major advantage of viability theory: the possibility to select the policy choices that maximize the probability of resilience at the horizon \( T \). Through this whole section, we will have \( \sigma = 0.1 \) and \( M = 0.05 \), and the lake will be considered hysteretic \( R = 1.2 \) unless mentioned otherwise.

#### 4.3.1 Implications for stochastic viability kernels

Thanks to the work by [13], feedbacks inside \( K \) can be computed by dynamic programming so as to maximize the probability of keeping the lake in a desirable state. Whatever the value of \( \tau \) and for all three values of \( R \) considered, the method yields the same optimal feedback map at all dates, and it is noted \( f^* \):

\[
f^*(x) = U_{\min}(x)
\]  

(33)

Yet again, we choose to describe \( \varepsilon \)-robustness using \( (\beta, \tau) = (0.99, 10^3) \). As expected, the associated viability kernel is much bigger than with strategies \( f^{(1)} \) or \( f^{(2)} \), as evidenced on Figure 10. It in fact encompasses states that we deemed "precarious" when using strategy \( f^{(2)} \), so that the optimal strategy makes them "robust" to measurable uncertainty.

#### 4.3.2 Implications for indicator computation

Now that we got the stochastic viability kernel \( \text{Viab}(\beta, \tau) \) for the optimal strategy of 33, dynamic programming is used a second time to get the probability of resilience. This time it is carried out over a set that includes all the states trajectories can visit before getting back to \( \text{Viab}(\beta, \tau) \), and a satisfactory set is \( (L^*, P) = [0.1, 1] \times [0, 4] \). The proof from A ensures that we find the strategy that maximizes the probability of resilience, and yet again, the solution described through equation (33) is found to apply for all the considered states, and whatever the date and time horizon. Nevertheless, through this section, recall that only \( T = 30 \) will be used.
If the lake is a hysteretic one, its state is eventually going to become \( \varepsilon \)-robust after \( L^* \) has been brought down to \( L_{\text{min}}^* \). This is suggested by Figure 10, which showcases two possibilities for a system that has been deprived of its \( \varepsilon \)-robustness by a perturbation. It can enter the stochastic viability kernel after a few time steps, or be attracted towards the eutrophic regime. In the latter case, the lake will remain eutrophic for several time steps, so that \( \varepsilon \)-robustness can only be restored after a much longer time. Thus, the cumulative probability of reaching \( \text{Viab}(0.99, 10^3) \) shifts from 0 to 1 in two distinct phases, the first one taking place in the first few time steps and five to six time steps before the second starts (Figure 11). Besides, this figure showcases how the probability of reaching that set in a few time steps dramatically decreases when the post-perturbation state gets farther from its boundary.

Yet for all the considered states, \( \varepsilon \)-robustness is achieved with unit probability by the horizon \( T = 30 \), so that the system is resilient when this horizon is considered. One can then choose to use indicators such as those defined in Section 3.4. They can be for instance the mean duration as computed in (20) (Figure 12), or if a worst-case approach is taken, the maximal time needed to become \( \varepsilon \)-robust with 99\% confidence like in equation (21) (Figure 13). Unsurprisingly, both indicators quickly increase as the starting state gets further from the boundary of the stochastic viability kernel, but the increase of the mean time \( E(t|f^*, x) \) is less abrupt than that of the maximal \( t_\alpha(x) \). This shows that the maximal time needed to get back to a \( \varepsilon \)-robust set can top 20 time steps when the trajectory involves leaving the set of desirable states and getting into the eutrophic regime. Thus, integrating potential management actions and uncertainty into the model confirms the fact that restoration of the lake’s robustness can be a long and costly process in the hysteretic case.

From the maps of Figures 12 and 13, which give the values of indicators for post-perturbation states, one can deduce the impact of different perturbations for a given initial state. In this case study, the perturbation is applied to the system as a one-time jump in the value of one of its state variables. The impact of perturbation amplitude on different indicators can then be observed through curves such as Figure 14, drawn for a system at (0.5, 0.5) before the perturbation. The boundary of the stochastic viability kernel is a threshold beyond which the perturbation can affect the recovery time of the system, which illustrates the interest of keeping its state as far inside this boundary as possible.

Resilience for the irreversible case \( (R = 0) \) is worth investigating, all other variables keeping the same values. By definition, the system may get stuck in a eutrophic state with no possibility of switching back to the oligotrophic state. Recovery, and therefore resilience, can not guaranteed at any \( T \), which hampers the relevance of using the same indicators as in the hysteretic case. Yet, the probability of resilience \( P_{\text{max}} \) keeps being relevant, and can be computed for \( T = 30 \) (Figure 15). The feedback map keeps being \( f^* \) at each time step, and the horizon is long enough for the system to either recover or switch for good towards an undesirable regime. Like in Figure 14, one can evaluate the impact of a given perturbation at any given pre-perturbation state, using this time the probability of resilience (Figure 16). This illustrates how the proposed framework can foster the use of different yet relevant indicators in distinct situations.
5 Discussion

In the stochastic viability framework, the policy is only optimal with respect to the horizon $T$. When the feedbacks $f^*$ are computed for a given horizon $T$, the probabilities of resilience computed with $f^*$ for $t < T$ are not necessarily the maximum probability of reaching $\text{Viab}(\beta, \tau)$ after $t$ time steps. The policy is also only optimal for the objective of maximizing the probability of resilience. In the work by [26], the most resilient trajectory is the one that besides reaching the viability kernel in due time, also minimizes a cost function. In the stochastic case, there are many possible trajectories, some of which may not reach the viability kernel. Thus, minimizing the cost on the trajectory may sometimes conflict with maximizing the probability to reach the viability kernel, and one should define a trade-off between these objectives. Viability theory allows for the exploration of trade-offs in the latter case under the so-called framework of co-viability [14], but without addressing the issue of resilience. Exploring the integration of resilience computations in a co-viability framework could be a natural and useful continuation of this work.

However, in the case of lake eutrophication, the controls are independent on the horizon, so that the feedback map is the same at every date. This means that changing the management horizon will not affect the immediate decisions to be taken. Besides, the map is the same whether one aims at optimizing the resilience of the system or its $\varepsilon$-robustness. Such a simplification is due to the fact that one always has interest in reducing $L^*$. Many other systems studied through viability theory in the deterministic case have the same characteristic: controls allow for changing a state variable which increase, or decrease, always leads to enhancing the resilience of the system (see examples throughout [11]). Ecological systems where the same feedback map applies whatever the horizon might in fact be common.

Yet, one should keep in mind that the model exposed in this paper is only a theoretical toy. It is a well-known benchmark model of a nonlinear ecological system, and can be used to explore some aspects of such systems. One of its advantages is that of being two-dimensional, which makes its dynamic easier to understand (Figures 5 and 10) and thus to showcase concepts and methodological developments. However, this model is not meant to be used for assessing resilience of actual lakes, for a number of reasons, some of which can be briefly described here. First, it accounts for mud dynamics only implicitly, through the recycling term $P^0/(1 + P^0)$ of equation (24). This term governs the transition from an oligotrophic to a eutrophic state, so that mud dynamics should be explicitly accounted for in any model aimed at being used for decision-making. Second, available policies generally have an unknown impact, so that uncertainty on the control should be included in the model, and they are also not constant in time. For instance, one can expect a policy response to not have immediate effects, and such delays are not taken into account in our hypothetical model. Third, the economic interests of farmers are only reflected by the existence of a bound $L^*_{\text{min}} > 0$ to $K$, and the optimal policy involves reducing $L^*$ until it reaches that value. Under such a formulation, $L^*_{\text{min}}$ becomes the quantity of phosphorus farmers usually discharge into the lake, even though it may not be acceptable for them to maintain their use at that level for a prolonged period of time.

Last but not least, dynamic programming algorithms work in theory for any system described by equation (14), which would make this method very general. Its area of application, however, is limited in practice by the curse of dimensionality, which causes both the required computational time and
memory to increase exponentially with the dimension of the state space. Yet, the notion of stochastic viability kernel, and that of resilience of a system based on a policy, are not defined through dynamic programming, which is merely a good way to compute them. It could be very interesting to explore in future work how they can be generalized to systems of higher dimensionality, even if such developments may render the computations more approximate.

6 Conclusions

This work presented a framework for defining and computing resilience of stochastic controlled dynamical systems, using stochastic viability kernels and dynamic programming. This allows for the incorporation of uncertainty so that computations can explicitly account for the capacity of a system to cope with adverse events. The two main advantages of the viability framework of resilience prove all their utility in the uncertain case. On the one hand, attractors cease to be fixed points when the dynamics is stochastic, yet viability tools such as stochastic viability kernels can still be defined. On the other hand, the possibility to use this framework to dynamically optimize the management policies while computing the resilience remains in the stochastic case.

The presented framework does not claim to give a single, standard formula for computing resilience, because what can be computed in practice is only a resilience indicator. Rather, it proposes a set of possibilities for deriving general indicators that can fit different applicative contexts. The case of the lake illustrates how this framework allows for the computation of different indicators for resilience depending on the value of the lake parameter $R$. In the end, the indicators given in this work are generic examples: they may not be the most relevant one in a given case, but they can be built upon to define such a relevant indicator.
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A Relationship between $V_d$, $V_s$ and resilience.

In the work by [13], given a time horizon $T$, one is interested in keeping a system described by uncertain dynamics such as $g$ of equation (14) in a constraint set $A(t)$ for all dates $t < T$. For simplicity, we also suppose that $A(t)$ represents a discrete set of points. A dynamic programming algorithm is proposed and uses the following value function:

$$
V(T, x) = \begin{cases} 
1 & \text{if } x \in A(T) \\
0 & \text{if } x \notin A(T) 
\end{cases}
$$

(34)

The main result of their work is that this value function allows for finding the feedbacks that maximizes the odds of the system to remain in $A(t)$ at all dates $t < T$. In particular, setting $T = \tau$ and $A(t) = K$ at all dates yields the value function used to compute stochastic viability kernels. $x \in \text{Viab}(\beta, \tau)$ is then equivalent to $V(0, x) > \beta$.

Equation (34) can equivalently be written by considering the horizon $T - t$ instead of the date $t$:

$$
V(0, x) = \begin{cases} 
1 & \text{if } x \in A(0) \\
0 & \text{if } x \notin A(0) 
\end{cases}
$$

$$
\forall t \in [1, T], V(t, x) = \max_{f_t(x) \in U(x, T-t)} \left( \sum_{y \in A(t)} \mathbb{P}(g(x, f_t(x)) = y) V(t-1, y) \right)
$$

(35)

Setting $A(0)$ as the viability kernel and $A(t)$ as the entire state space for any horizon $t > 0$, and placing ourselves in the case where no uncertainty is present, $V$ becomes the value function $V_d$. Then $V_d$ is the optimal probability of the problem of reaching the viability kernel by $T$, and the set of states $x$ such that $V_d(T, x) = 1$ is the set of states which are solution to this problem, which corresponds to the definition of the resilience basin $\text{Res}(T)$. The same applies for any $t \leq T$.

Likewise for $V_s$, one can set $A(0) = \text{Viab}(\beta, \tau)$ and $A(t)$ as the entire state space for $t < T$ in equation (35). Furthermore, to express that we are not interested in this computation by what might happen after the recovery is complete and the system reaches the viability kernel, we need to apply the results from [13] to modified dynamic in which all the points within $\text{Viab}(\beta, \tau)$ are fixed whatever the control and uncertainty ($\forall u, \varepsilon, g(x, u, \varepsilon) = x$). Then, $V_s$ is the optimal probability of the problem of being in $\text{Viab}(\beta, \tau)$ at date $T$ under the modified dynamics, or to reach it before $T$ under the original dynamics. Hence, for any state $x$, $\mathbb{P}_{\text{Res}}(T, x) = V_s(T, x)$ because both entail optimizing the same probability over the same time frame.

B Dimensional analysis of the lake problem

Recall the continuous time equation (23):

$$
\frac{dp}{d\theta} = -bp + l + r \frac{p^8}{p^8 + m^8}
$$

(36)
We want to reduce the number of parameters by introducing the following dimensionless variables and parameters:

\[ P = \frac{p}{m}, \quad L = \frac{l}{b m}, \quad R = \frac{r}{b m}, \quad dt = b d\theta \]  

(37)

so that dividing equation (36) by \((b m)\) yields equation (24), effectively reducing the number of parameters from three to one.

C Derivation of the discrete time equation (27)

We start from the continuous time equation (24), integrate uncertainty and controls before deriving the discrete time equivalent. The amount of time between dates \(t\) and \(t+1\) is noted \(\Delta t\), and is supposed constant between any pair of consecutive dates.

C.1 Uncertainty

The continuous time equivalent for equation (25) is:

\[ L(t) = L^*(t) + \omega(t) \]  

(38)

where \(\omega\) is a brownian motion such that its pdf after a time interval \(\Delta t\) is \(\mathcal{N}(0, \sigma)\).

C.2 Controls

In the continuous time formulation of [26], the introduction of a limited capacity of action in equation (26) is mathematically translated into the possibility to choose the temporal derivative of \(L^*\) within a bounded range, noted \(U_c\) in continuous time. This can be written as:

\[
\begin{cases}
\frac{dL^*}{dt} = L^* + u \\
u \in U_c(x) = \left[\frac{U_{\text{min}}(x)}{\Delta t}, \frac{U_{\text{max}}(x)}{\Delta t}\right]
\end{cases}
\]  

(39)

C.3 Derivation of the discrete-time evolution equation

Integrating uncertainty, equation (24) becomes:

\[
\frac{dP}{dt} = -P + L^* + \omega + R \frac{P^8}{P^8 + m^8}
\]  

(40)

Let us introduce \(\delta t\) such that \(\Delta t = j\delta t\) with \(j \in \mathbb{N}\), and use the smaller \(\delta t\) for the Euler approximation of equation (24) so as to minimize the computational error. For any \(k \in [0, j - 1]\) and a given value of \(u\), we get:

\[
\begin{cases}
P_{t+(k+1)\delta t} = P_{t+k\delta t} + \delta t \left(-P_{t+k\delta t} + L^*_{t+k\delta t} + \frac{\sigma}{\Delta t} \varepsilon_t + R \frac{P^8_{t+k\delta t}}{P^8_{t+k\delta t} + 1}\right) \\
L^*_{t+(k+1)\delta t} = L^*_{t+k\delta t} + u \frac{\delta t}{\Delta t}
\end{cases}
\]  

(41)
and the latter equation can be iterated \( j \) times over to get equation 27:

\[
P_{t+1} = g(P_t, L_t^*, u_t, \varepsilon_t)
\]

where the parameters \( R \) and \( \sigma \) are made implicit. Throughout this paper we used \( j = 10 \).
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