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STATIONARY SOLUTIONS OF KELLER-SEGEL TYPE CROWD MOTION AND
HERDING MODELS: MULTIPLICITY AND DYNAMICAL STABILITY

JEAN DOLBEAULT, GASPARD JANKOWIAK, AND PETER MARKOWICH

ABSTRACT. In this paper we study two models for crowd motion and herding. Each of the models is
of Keller-Segel type and involves two parabolic equations, one for the evolution of the density and one
for the evolution of a mean field potential. We classify all radial stationary solutions, prove multiplicity
results and establish some qualitative properties of these solutions, which are characterized as critical
points of an energy functional. A notion of variational stability is associated to such solutions.

The dynamical stability in a neighborhood of a stationary solution is also studied in terms of the
spectral properties of the linearized evolution operator. For one of the two models, we exhibit a Lyapunov
functional which allows to make the link between the two notions of stability. Even in that case, for certain
values of the mass parameter and all other parameters taken in an appropriate range, we find that two
dynamically stable stationary solutions exist. We further discuss qualitative properties of the solutions
using theoretical methods and numerical computations.

Keywords: crowd motion; herding; continuum model; Lyapunov functional; variational methods;
dynamical stability; non self-adjoint evolution operators

AMS Subject Classification (2010): 35K40; 35J20; 35Q91

1. INTRODUCTION

The Keller-Segel model in chemotaxis has attracted lots of attention over the last years. However, most
of the theoretical results have been obtained either in a parabolic-elliptic setting or when the coefficients,
like the chemosensitivity coefficient, are independent of the solution. Models used in biology usually involve
coefficients which depend on the solution itself, thus making the problems far more nonlinear, and also far
less understood. The crowd motion and herding models considered here are two problems in the same class,
where the main additional features compared to the standard version of the Keller-Segel model are the
limitation (prevention of overcrowding) of the drift for the mass density in both models, and the limitation
of the source in the equation for the chemo-attractant in one of the two models. Such limitations have
important consequences: there is multiplicity of solutions for a given mass, in certain regimes; plateau-like
solutions have an interesting pattern for modeling issues; the flux limitation forbids concentration and
guarantees nice properties of the solutions, but also raises non-trivial stability issues concerning the set of
stationary solutions, which we investigate numerically. The two models can be considered as test cases for
the understanding of a very large class of parabolic-parabolic systems with the property of having several
attractors. The fact that radial solutions are bounded and can be fully parametrized in relatively simple
terms makes the study tractable. Most of the difficulties come from the complicated dependence of the
solutions on the total mass, which is the crucial parameter in the two cases. Numerically, the difficulty
comes from the parameters of the model which have to be chosen in ranges that make the problem rather
stiff.

1.1. Description of the models. In this paper, we shall consider herding and crowd motion models
describing the evolution of a density p of individuals subject to a drift VD and confined to a bounded,
open set Q C R%. The evolution equation for p is given by

(1) Op=D0p—=V-(p(l-p)VD)

where p; stands for the derivative of p with respect to time ¢ and the p (1 — p) includes the prevention
of overcrowding term. For an isolated system, it makes sense to introduce a no-flux boundary condition,
that is

(2) (Vo—p(1—=p)VD)-v=0 on 0Q
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which guarantees the conservation of the number of individuals (or conservation of mass), namely that

(3) /dex:M

is independent of ¢. In the models considered in this paper, we shall assume that the potential D solves a
parabolic equation

(4) 0D =rkAD—6D + g(p)
and is subject to homogeneous Neumann boundary conditions
(5) VD-v=0 on 9Q.
We restrict our purpose either to Model (I) when

(6) g(p) =p(1—p)

or to Model (II) when

(7) glp)=p.

In this paper, our purpose is to characterize stationary solutions and determine their qualitative properties.

1.2. Motivations. Human crowd motion models are motivated by the will to prevent stampedes in public
places mainly by implementing a better design of walkways. Most crowd motion models do not convey
herding effects well enough, that is, loosely speaking, when people bunch up and try to move in the same
direction, as typically occurs in emergency situations.

In an effort to improve herding and crowd motion models, M. Burger et al. in [10] have derived Model (I)
and Model (II) as the continuous limit of a microscopic cellular automaton model introduced in [17]. It
takes the form a parabolic-parabolic system for the density of people p and for the field D, where D is
a mean field potential which carries the herding effects. Basically, people are subject to random motion,
with a preference for moving in the direction others are following. Random effects are taken into account
by a diffusion, while a drift is created by the potential D, which accounts for locations that are or were
previously occupied. To account for the packing of the people, empty spaces are preferred, which explains
the role of the (1 — p) term in front of the drift, with 1 being the maximal density. Such a correction is
refered to as prevention of overcrowding in the mathematical literature.

Both quantities p and D undergo diffusion which happens much faster for p, this point being reflected
by the fact that the constant k is assumed to be small. The potential D decays in time with rate § > 0
and increases proportionally to the density p, but only if the density is not too high in case of Model (I):
this is taken into account by the source term g(p) given either by (6) or by (7). As we shall see in this
paper, interesting phenomena occur when ¢ is also taken small.

In many aspects, these models are quite similar to the Keller-Segel model used in chemotaxis. Prevention
of overcrowding has already been considered in several papers, either in the parabolic-elliptic case in [8, 9]
or in the parabolic-parabolic case in [14] (with a diffusion dominated large time asymptotics) and [8]
(where, additionally, the case of several species and cross-diffusion was taken in to account). In these
papers the emphasis was put on the asymptotic behaviors, with a discussion of the possible asymptotic
states and behaviors depending on the nonlinearities in [7] and a study of plateau-like quasi-stationary
solutions and their motion in [9]. This of course makes sense when the domain is the entire space, but
a classification of the stationary solutions in bounded domains and in particular plateau-like solutions is
still needed, as it is strongly suggested by [10] that such solutions have interesting properties, for instance
in terms of stability.

Because of the (1 — p) factor in front of the drift, the transport term vanishes in our models as p
approaches 1, so that for any initial data bounded by 1, the density remains bounded by 1. Hence blow-
up, which is a major difficulty for the analysis of the usual Keller-Segel system for masses over 87 (cf.
for instance [4]), does not occur here. In contrast with the parabolic-elliptic Keller-Segel model with
prevention of overcrowding studied in [8], Models (I) and (II) are based on a system of coupled parabolic
equations. This has interesting consequences for the evolution problem as, e.g., it introduces memory
effects. It also has various consequences for the dynamical stability of the stationary states. In Model (I),
the source term in the equation for D involves p (1 — p) instead of p. Such a nonlinear source term
introduces additional difficulties as, for instance, no Lyapunov functional is known up to now.
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1.3. Main results. Let us summarize some of the main results of this paper, in case of Models (I) and (II),
when € is a ball, as far as radial nonnegative stationary solutions are concerned. As we shall see below the
stationary solutions of interest are either constants or monotone functions, which are then plateau-like.

Theorem 1. Let Q be a ball and consider solutions of Models (I) and (II) subject to boundary conditions
(2) and (5). Then the masses of the radial nonnegative stationary solutions as defined by (3) range between
0 and || and we have:

(i) Non constant stationary solutions exists only for M in a strict sub-interval (0, |€2]),

(ii) Constant solutions are variationally and dynamically unstable in a strictly smaller subinterval,

(iii) There is a range of masses in which only non-constant stationary solutions are stable, given by
the condition that kK \1 + 0 is small enough, where A1 denotes the lowest positive eigenvalue of —A
in Q subject to Neumann homogeneous boundary conditions,

(iv) For any given mass, variationally stable stationary solutions with low energy are either monotone
or constant; in case of Model (II), monotone, plateau-like solutions are then stable and attract all
low energy solutions of the evolution problem in a certain a range of masses.

Much more can be said on stationary solutions, as we shall see below and some of our results are not
restricted to radial solutions on a ball. The natural parameter for the solutions of Models (I) and (II)
is M, but it is much easier to parametrize the set of solutions by an associated Lagrange multiplier: see
Section 2. In particular, stationary solutions are then critical points of an energy defined in Section 3, and
there is a notion of variational stability associated to this energy. Taking into account the mass constraint,
as it is done in Section 4, makes the problem more difficult. To study the evolution problem, one can rely
on a Lyapunov functional introduced in Section 5, but only in case of Model (II). Dynamical stability is
studied through the spectrum of the linearized evolution operator in Section 6 and the interplay between
notions of variational and dynamical stability is also studied in details. How to harmonize the two points
of view on stability is a question that Model (I) and Model (IT) share with all parabolic-parabolic models
of chemotaxis. In case of Model (II), results are summarized in Theorem 26. The issue of the stability of
monotone — constant or non constant — solutions is a subtle question and most of this paper is devoted to
this point. Precise definitions of variational and dynamical stability will be given later on.

Numerical results go beyond what can be proved rigorously. Because we use the parametrization by
the Lagrange multiplier, we are able to compute all radial solutions. In practice, we shall focus on the
role of constant and monotone plateau-like solutions. A list of detailed qualitative results is provided at
the beginning of Section 7. Theoretical and numerical results are discussed in Section 8.

1.4. Some references. The two models considered in this paper have been introduced in [10] at the PDE
level. Considerations on the stability of constant solutions can be found there as well. Models (I) and (II)
involve a system of two parabolic equations, like the so-called parabolic-parabolic Keller-Segel system for
which we primarily refer to [12]. In such a model, stationary solutions have to be replaced by self-similar
solutions, which also have multiplicity properties (see [2]). How the parabolic-parabolic model is related
to the parabolic-elliptic case has been studied in [1, 12]. The parabolic-elliptic counterpart of Model (I)
is known: for plateau solutions and the coarsening of the plateaus, we refer to [9] (also see [7, 8]; related
models can be found in the literature under the name of Keller-Segel model with logistic sensitivity or
congestion models).

One of the technical but crucial issues for a complete classification of all solutions is how to parametrize
the set of solutions. Because Lyapunov or energy functionals are not convex, this is a by far more difficult
issue than in the repulsive case, for which we refer to [15]. The lack of convexity makes it difficult to
justify but, at a formal level, the evolution equations in Model (II) can be interpreted as gradient flows
with respect to some metric involving a Wasserstein distance (see [13] in case of the Keller-Segel model
and [5] for a more general setting; also see [18] for an earlier result in the same spirit). To be precise, one
has to consider the Wasserstein distance for p and a L? distance for D as in [11]. The difficulty comes
from the fact that the Lyapunov functional is not displacement convex (see for instance [3] and subsequent
papers in the parabolic-elliptic case of the Keller-Segel system). Using methods introduced in [20], this
may eventually be overcome but is still open at the moment, as far as we know.
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2. RADIAL STATIONARY SOLUTIONS
2.1. A parametrization of all radial stationary solutions. Any stationary solution of (1) solves
Vp—p(1l=p)VD=0 on Q,
which means
1
8 - -
(8) P 1ve9

where ¢ = D — ¢p and ¢g € R is an integration constant determined by the mass constraint (3): ¢ is the
unique real number such that

1
9 ——de =M.
(9) /Q 1tesoD &
Taking into account boundary conditions (5), Eq. (4) now amounts to
(10) — KA +6(d+do) — f(¢) =0 on Q
with boundary conditions
(11) Vo-vr=0 on 00.
The functions f and F are defined by f = F’ and

—¢
F((ZS) =p= m and f(¢) = p(l — p) = (:[—de’)Q in case of Model (I) s
1
F(¢) =log(1+e?) and f(p)=p= gy in case of Model (II) .

The crucial observation for our numerical computation is based on the following result.

Proposition 2. If Q is the unit ball in R, d > 2, all radial solutions of (10)-(11) with f as above are
smooth and can be found by solving the shooting problem
— (pa + 5L 0h) + 0 (pa+00) = fwa) =0, ¢, (0) =
as a function of the parameter a € R. The shooting criterion is: ¢ (1) =
If d =1, all solutions in = (0,1) are given by the above ODE.

Proof. The proof presents no difficulty and is left to the reader. O
2.2. Constant solutions. Determining ¢ such that § (¢ + ¢g) — f(¢) = 0, that is

(12) K6) = 5 ()~ 6= 0.

exactly amounts to determine the (possibly multivalued) function ¢g — k~1(¢g). The following result is
not restricted to the special case of f as defined in Model (I) or Model (II).

Lemma 3. Let § > 0. Assume that f € CY(R) is bounded and such that limy—, 1o f'(¢) = 0. Then the
function ¢ — K'(¢) = %f’(cz)) — 1 has 2¢ zeros for some £ € N and the equation (12) has at most 20 + 1
solutions. Moreover, for |po| large enough, (12) has one and only one solution, which is such that p given
by (8) converges to 0 as ¢g — +00 and to 1 as ¢g = —c0.

If |¢o| is large, we observe that k(¢) ~ —¢. Other properties are elementary consequences of the
intermediate values theorem and left to the reader. A plot is shown in Figure 1.

With f = F’ and f corresponding either to Model (I) or (II), all assumptions of Lemma 3 are satisfied
with £ = 0 or 1. For later purpose, let us define
¢—(¢o) :==mink™!(go) and ¢ (¢o) := maxk ™" (¢o)
and emphasize that ¢+ depend on ¢g. The set k~1(¢g) is reduced to a point if and only if ¢_ (¢o) = ¢ (o).
From Lemma 3, we also know that
¢y =inf{go € R : ¢_(¢o) < ¢+(g0)} and ¢y :=sup{do € R : ¢_(¢0) < d+(¢0)}
are both finite.
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Instead of parametrizing solutions by ¢q, it is interesting to think in terms of mass. Here is a first result
(see Fig. 2) in this direction, which follows from the property that &'(¢+(¢g)) < 0 for any ¢g € R.

Lemma 4. Under the assumptions of Lemma 3, ¢o — ¢+(¢o) is monotone decreasing, and the corre-
sponding masses are also monotone decreasing as a function of ¢g.

The proof is elementary and left to the reader. If ¢ is a constant solution, it is a monotone increasing
function of the mass according to (8). Hence the mass of a constant extremal solution ¢ = ¢4 (¢o) is a
monotone decreasing function of ¢q3. Moreover, we have

(@) =p(1—p)h(p)

with p given by (8), h(p) = 1 —2p in case of Model (I) and h(p) = 1 in case of Model (II). A simple
computation shows that m := max,ejo,1p (1 — p) h(p) is equal to 1/6+/3 and 1/4 in case of Models (1)
and (IT) respectively. As a consequence, with the notations of Lemma 3, £ = 0 if either § > m or § < m and
o € R\ (qba, (bg). If 6 < m we find that £ =1 if ¢ € (¢a, qbg): there are exactly 3 constant solutions.

In the case of Model (I) or (II), the (unique) constant solution taking values in (¢_(¢o), d+(¢0))
is monotone increasing as a function of ¢y (when it exists), thus defining a range of masses in which
Theorem 1 (iii) holds, as we shall see below.

3. UNCONSTRAINED ENERGY AND CONSTANT SOLUTIONS

In this section we consider the problem for fixed ¢9. On the space H'(Q2), let us define the energy
functional by

(13) Ealdli=5 [ V6P do s [ o+ do [ Fo) do.

It is clear from (3) that stationary solutions of Model (I) and Model (II) are critical points of 4, (see below
Lemma 5) for some given Lagrange multiplier ¢y. Moreover, for a given ¢q, we know how to compute all
radial solutions as explained in Section 2. Hence we shall first fix ¢, study the symmetry of the minimizers
of £, and clarify the role of constant solutions.

3.1. Critical points.

Lemma 5. Assume that F is Lipschitz continuous and §) is bounded with C*® boundary for some o > 0.
With ¢o kept constant, ¢ is a solution of (10)—~(11) if and only if it is a critical point of Ep, in H'(12).

It is straightforward to check that £4, has a minimizer for any given ¢, but such a minimizer is actually
constant as we shall see below in Corollary 8. Non constant solutions are therefore not minimizers of £4,,
for fixed ¢y. The regularity of the solution of (10)—(11) depends on the regularity of F, but when it is
smooth as in the case of Models (I) and (II), the standard elliptic theory applies and ¢ is smooth up to
the boundary. We refer for instance to [6] for a standard reference book. Details are left to the reader and
we shall assume without further notice that solutions are smooth from now on.

Notice that our original problem is not set with ¢¢ fixed, but with mass constraint (3). Understanding
how results for a given ¢y can be recast into problems with M fixed is a major source of difficulties and
will be studied in particular in Section 4.

3.2. Linearized energy functional. Consider the linearized energy functional

im 5¢o[¢+8¢]—5¢0[¢] :/Q"/}(Edﬂ/]) dz

li

e—0 2¢e?
where ¢ is a stationary solution, ¢ € H2(Q) and Egv¢ := — kA + §¢ — F"(¢) 1. Notice that with p
given by (8), we have
(14) Eot = — kA% 4+ 60— p(1— p)hip)w

with h(p) =1 —2p in case of Model (I) and h(p) =1 in case of Model (II).
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3.3. Stability and instability of constant solutions. Denote by (A,,),en the sequence of all eigenval-
ues of —A with homogeneous Neumann boundary conditions, counted with multiplicity. The eigenspace
corresponding to A\g = 0 is generated by the constants. Three constant solutions co-exist when constant
solutions ¢ take their values in k o (k')~%(0, +00), that is when

d—p(—=p)h(p) <0.
A constant solution (p, D = ¢ + ¢y) is variationally unstable if E, has a negative eigenvalue, that is if
(15) KM +d—p(l—p)h(p) <0.

When such a condition is satisfied, the constant solution ¢ cannot be a local minimizer of £4,. Dynamical
stability of the constant solutions with respect to the evolution governed by (1)-(5) will be studied in
Section 6: in case of constant solutions, such an instability is also determined by (15), as we shall see in
Proposition 18.

Condition (15) is never satisfied if K A\; +J > m := max,¢c(o,1) p (1 — p) h(p). Otherwise, this condition
determines a strict subinterval of (0, 1) in terms of p, and hence an interval in ¢. This proves Theorem 1 (ii).
A slightly more precise statement goes as follows.

Lemma 6. Let § > 0. The set of values of ¢y for which there are constant solutions of (10) which
satisfy (15) with p given by (8) is contained in (gzﬁa, dﬁ) Moreover, if there exists a constant, variationally
unstable solution, then there is also a constant, variationally stable solution of (10) for the same value
of ¢, but with lower energy.

The proof of Lemma 6 requires some additional observations. It will be completed in Section 3.6.

3.4. Numerical range. We shall postpone the proof of Lemma 6 to the end of the next section. Cases
of numerical interest studied in this paper are the following.

(1) In dimension d = 1 with Q = (0, 1), the first unstable mode is generated by = — cos(w z) and
corresponds to A\; = % ~ 9.87.

(2) In dimension d = 2, the first positive critical point of the first Bessel function of the first kind
Jo, that is 7o := min{r > 0 : Jj(r) = 0}, is such that 7y ~ 3.83 so that A\g; = 73 ~ 14.68 is an
eigenvalue associated to the eigenspace generated by r — Jo(rr9). Applied to (15), this determines
the range of radial variational instability. Recall that Jy is the solution of J§ + L J§ + Jo = 0.

We may notice that non-radial instability actually occurs in a larger range, since the first positive
critical point of the second Bessel function of the first kind Jq, that is 71 := min{r > 0 : J{(r) = 0},
is such that r; ~ 1.84 so that A\; o = 77 ~ 3.39 is an eigenvalue associated to the eigenspace
generated by r — Ji(rry), and Ay = A0 < Ao,1. Applied to (15), this determines the range of
variational instability. Recall that J; is the solution of J' + L J{ — % J{ + J; = 0.

Let us notice that the values of max,e[o 1) p (1 — p) h(p) are in practice also rather small, namely 1/6 v/3 ~
0.096 and 1/4 = 0.25 in case of Models (I) and (II) respectively, which in practice, in view of the values
of A1, makes the numerical computations rather stiff. In this paper we are interested in the qualitative
behavior of the solutions and the role of the dimension, but not so much in the role of the surrounding
geometry and hence we shall restrict our study to radial solutions. One of the advantages of dealing
only with radial solutions is that we can use accurate numerical packages for solving ODEs and rely on
shooting methods, thus getting a precise description of the solution set. Taking into account the effects of
the geometry is another challenge but is, in our opinion, secondary compared to establishing all qualitative
properties that can be inferred from our numerical computations. Another reason for restricting our study
to radially symmetric functions is Proposition 2: using the shooting method, we have the guarantee to
describe all solutions, with additional informations like the knowledge of the range in which to adjust the
shooting parameter, as a consequence of the observations of Section 2.2 (see also Proposition 9). Within
the framework of radial solutions, we can henceforth give a thorough description of the set of solutions,
that is clearly out of reach in more general geometries. However, as far as we deal with theoretical results,
we will not assume any special symmetry of the solutions unless necessary.

In practice, numerical computations of this paper are done with § = 10~2 and x ranging from 5 x 104
to 1072, Such small values are dictated by (15). They are also compatible with the computations and
modeling considerations that can be found in [10]. See Fig. 2 for a plot corresponding to a rather generic
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diagram representing constant solutions for Model (I) in dimension d = 1. Numerically, our interest lies
in the non-constant radial solutions that bifurcate from the constant solutions ¢ at threshold values for
condition (15), that is for values of ¢g such that K A\; +8 — p(1 — p) h(p) = 0 with A\; = 72 in dimension
d =1, and A\; = X\g,1 when d = 2. We shall take ¢ as the bifurcation parameter and compute the mass of
the solution only afterwards, thus arriving at a simple parametrization of all solutions. Our main results
are therefore a complete description of branches of solutions bifurcating from constant ones and giving
rise to plateau solutions. See Fig. 3 for some plots of the solutions. We notice that in the range considered
for the parameters, the transition from high to low values is not too sharp. The numerical study will be
confined to radial monotone solutions, but we will briefly explain in Section 4.3 (at least when d = 1)
what can be expected for solution with several plateaus. Concerning stability issues, decomposition on
appropriate basis sets will be required, as will be explained in Section 7.

3.5. Qualitative properties of the stationary solutions.

Lemma 7. Let Q be a bounded open set in R? with C? boundary and assume that k : R — R is Lipschitz
continous with

liminfk(u) >0 and limsupk(u) <O0.

U—=—00 u—r~+00

Assume that all zeros of k are isolated and denote them by uy < us < ... < uy for some N > 1. Then
any solution of class C% of Au+ k(u) =0 in Q, Vu-x =0 on OQ takes values in [u1, un].

Proof. Let z* € Q be a maximum point of u. We know that —Au(z*) = k(u(z*)) > 0, even if z* € 9Q
because of the boundary conditions. By assumption, we find that u(z) < u(z*) < uy for any z € Q.
Similarly, one can prove that u > wu;. O

u
u

Applying Lemma 7 to (10), (11) has straightforward but interesting consequences.

Corollary 8. Under the assumptions of Lemma 3, for any given ¢o € R, if ¢ is a solution of (10)—(11),
then we have that

¢—(do) < o(x) < ¢4(¢o) Vel

The minimum of €y, is achieved by a constant function. Moreover, if (12) has only one solution ¢, then
(10)—(11) also has only one solution, which is constant and ¢ = p_ = ¢.

Proof. We simply observe that, according to the definition (13), we have

Eald) 2§ [ 1o+ o do— [ Flo) da
Q Q
and critical points of ¢ — g|¢ + ¢o|? — F(¢) are precisely the constant solutions of (12) with f = F’. O

In the cases which are numerically studied in this paper, there is an additional property which is of
particular interest.

Proposition 9. Consider either Model (I) or Model (II). Then there ezists a constant unstable solution
only if ¢o € (g, 07)-

Proof. This is an easy consequence of the properties of f = F’. Details are left to the reader. O

3.6. A monotonicity result. For a given ¢y € R, non-monotone radial functions always have higher
energy £4, than radial monotone functions. We can state this observation as a slightly more general result,
as follows.

Proposition 10. Assume that Q is the unit ball in RY, d > 2, and let G € W1>°(Q). Then the functional
Gl¢] = %fQ |Vo|? dx — fQ G(¢) dx is bounded from below and for any radial non monotone function

¢ € C2(Q) satisfying (11), with a finite number of critical points, there exists a radial monotone function ¢

which satisfies (11), coincides with ¢ on a neighborhood of 0 such that G[@] < G[¢).
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Proof. With a slight abuse of notations, we consider ¢ as a function of r = |z| € [0, 1] and assume that it

is solution of
d—1

r

" +G'(¢) =~ ¢
Multiplying by ¢’, we find that
d (1 0 d-1
dr<2¢ +G(¢))_ " ¢ <0.

Unless ¢ is constant, assume that for some ro € (0,1) we have ¢'(rg) = 0, and let Gy := G(¢(r0)).
Integrating on (rg,r), r > ro, we find that

%qb’g + G(¢) <Gy on(rg,1),

and then %({)’2 —G(¢) > ¢/* — Gy > — Gy on (ro, R). Hence we have that

g[¢] _ " 1 12 d—1 ! 1 12 d—1 %
W (3ot -o@) i ars [ (307 -6t0) it ar> 5T
where ¢ defined by ¢ = ¢ on (0,70) and b= ¢(rg) on (rg,1). This concludes the proof. O

Proposition 10 shows at ODE level why radial minimizers of the functional G have to be monotone. It
is also preparatory for Lemma 16.

Proof of Lemma 6. A constant solution which satisfies (15) cannot be a global minimizer for ¢q fixed.
According to Corollary 8, there exists another constant solution under the assumptions of Lemma 6,
which incidentally proves that ¢_(¢g) < ¢4 (¢o) with the notations of Section 2.2. The fact that there is
a constant stable solution with an energy lower than the energy of the unstable one is a consequence of
Proposition 10. O

Summarizing, for a given ¢y € R, only constant solutions are to be considered for the minimization
of £4,. However, the relevant problem in terms of modeling is the problem with mass constraint, at least
in view of the evolution problem, and it is not as straightforward as the problem with a fixed Lagrange
multiplier.

4. ENERGY MINIMIZERS UNDER MASS CONSTRAINT

4.1. Existence and qualitative properties of minimizers. In this section, we assume that M > 0 is
fixed and consider ¢3! [D] = ¢ uniquely determined by (9). Let us define the functional

D~ Fy|D] ;:g/Q|VD|2 dx+g/9|D|2 dx—/QF(D—qﬁé”[D]) dz .

In such a case, ¢y can be seen as a Lagrange multiplier associated to the mass constraint and Fj;[D] =
g¢o [D - QSO]

Proposition 11. Assume that F is a continuous function with a subcritical growth. If € is bounded
with CY® boundary for some o > 0, then for any M > 0, the functional Fy; has at least one minimizer
D = ¢+ ¢o with ¢ = ¢d'[D] in H*(Q), which is such that Far[D] = Egy[¢), and D is of class C>(£)
if Fis of class C*°.

Proof. Tt is straightforward to check that Fj; has at least one minimizer in H*({2) because any minimizing
sequence converges up to the extraction of subsequences to a minimum D = ¢ + ¢y by compactness and
lower semi-continuity. Then ¢ is a critical point of £, and regularity is a standard result of elliptic theory
(see e.g. [6]) and bootstrapping methods. O

In Model (I) and (II), we respectively have |F(¢)] < 1 and F(¢) € [0,log(2) + max(0, )] so the
assumptions of Proposition 11 are satisfied. Notice that it is not implied anymore that minimizers of Fjs
under mass constraint are constant functions and hence they might not be minimizers of &£, .

Lemma 12. The mass of the density associated to non-constant solutions of (10)-(11) is bounded away
from 0 and |9).
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Proof. Any non-constant solution of (10)-(11) has mass M = [, Hﬁ dz associated to its density,
according to (8) and (9). Corollary 8 gives the bounds
]

M,(qﬁo) =—— <M< |Q|

= TG0 <M Ty = Me(do) -

Let M) := min {M_(¢o) : ¢o € (¢g,0¢)} and M) := max { M (¢o) : ¢o € (¢g.¢7)}. Since ¢g >
M4 (¢o) is a continuous function on R, we know from Lemma 6 that (M =) M (+)) is compactly included
in (0,|9|). From Lemma 4, we deduce that M*) = M (¢7). O

Notice that Lemma 12 proves Theorem 1 (i).

Corollary 13. With above notations, we have 0 < M(™) < M) < 1 and minimizers of Fas are constant
functions if M € (0, MENYU(M™) 1), There is a subinterval of (M=), M1 in which minimizers of Fa
are mon constant functions.

Whether minimizers of Fy; are constant solutions or not for some M € (M) (M) will be investi-
gated numerically. For small masses, or masses close to the maximal mass || corresponding to the limit
density p = 1, we can state one more result.

Corollary 14. Under the assumptions of Lemma 3, with M*) € (0,|Q|) defined as above, there is one
and only one solution ¢ of (1)~(5) with mass M € (0, M) U (M) |Q), and this solution is constant,

given by ¢ = —log (% — 1).
4.2. A partial symmetry result.

Lemma 15. Assume that d = 2. If Q is a disk, minimizers of Fu; are symmetric under reflection with
respect to a line which contains the origin.

Proof. The proof of this lemma is inspired by [19]. Assume that Q is the unit disk centered at the
origin and denote by (x,xs) cartesian coordinates in R2. Let us also define the open upper half-disk
Qp:={zeQ: x=(21,22), 21 > 0}. If ¢ is a minimizer of Fy;, we define ¢ by ¢(x1,x2) = ¢(|x1|, 22),
so that QNS is symmetric with respect to the line z; = 0. Up to a rotation, we can assume that {2, accounts
for exactly half of the mass, i.e. fQ+(1 + e ?)7t do = M/2, so that [,(1+ e ?)"! dz = M. Then, up to
a reflection, we can assume that 24 accounts for at most half of the the value of Fj;:

K

0 1
2/sz+ Vel d“2/9+ 4+ ol dx_/m F(¢) dz < 5 Fld] .

It is then clear that gzNS is a minimizer of F); such that the mass constraint (3) is satisfied. As such, ¢~> also
solves the Euler-Lagrange equations, with same Lagrange multiplier ¢y because ¢ and ¢ coincide on €, .
Then w := ¢ — ¢ solves the equation

5(p—9)+ F'(9) — F'(9)

-9
on ). Since F' € C'*° and ¢, (/3 are continuous, h is bounded. According to [16, Theorem 8.9.1], Hérmander’s
uniqueness principle applies. Since w = 0 on €2, we actually have w = 0 on the entire disk (2, and so

¢ =0 0

—kAw+hw=0 with h:=

In higher dimensions, when €2 is a ball, the method can be extended and shows the symmetry of the
solutions with respect to hyperplanes. Thus proving a result of so-called Schwarz foliated symmetry. The
method also applies to the functional £,, with fixed ¢y and shows that a minimizer is radially symmetric,
but this is useless as we already know that the minimum is achieved among constant solutions.

4.3. One dimensional minimizers are monotone. One-dimensional stationary solution solve an au-
tonomous ODE. This has several interesting consequences.

Lemma 16. Letd =1 and M > 0. Then minimizers of Fas are monotone, either increasing or decreasing.
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Proof. Assume that ¢ is a minimizer of Fj; and Q = (0,1). If ¢ is not monotone, it has a finite number
of extremal points 0 =rg < ry... <ry =1 for some N > 1. By uniqueness of the solution of the initial
value problem with ¢(r;) given and ¢’(r;) = 0 we conclude that ¢(r; —s) = ¢(r; +s) aslongas 0 < r; — s
and r; + s < 1, so that r; = &, that is ¢ is &-periodic. With o(r) == ¢(r/N), r € (0,1), we find that

1~/2 1 /N /12 1 ! /12 ! /2
dr = — dr = — d d
[arar=g [ wrar- g [wrar< [orar

thus proving that s, [@] < s, [¢] while fol(l + 6*43) dr = fol(l +e7?) dr, a contradiction. O

From the scaling in the above proof, it is now clear that all non-monotone one-dimensional solutions
can be built from monotone ones by symmetrizing them with respect to their critical points, duplicating
and scaling them. The intuitive idea is simple but giving detailed statements is unnecessarily complicated,
so we will focus on monotone, or one-plateau solutions.

5. A LYAPUNOV FUNCTIONAL

In case of Model (II), let us consider the functional
)
Llp, D] := / [plogp+ (1 —p)log(l—p)—pD] dx+g/ |VD|? dz + 5/ D? dzx .
Q Q Q

Proposition 17. The functional L is a Lyapunov functional for Model (II) and if (p, D) is a solution of
(1)=(5) and (7), then

D2
—E[( /|V,0 A ))V | x—/|—f<;AD+(5D—p\2 dz <0.
P Q

As a consequence, any critical point of L under the mass constraint (3) is a stationary solution of (1)—(5)
and (7), and any solution converges to a stationary solution. If Q is a ball and if the initial datum is
radial, then the limit is a radial stationary solution.

Proof. An elementary computation shows that

%c[p(t,.),p(t,.)]: /Q[k)g(lf )—D] D, dx—/ﬂ(—/ﬁAD—kéD—p)Dt dz

and the expression of 4 L[p(t,-), D(t,-)] follows from (1)-(5). Let py(t, ) := p(t + n,x) and Dy (t,z) :=
D(t+ n,z). Since L is bounded from below, we have that

lim </ [Von = ;’)W a dx+/|—mADn—|—5Dn—pn|2 dx>dt:0,
n Q

n—o0

which proves that (o, Dy) strongly converges to a stationary solution. Other details of the proof are left
to the reader. O

Proposition 18. Let M > 0 and consider Model (II). For any D € H*(Q), let ¢g be the unique real
number determined by the mass constraint (9). Then for any nonnegative p € L*() satisfying the mass
constraint (3), we have

Llp, D] = E4[D = ¢o] ,

and equality holds if and only if p is given by (8), i.e. p=1/(14+e~?), with ¢ = D —¢y. As a consequence,
for any minimizer (p, D) of L satisfying (3), p is given by (8) with ¢ = D — ¢g, ¢ satisfying the mass
constraint (9), and ¢ is a minimizer of E4,[¢] = L[p, D].

Proof. We only need to notice that the minimum of £L[p, D] with respect to p under the mass constraint (3)
satisfies

1og(%>:D7¢o.

The completion of the proof follows from elementary computations which are left to the reader. O
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6. THE LINEARIZED EVOLUTION OPERATOR

6.1. Dynamical instability of constant solutions. Assume that (p, D) is a stationary solution of

(1)—(5). Because of (8) and (9), the solution is fully determined by D. Let us consider a time dependent

perturbed solution of the form (p + cu, D + €v). Up to higher order terms, v and v are solutions of the

linearized system

(16) u =V-(Vu—(1-2p)uVD — p(1—p)Vv),
ve=rKkAv —dv+ h(p)u

with h(p) = 1 —2p in case of Model (I) and h(p) = 1 in case of Model (II). For later use, we introduce
the notation Hp for the linear operator corresponding to the right hand side, so that we shall write

e ) i B0 0=V P (=) V(5 =) -

(u,v)y = Hp (u,v) = ( @
HY (u,v) =k Av—35dv+ h(p)u .

Dynamical instability of constant solutions can be studied along the lines of [10]. Let us state a slightly
more general result. We are interested in finding the lowest possible p in the eigenvalue problem

(17) — Hp (u,v) = p(u,v),
where Hg) (u,v) now takes a simplified form, using the fact that p is a constant:
Hg) (u,v) =Au—p(1—p)Av.

The condition p < 0 provides a dynamically unstable mode. As in Section 3.3, let us denote by (An)nen
the sequence of all eigenvalues of —A with homogeneous Neumann boundary conditions, counted with
multiplicity, and by (¢n)nen an associated sequence of eigenfunctions. If u = ) _yon ¢, and v =
> nen Bn @n, Problem (17) can be decomposed into

_)\nan""p(l _p>)‘nﬁn = = Hn Qn

_5)\71571 _5571 +h(P) Qp = _Nnﬂn

for any n € N, that is
(Mn_)‘n)an+p(1_p))‘n6n:0
h(p) an + (i — KXy — ) B =0

which has non-trivial solutions «,, and (3, if and only if the discriminant condition

(= An) (B — KA = 0) = p(1 = p) h(p) An =0
is satisfied. This determines i, for any n € N, and the spectrum of Hp is then given by (g, )nen. Collecting
these observations, we can state the following result.

Proposition 19. With the above notations, inf,,>1 , < 0 if and only if (15) holds.

Proof. The discriminant condition can be written as
2 = (54 1) Ay + 6] o+ A [ X0 + 30— p (1= p) h(p)] =0

so that there is a negative root if A, (k A\, +0 — p(1 — p) h(p)) < 0. Since (Ap)nen is nondecreasing and
Ao = 0, there is at least one negative eigenvalue for (17) if the above condition is satisfied with n = 1.
This concludes the proof. O

In other words, dynamical instability of the constant solutions implies their variational instability. As
we shall see numerically, variational and dynamical instability are not anymore equivalent for plateau-like
solutions.

Notice that Ay = 0 has anyway to be excluded, as it corresponds to the direction generated by constants.
Because of (15) we can ensure that the perturbation has zero average. This will be further discussed below,
in the general case of a stationary solution.
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6.2. Variational criterion. In the case of Model (II), we can look at the Lyapunov functional £ and
linearize it around a stationary solution (p, D). Let
L ,D — Llp, D
Lp[u,v] := lim lp+euD+ey] p. D] .
e—0 2¢e2

A simple computation shows that

Lp[u v]—/ (U2—uv) dx+ﬁ/|VU|2 dx+§/v2 dz
P a\2p(1-p) 2 Ja 2 Jo .

With E4 defined by (14), let

(Egv) d
(18) A= inf fﬂ—g’vx
Jovp(L—p) dz=0 Jov? dx
vZE0

with ¢ = D — ¢y, and ¢q satisfying (9).

Lemma 20. Let M > 0 and consider Model (II) only. If (p, D) satisfies (3) and is such that p is given
by (8) with ¢ = D — ¢g and ¢ is determined by (9), then

A=2 inf Lplu,v] .
Jovp(l—p) dz=0
Jov? dz =1

As a consequence, if (p, D) is a local minimizer of L under the mass constraint (3), then A is nonnegative.

Proof. We notice that Lp[u,v] = [, v (Egv) da holds true as soon as u = v p (1 — p) with p given by (8).
In particular, this is the case if (p, D) is a local minimizer of £. With v fixed, an optimization of Lp[u, v]
with respect to u shows that u = v p (1 — p). When (p, D) is a local minimizer of £, it is straightforward
to check that Lp[u,v] cannot be negative. O

6.3. Entropy—entropy production. Along the linearized flow (16), we have

(19) —Lplu(t,-),v(t, )] = —2Iplu(t,-),v(t, "))

where

Ip[u,v] :;/Qp(lp)‘V(p(lu_p)'U)‘ dz+1/|anv+5v7u| dz .

Let us define the bilinear form
((u1,v1), (u2,v2))p = / (u1u2 — (u1 v2 4 ug Ul)) dz + H/ Vuy - Vuy dz +5/ vy ve dw,
a\p(l—0p) Q Q
which is such that
2Lplu,v] = ((u,v), (u,v))p -
Lemma 21. Consider Model (II) only and assume that (p, D) is a local minimizer of L under the mass
constraint (3). On the orthogonal of the kernel of Ey with ¢ = D — ¢o, ¢o satisfying (9), (-,-)p s a scalar
product and Hp is a self-adjoint operator with respect to (-,-),. Moreover, if (u,v) is a solution of (16),
then

%Lp[u o] = —2Tp[u,v] = ((u,v), Hp (u,0))y, < 0.

As a consequence, on the orthogonal of the kernel of Ey, (0,0) is the unique stationary solution of (16)
and any solution with initial datum in the orthogonal of the kernel converges to (0,0).

With a slight abuse of notations, we have denoted by the kernel of E4 the set {(u,v) : v € Ker(E4)}.

Proof. The positivity of Ip is a consequence of the definition and self-adjointness results from the compu-
tation

— ((u1,v1),Hp (u2,v2))p Z/Q v(p(l ) ) V(ﬁ —’Ug) dz

/ - fiAUl—i—évl—ul)(— :‘iA’Ug—‘r(S’Ug—Ug) dz .
Q
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Note that one has to take special care of the kernel of Hp. If (pas, Das) is a stationary solution of
(1)—(4) depending diffentiably on the mass parameter M, it is always possible to diffentiate pp; and Dy
with respect to M and get a non trivial element in the kernel of Hp. However, it is not guaranteed that
this element generates the kernel of E,4 and although not observed numerically, it cannot be excluded that
secondary bifurcations occur on branches of plateau-like solutions.

If (p, D) is a stationary solution of (1)—(5), we can of course still consider Ip[u, v] and its sign determines
whether (p, D) is dynamically stable or not. In this paper we are interested in the evolution according
to the nonlinear flow given by (1)—(5). The fundamental property of mass conservation (3) can still be
observed at the level of the linearized equations (16). The reader is invited to check that any classical
solution of (16) is indeed such that

d

and it makes sense to impose that fﬂu dx = 0 at t = 0. If we linearize the problem at a stationary
solution given by (8), it also makes sense to consider the constraint [, v p (1 — p) dz = 0.

u(t,z) de =0

6.4. Dynamic criterion. After these preliminary observations, we can define two notions of stability.
We shall say that a critical point ¢ of £y, is variationally stable (resp. unstable) if and only if A > 0 (resp.
A < 0) where A is defined by (18). Alternatively, we shall say that a stationary solution (p, D) of (1)—(5)
is dynamically stable (resp. unstable) if and only if

inf Lp[u,v]
Jou dz =0
Jov? dz =1

is positive (resp. negative) in case of Model (II). The operator Hp being self-adjoint, dynamical stability
means variational stability of £ on the product space, once mass constraints are taken into account. Most
of the remainder of this section is devoted to this issue.

For Model (I) we can extend the notion of dynamical stability (resp. instability) by requesting that
inf {Re()) : A € Spectrum(Hp)} is positive (resp. negative). However, in the case of Model (I), notions
of dynamical and variational instability are not so well related, as we shall see in Section 7.

Let us start by the following observation. In the case of Models (I) and (II), the kernel of the operator E
associated to the linearized energy functional and defined by (14) determines a subspace of the kernel of Hp.

Lemma 22. Let ¢¢ € R and assume that ¢ is a critical point of E4,. Then p given by (8) and D = ¢+ ¢
provides a stationary solution of (1)—(5). If v is in the kernel of By, then (u,v) is in the kernel of Hp if

u=p(l-p.
Proof. Using (14), it is straightforward to check that 0 = Eyv = H(DQ) (u,v) if v € Ker(Eg). Then

Hg) (u,v) =V - {p(l—p)V(p(lu_p)—v)] =0

because of the special choice u = p (1 — p)v. O

Since (1) preserves the mass, it makes sense to impose fQ u dz = 0. This also suggest to consider the
constraint [, p(1—p)v dz = 0, which has already been taken into account in (18). Let us give some more
precise statements, in the case of Model (IT). First we can state a more precise version of Lemma 20. Let
us define

A i=2 inf Lplu,v] .
Jou dz =0
fQ 02 dx =1

Lemma 23. Let M > 0. Consider Model (II) only and assume that (p, D) is a critical point of L under the
mass constraint (3). With ¢ = D — ¢o where ¢ is the unique real number determined by (9), consider A
defined by (18). Then we have Ay < A. If either A < 0 or Ay < §, then we have A = A;.
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Proof. If (p, D) is a critical point of £, the analysis of Section 2.1 shows that p is given by (8) with
¢ =D — ¢o and ¢y determined by (9). Consider first the minimization problem

inf Lplu,v] .
Jovp(—p) dz=0
Jov? dz =1

Asin Lemma 20, the optimization with respect to u shows that u = v p (1—p) and it is then straightforward

to get that 2Lp[u,v] fQ (Epv) dz = A. Additionally, we know that v solves the Euler-Lagrange

equation

(20) Epv=—rAv+dv—vp(l—p)=Av—pup(l—p)

for some Lagrange multiplier y and we have [, u dz = [, vp(1— p) dz = 0. This proves that A; < A.
Now, consider a minimizer (u,v) for A;. We find that

fQ vp (1 B p) dz

u=(w—-0)p(l—p) with @:= [ o(=p) dr -

Moreover v solves the Euler-Lagrange equation

(21) —kAv+dv—vp(l—p)=Av—0p(l—p).
Hence we have found that 2 Lp[u,v] = & [, [Vo]? dz+0 [, v? dz— [, p (1 —p)|v—0|* dz, so that

I{fQ|VU| dz — [,p(1—p)|v—19]* dz

A —d=1in

'u;EO Jov? da
o ko Vo2 dz— [, p(1—p)ov? dz
Jovp(L—p) dz=0 Jov? de+e
v#0, ceR
o ko Vo2 dz— [, p(1—p)ov? dz
Jovp(l—p) dz=0 Jov? da 7
vZ0
where the last equality holds under the condition that either A < § or A; < §. Hence we have shown that
A1 — 5 = A — 6, which concludes the proof. O

Remark 24. With no constraint, it is straightforward to check that 6 is an eigenvalue of Hp, and (u,v) =
(0,1) an eigenfunction. Hence, as soon as Ay < 0, we have that [, u dz =0 if (u,v) is a minimizer for Ay,
because of (21). This justifies why the condition of either A < § or Ay < 0 enters in the statement of
Lemma 23.

In the case of Model (II), we can get a bound on the growth of the unstable mode.

Corollary 25. Consider Model (II) only and assume that (p, D) is a critical point of L under the mass
constraint (3). If A defined by (18) is negative, then we have

nf Ipfu,v] _
Jou dz =0 Lp[u,v] ~
Jov? dz =1

and the growth rate of the most unstable mode of (16) is at least 2 |A|.

Proof. Consider a function v given by (20) with [,vp(1—p) dz =0, [jv* dz =1, u=vp(1l—p) and
take (u,v) as a test function. Then
Iplu,ol _ JoBev) dv _ Johv —up(L=p)) do +M2/P2(1— ) de<A.
Lplu,v] fQ (Egv) dz [,(Av—pp(l—p))v dz
Using (19), if Lp[u, v] is negative, then we get £Lp[u,v] < —2ALplu,v], thus proving that Lp[u, v](t) <
Lp[u, v](0) €2 Mt for any ¢ > 0. O
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The result of Corollary 25 on the most unstable mode can be rephrased in terms of standard norms.
By definition of Lp, we get that [,(u? +v?) dz > 2 [,uv dz > 2|Lpu,v]| > 2|Lplu,v](0)] €2 for
any t > 0.

Summarizing, we have shown the following result.

Theorem 26. Let M > 0 and consider the case of Model (II). Assume that (p, D) is a stationary solution
of (1)—(5) such that (3) is satisfied and let ¢ = D —pg with ¢o satisfying (9). Then the following properties
hold true.

(i) Neither dynamical instability nor variational instability can occur if (p, D) is a local minimizer
of L under the mass constraint (3) or, equivalently, if ¢ is a local minimizer of 4, such that (3)
and (8) hold.

(ii) If (p, D) is a local minimizer of L under the mass constraint (3), then any solution (u,v) of (16)
converges towards (0,0) when the initial datum is assumed to be in the orthogonal of the kernel
of Hp and with sufficiently low energy.

(iii) Dynamical stability implies variational stability.

(iv) Variational instability and dynamical instability are equivalent and, with above notations, Ay = A.

On the contrary, no clear relation between variational and dynamical (in)stability is known in the case
of Model (I), except the result of Lemma 22, which is not so easy to use from a numerical point of view.

7. NUMERICAL RESULTS

Let us summarize our findings on radial stationary solutions of (1)—(5), with parameters ¢ and « in the
range discussed in Section 3.4, when Q is the unit ball in R?, with d = 1 or d = 2. Our results deal with
either Model (I) or Model (II), defined respectively by (6) and (7), as follows:

(i) We compute the branches of monotone, non-constant, radial solutions that bifurcate from constant
solutions for the two models, in dimensions d =1 and d = 2.

(ii) We study variational and dynamical stability of these solutions. The two notions coincide for
Model (II), which is partially explained with the help of the Lyapunov functional.

(iii) Dynamical stability holds up to the turning point of the branch when it is parametrized by the
mass for Model (IT) in dimensions d = 1 and d = 2. This is also true in dimension d = 1 for
Model (I).

(iv) In dimension d = 1, the variational stability of the branch of monotone, non-constant solutions is
more restrictive than the dynamical stability in case of Model (I).

Before entering in the details, let us observe that bifurcation diagrams are more complicated in dimension
d = 2 than for d = 1, and that the lack of a Lyapunov functional makes the study of Model (I) significantly
more difficult.

All computations are based on the shooting method presented in Proposition 2. This allows us to
find all radially symmetric stationary solutions, as the range of parameter a for which solutions exist is
bounded according to Corollary 8. Hence we are left with a single ordinary differential equation, which can
be solved using standard numerical methods. Because of the smallness of the parameter x, the shooting
criterion ¢/, (1) = 0 has a rather stiff dependence on a. This makes directly finding all zeros of the criterion
for a given ¢q difficult, so in practice we use perturbation and continuation methods to parametrize the
whole branch of monotone, plateau-like solutions.

The computation of the spectrum of the linearized evolution operator (16) is done using a basis of
cosines, normalized and scaled to meet the boundary conditions. This allows for fast decomposition of the
coefficients by FFT. In the case d = 2, such a basis in not orthogonal, which is taken into account using
a mass matrix during diagonalization. In cases where the constraints cannot be enforced directly at the
basis level, a Rayleigh quotient minimization step is done, on the orthogonal of the constrained space.

Numerical computations have been made entirely using the NumPy and SciPy Python libraries, freely
available from http://scipy.org. These make use of reference numerical libraries LAPACK and odepack.

We start by considering constant solutions and make use of the notations of Section 2.2.

Let us comment on the plots of Fig. 2.
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FIGURE 1. Plot of ¢ — 8 (¢p+ d0) — f(@) =8 (¢ + po) — F'(p) = 6 (¢po — k(9)) for various values

of ¢o. Each zero of the function provides a constant stationary solution of (1)—(5).
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FIGURE 2. Parametrization by ¢o of the branches of solutions in case of Model (I), d = 1, with
§ =103k =5x10"* and Q = (0,1). There are either one or three constant solutions for a
given value of ¢¢. Strictly monotone solutions correspond to the bold curve. Notice that on the
upper part of the graph the two branches are close but distinct.

First turning point: ¢ = ¢, , on the branch of constant solutions: for lower values of ¢g, there

is only one constant solution ¢ = ¢(0), which converges to +00 as ¢g — —o0.

and Non constant solutions bifurcate from constant solutions, which are unstable in the
corresponding interval for ¢g. The solutions of the two branches correspond to monotone solutions,
either increasing or decreasing, and always bounded from above and from below by constant

solutions.

Second turning point: ¢ = ¢ar , on the branch of constant solutions: for higher values of ¢y,

there is only one constant solution ¢ = ¢(0), which converges to —oco as ¢y — +0c.

The dependence of plateau-like solutions on parameters ¢y and x is shown in Fig. 3.

Next we consider monotone, plateau-like solutions. In Figs. 4 and 5, the shaded region corresponds to

masses for which constant solutions are unstable.

Dynamical and variational stability criteria and their interplay are a tricky issue, especially in case of

Model (I) in which we have no theoretical framework to relate the two notions. See Fig. 6.
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FIGURE 3. In the case of Model (I), d =1, § = 10™2, we consider various profiles for z +— ¢(x)
with = € (0,1) = Q either (left) as ¢o varies and k = 5 x 10~%, or (right) as x varies, with
$(0) = 1.
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FIGURE 4. Model (I), s = 5x107*, § = 1073, Thin lines represent constant solutions and bold
ones the plateau-like solutions. For readability purposes we use a logarithmic scale for the mass.
Left: d = 1. The dotted part of each branch shows where solutions are dynamically unstable.
Right: d = 2.
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FIGURE 5. Model (I), s = 1072, § = 10™3: thin lines represent constant solutions and bold ones
the plateau-like solutions. The dotted part of each branch shows where solutions are dynamically
unstable. Left: d = 1. Right: d = 2.

Stationary solutions are critical points of £4,. It is therefore interesting to determine whether they are
minima or not, either for fixed values of ¢y or for fixed values of M, which makes more sense from the
dynamical point of view. However, only in the case of Model (II) minimizers of &4, are also minimizers
of £ and therefore dynamically and variationally stable. See Figs. 7 and 8.
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FIGURE 6. Model (I), d = 1. We numerically compare the criteria for variational and dynamical
instability along the branch of monotone, non-constant solutions. When dM/d¢o changes sign,
this means that the branch has a turning point when plotted in terms of M. We observe that
this turning point corresponds to the loss of dynamical stability, while variational stability is lost
for smaller values of ¢o along the branch: see in particular the enlargement (right). Here u1 cor-
responds to the lowest value of Re({(u,v), —Hp (u,v))) under the constraints ((u,v), (u,v)) =1
and fQ u dz =0, and (-, -) denotes the standard scalar product.
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FIGURE 7. The energy is represented as a function of ¢o for constant and monotone (either
increasing or decreasing) solutions. Here we assume d = 1. Left: Model (I), the energy &y, is
shifted by £ ¢ |2|. Center: Model (II). Non constant solutions (upper curve) are undistinguish-
able from a branch of constant solutions. Right: Details for Model (II): difference of the energies
of the constant and non-constant solutions (under appropriate restrictions on ¢o).

M

FIGURE 8. For any given mass, there is exactly one constant solution. Hence minimizers of
Fum[D] = Esy[p + po] with ¢o = ¢d’[D] for masses M in a certain range are not constant.
Left: Model (I), d = 1. Right: Model (II), d = 1. These minimizers are also minimizers of the
Lyapunov functional and therefore dynamically stable (¢q is restricted to an appropriate range).

Finally in case of Model (IT), we can check that dynamical and variational stability are compatible, see

Fig. 9.
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FIGURE 9. Model (II), d = 2. Left: Solution of M +— A, where, for each M, we compute the
two monotone plateau-like solutions, and then A according to (18). Hence A < 0 means that the
solution is variationally unstable under the mass constraint. Right: Detail is shown. Here p;

corresponds to the lowest value of {(u,v), —Hp (u,v)) under the constraints ((u,v), (u,v)) = 1
and [, u dz =0.

8. CONCLUDING REMARKS

Model (II) is the (formal) gradient flow of the Lyapunov functional £ with respect to a distance corre-
sponding to Wasserstein’s distance for p and an L? distance for D (see [5, 13, 18] for further considerations
in this direction). Critical points of £ are stationary solutions for the system, they attract all solutions of
the evolution equation and the infimum of £ is achieved by a monotone function, which is therefore either
a plateau solution or a constant solution. When d = 1 numerics, at least for the values of the parameters
we have considered, show that plateau solutions exist only in the range in which constant solutions are
unstable and are uniquely defined in terms of the mass, but when d = 2, the range for dynamically stable
plateau solutions is larger than the range (in terms of the mass) of constant unstable solutions under
radial perturbation. Infima of £ and &4, actually coincide. Consistently with our analysis, we find that
the linearized evolution operator around minimizing solutions has only positive eigenvalues. Moreover,
this operator is self-adjoint in the norm corresponding to the quadratic form given by the second variation
of £ around a minimizer. Hence, when d = 2, we observe the existence of multiple stable (under radial
perturbations) stationary solutions.

In case of Model (I), no Lyapunov functional is available, to our knowledge. Still, all stationary states
are characterized as critical points of £;, and obtained (as long as they are radially symmetric) using our
shooting method. In dimension d = 1, the structure of the set of solutions is not as simple as in Model (IT),
and this can be explained by the frustration due to the p (1 — p) term in the equation for D. Numerically,
when d = 1, we observe that monotone plateau solutions are uniquely defined and dynamically stable
in the range where constant solutions are dynamically unstable. However, when d = 1, we also have a
range in which both types of solutions are dynamically stable, which means that the system has no global
attractor. We do not even know whether stationary solutions attract all solutions of the evolution problem
or not.

To give a simple picture of the physics involved in the two models of crowd modeling studied in this
paper, we may use the following image. The potential D defines the strategy of the individuals. It takes
into account the source term (the density p in case of Model (II) and p (1 — p) in case of Model (I)) to
determine a preferred direction. Because it is governed by a parabolic equation, it takes the value of the
source term into account not only at instant ¢, but also in the past, which means that there is a memory
effect. Of course, recent past receives a larger weight, and actually two mechanisms are at work to update
the system: a local damping, with time scale determined by ¢ and a diffusion term (position of the source
term gets lost on the long time range), with a time scale governed by k. Both coefficients being small, the
time scale (that is, the memory of the system) is long compared to the time scale for p.

As far as p is concerned, the diffusion accounts for random effects while the drift is tempered by some
tactical term, which tries to avoid densely populated areas, and is taken into account by the mean of the
(1 — p) term in the drift.
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In case of Model (II) the strategy defined by the source term is simple: individuals want to aggregate
in high p densities. In case of Model (I) the strategy is different, as the system tends to favor regions
with intermediate densities, typically p of the order of 1/2. Of course, this is antagonist with the trend
to concentrate in regions where D is large and introduces some frustration in the system. At a very
qualitative level, this is an explanation for the fact that multiplicity of dynamically stable stationary state
occurs in Model (I) even when d = 1.
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