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SUMMARY

The aim of the paper is to study the capabilities of the extended finite element method (XFEM) to achieve accurate computations in non-smooth situations such as crack problems. Although the XFEM method ensures a weaker error than classical finite element methods, the rate of convergence is not improved when the mesh parameter $h$ is going to zero because of the presence of a singularity. The difficulty can be overcome by modifying the enrichment of the finite element basis with the asymptotic crack tip displacement solutions as well as with the Heaviside function. Numerical simulations show that the modified XFEM method achieves an optimal rate of convergence (i.e. like in a standard finite element method for a smooth problem).
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1. INTRODUCTION

Computer simulation of fracture processes remains a challenge for many industrial modelling problems (cracking in concrete, delamination in composite materials, fatigue crack in adhesive bonded joints, etc.) [1–3]. In a classical finite element method, the non-smooth displacement near the crack tip is captured by refining the mesh locally. The number of degrees of freedom may drastically increase, especially in three-dimensional applications. Moreover, the incremental computation of a crack growth needs frequent remeshings. Reprojecting the solution on the updated mesh is not only a costly operation but also it may have a troublesome impact on the quality of results. Classical finite element methods have achieved their limit ability for solving fracture mechanics problems.
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To avoid these computational difficulties, a new approach to the problem consists in taking into account the a priori knowledge on the exact solution. Adding the asymptotic crack tip displacement solution to the finite element basis seems to be a somewhat early idea. Strang and Fix [4] applied this approach for the Laplace operator where the singular enrichments were truncated by a polynomial cut-off function. Babuška et al. [5–7] considered a partition of unity principle in conjunction with the finite element method to conciliate a local approximability property together with a global continuity condition. Mathematical results are presented to establish this new approach. The PUFEM method enables to use locally non-classical shape functions incorporated into the finite element basis remaining within the framework of conformal methods. Following these ideas, numerical works have been carried out [8–10]. A more general presentation can be found in Reference [11].

Moës et al. [12] introduced a numerical methodology which has been developed in the last few years by the name of XFEM—extended finite element method. This is an improvement of methods in Reference [13] where curved cracks were treated by mapping the straight crack enriched field. In Reference [12], not only finite elements are enriched with the asymptotic crack tip displacement solutions, but also with a step function which takes into account the jump of the displacement across the crack. Then, the finite element mesh can be defined independent of the crack geometry. The partition of unity chosen to localize the enrichment functions is linked to the mesh and is generally defined using linear shape functions. Several recent works have shown the efficiency of this method for two- or three-dimensional fracture problems [14–22].

An advantage of the XEM method is to obtain more accurate numerical results than classical finite element one. However, the rate of convergence is not optimal with respect to the mesh parameter h. This rate is lower than it is expected with classical finite element method for a smooth problem [21]. In the present work, our aim is to propose some improvements of the XFEM method in order to obtain the optimal accuracy. An outline of this paper is as follows.

In Section 2, we define the model problem considered throughout the paper, which is relative to the equilibrium of a cracked body in plane linear elasticity.

Section 3 is devoted to the classical XFEM method. Its main features are briefly recalled (Section 3.1). A difficulty comes from the numerical integration of non-smooth functions. An ‘almost polar integration’ rule is introduced and its numerical efficiency is verified (Section 3.2). Then, we test the abilities of the XFEM method on the model problem, and the error curves are presented for a polynomial basis of degree 1, 2 or 3. It can be seen that the rate of convergence remains of order \( \sqrt{h} \) only, in agreement with Stazi et al. [21] (Section 3.3). Some aspects of this unsatisfactory behaviour are analysed. First, the interpolation error in the XFEM method is not optimal (in comparison to the interpolation error given by the non-enriched finite element method for a smooth function). The reason is suggested with a simpler analogous one-dimensional example. Second, adding the functions of enrichment to the finite element basis leads to a locally non-unisolvent method. Third, the discontinuity of the displacement field along the crack has to be represented in a sufficiently accurate way using the finite element basis as partition of unity (Section 3.4).

In Section 4, we introduce a first improvement motivated by the previous error analysis. In the classical XFEM method, only the nodes the nearest to the crack tip are enriched; consequently the support of the additional basis functions vanishes when h goes to zero. An alternative strategy consists in enriching a whole fixed area around the crack tip independent of h. The expected optimal rate of convergence is nearly reached as it can be seen from the presented numerical tests.
In Section 5, we improve the previous modification in order to decrease the number of unknowns and the condition number. A bonding condition is introduced on the enrichment area around the crack tip. Here, for each singular shape function, the equality of the corresponding degrees of freedom is prescribed (Section 5.1). Unfortunately, the numerical tests show a reduction of the rate of convergence, even though the condition number is significantly improved (Section 5.2). Analysing the difficulty from a mathematical point of view in a one-dimensional framework, we notice that the lack of accuracy comes from the elements in the transition layer, at the boundary of the enriched zone (Section 5.3). According to the original UPFEM method, let a partition of unity be defined independently of the mesh from an overlapping of the domain by two patches, the crack tip lying in the interior of one of them. Then we can prove that the error of convergence is optimal (Section 5.4). It may be seen also that the contribution to the error estimate of the intersection between the two patches does not have a significant influence. So it is quite natural to consider the limit case where the two patches constitute a partition of the domain. Then, the enrichment of the finite element basis leads to a non-conformal method, and one has to assign a matching condition at the interface between the two patches. Numerical tests show that a nodal matching condition supplies the optimal convergence rate. Let us notice that this improvement is achieved with a slight decrease of the size of the approximation problem compared to the classical XFEM method (Section 5.5). The more the approximation basis is fitted to the exact solution, the more an enriched finite element method is accurate.

In Section 6, we examine the performances of the previous modified XFEM method for solving a different problem. Here, the exact solution includes the second term in the asymptotic expansion of the solution to the previous model problem.

Finally, in Section 7, we focus on the computation of the stress intensity factors and we present the corresponding curves of convergence.

2. MODEL PROBLEM

A linear elasticity bidimensional problem is considered, with an isotropic homogeneous material, on a cracked domain \( \Omega \) (see Figure 1). On the boundary of the non-cracked domain \( \Omega \), a Dirichlet condition is applied on \( \Gamma_D \) and a Neumann condition is prescribed on \( \Gamma_N \). The crack is denoted by \( \Gamma_C \) such that \( \Gamma_D, \Gamma_N \) and \( \Gamma_C \) is a partition of \( \partial \Omega \).

The space of admissible displacements is \( \mathcal{V} = \{ v \in H^1(\Omega; \mathbb{R}^2) ; v = 0 \text{ on } \Gamma_D \} \), and the equilibrium problem is written:

\[
\text{find } u \in \mathcal{V} \text{ s.t. } a(u, v) = l(v) \quad \forall v \in \mathcal{V}
\]

where

\[
a(u, v) = \int_{\Omega} \sigma(u) : \varepsilon(v) \, dx
\]

\[
l(v) = \int_{\Omega} f \cdot v \, dx + \int_{\Gamma_N} g \cdot v \, d\Gamma
\]

\[
\sigma(u) = \lambda \varepsilon(u) I + 2\mu \varepsilon(u)
\]
with \( \sigma(u) \) the stress tensor, \( \varepsilon(u) \) the linearized strain tensor, \( \lambda > 0 \) and \( \mu > 0 \) the Lamé coefficients, \( g \) and \( f \) the given force densities on \( \Omega \) and \( \Gamma_N \), respectively, and assuming a traction free condition on the crack. The source term \( f \) is supposed to be sufficiently smooth, i.e. on a neighbourhood \( \omega_C \) of the crack tip, we assume that \( f \in H^m(\omega_C; \mathbb{R}^2) \) for some \( m \geq 0 \). Hence the solution \( u \) can be written as a sum of a singular part and a regular part such that:

\[
\begin{align*}
  u & = \sum_{n=0}^{m} r^{1/2+n}(c_n^1 w_n^1 + c_n^2 w_n^2) \in H^{m+2}(\omega_C; \mathbb{R}^2) \\
\end{align*}
\]

(See Reference [23]), where \( r \) denotes the distance from the crack tip. The normal (resp. tangential) component of the functions \( w_n^1 \) (resp. \( w_n^2 \)) is discontinuous along the crack. They both correspond to the well known I and II opening modes for a bidimensional crack.

The asymptotic displacement at the crack tip for these two modes is given in polar coordinates relatively to the crack tip by (see Figure 2)

\[
\begin{align*}
  u_1 &= \frac{K_1}{E} \sqrt{\frac{r}{2\pi}} \begin{pmatrix} \frac{\theta}{2} \\ \sin \frac{\theta}{2} \end{pmatrix} (a + b \cos \theta) \\
  u_\Pi &= \frac{K_\Pi}{E} \sqrt{\frac{r}{2\pi}} \begin{pmatrix} \sin \frac{\theta}{2} (c + 2 + \cos \theta) \\ \cos \frac{\theta}{2} (2 - c - \cos \theta) \end{pmatrix} \\
\end{align*}
\]

(3)

where \( K_1 \) and \( K_\Pi \) are the stress intensity factors (see for instance Reference [24]), and

\[
\begin{align*}
  a &= 2 + \frac{2\mu}{\lambda + 2\mu} \\
  b &= -2 \frac{\lambda + \mu}{\lambda + 2\mu} \\
  c &= \frac{\lambda + 3\mu}{\lambda + \mu} \\
\end{align*}
\]

The functions \( u_1 \) and \( u_\Pi \) belong to \( H^{3/2-\varepsilon}(\Omega; \mathbb{R}^2) \) for any \( \varepsilon > 0 \) (see Reference [23], Chapter 4).
3. THE CLASSICAL XFEM

3.1. Description

The basic idea of XFEM is to enrich a classical finite element space with some additional functions. These functions are built as the product of global enrichment functions with some finite element functions.

One considers a Lagrange finite element method of order $k$ defined on a regular triangulation of the uncracked domain $\Omega$. The $P_k$ (vector valued) basis functions are denoted $\phi_1 \ldots \phi_N$, where $P_k$ stands for the set of order $k$ polynomials.

The XFEM enriched space is then

$$\psi^h = \left\{ \psi^h = \sum_{i=1}^{N} a_i \phi_i + \sum_{i \in I_H} b_i H \phi_i + \sum_{i \in I_P} \sum_{j=1}^{4} c_{ij} F_j \phi_i : a_i \in \mathbb{R}, \ b_i \in \mathbb{R}, \ c_{ij} \in \mathbb{R} \right\}$$

(4)

where $\phi_i$ are the basis functions of the vector $P_k$ finite element method (used for the partition of unity). Here, $I_H$ is the set of the degrees of freedom indices enriched with the global discontinuous step function $H(x) = \text{sign}(d_{IC}(x))$, denoting $d_{IC}$ a signed distance from the crack. Similarly, $I_P$ is the set of the degrees of freedom indices enriched with the singular functions $F_j(x)$ defined as follows (in polar co-ordinates relatively to the crack tip):

$$F_1(r, \theta) = \sqrt{r} \sin \frac{\theta}{2}$$
$$F_2(r, \theta) = \sqrt{r} \cos \frac{\theta}{2}$$
$$F_3(r, \theta) = \sqrt{r} \sin \frac{\theta}{2} \cos \theta$$
$$F_4(r, \theta) = \sqrt{r} \cos \frac{\theta}{2} \cos \theta$$

Figure 2. Polar co-ordinates relatively to the crack tip.
The determination of $I_H$ and $I_F$ is done according to the following rules (see Figure 3 and Reference [12]):

- $I_H$ is the set of nodes whose basis functions support is entirely split by the crack,
- $I_F$ is the set of nodes which contain the crack tip in the (interior of the) support of their basis function.

3.2. Numerical integration

There are two difficulties for the integration of XFEM functions: the discontinuity along the crack, and the singularity at the crack tip. If the discontinuity is not taken into account when the numerical integration is performed, this may lead to bad numerical results, and even to a non-invertible set of equations if the integration points 'miss' the discontinuity.

The usual rule is to perform a simple splitting of the triangles crossed by the crack such that the resulting set of triangles does not cross the crack [25] (see Figure 4). Note that this does not require a general mesh refinement procedure: flat triangles are not a problem.

For the elements that contain the crack tip, a special care has to be taken. The discontinuity is still present, but there is also a singularity. So, simply splitting the triangles may lead to poor numerical results if the integration method is not precise enough. A naïve solution is to refine locally each split triangle, until a good estimate of the integrals is achieved. Unfortunately, the computational cost increases a lot, since a very large number of integration points (ten thousands or more) may be required.

However, if one looks at the expressions of the elementary integrals,

$$\int_T \nabla (F_i \psi_j) \cdot \nabla (F_k \psi_l) \, dx$$
one notices that expressing this integral in polar co-ordinates will cancel the $r^{-1/2}$ singularity of $\nabla F_j(x)$. Hence, the following integration method gives excellent results with a very low number of integration points when it is used on the sub-triangles having the crack tip as a vertex (keeping a classical Gauss quadrature on the other sub-triangles).

The geometric transformation

$$\tau : \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \rightarrow \begin{pmatrix} x_1 x_2 \\ x_2 \end{pmatrix}$$

maps the unit square onto a triangle (Figure 5). Using this transformation, it is possible to build a quadrature rule on the triangle from a quadrature rule on the unit square. The new
Figure 6. Comparison of integration methods (uniform refinement with order 3 Gauss method and order 10 Gauss method, and almost polar integration).

integration points $\tilde{\xi}$ and their weights $\tilde{\eta}$ are obtained from those of the original quadrature rule with

$$\tilde{\xi} = \tau(\xi)$$

$$\tilde{\eta} = \eta \det(\nabla \tau)$$

This quadrature will be called in the following the 'almost polar integration'. Independently, in Reference [26], an integration method which also uses the non-singular characteristic of the polar form of the integrals has been developed.

The performances of the classical refined integration and the almost polar integration are compared by computing a XFEM elementary matrix.

The reference elementary matrix is computed on a very refined subdivision near the singularity point. Figure 6 presents the relative error between this reference elementary matrix and a computation of the elementary matrix with the following different strategies:

- using a regular refinement of the triangle, and a fixed integration rule on each refined triangle (of order 3 and 10);
- using the almost polar integration method, without any additional refinement, but for Gauss quadratures of increasing order.

This shows that the almost polar integration approach offers an important gain. In practice, 25 Gauss points were enough for the most accurate convergence test we have done.
3.3. Convergence tests

The two test cases presented (see Figures 7 and 8) are chosen such that mode I (resp. mode II) crack displacement is the exact solution. This is ensured via adequate (non-homogeneous) Dirichlet conditions on the domain boundary. The domain is \( \Omega = [0, 5] \times [-2.5, 2.5] \) and the considered crack is the line segment \( \Gamma_c = [0, 2.5] \times [0] \). The domain is discretized with a regular mesh.

As suggested in Reference [21], the \( \psi_i \) functions of Equation (4) are taken as the basis functions of a \( P_1 \) finite element method, even for \( P_2 \) XFEM and \( P_3 \) XFEM.

The convergence curves, presented in Figure 9, are very similar to the ones obtained by Stazi et al. [21]. One can note that, although the energy error is lower with XFEM than without enrichment, XFEM does not improve the convergence rate which is \( O(\sqrt{h}) \).

3.4. Interpretation of the previous results

It may seem surprising that XFEM does not improve the convergence rate of the finite element method. Since the singularity is added into the finite element space, and the non-singular part is sufficiently smooth, one would expect to get the error rate of the classical finite elements, i.e. \( \|u - u_h\|_{H^1} = O(h^k) \) for \( P_k \) elements.

3.4.1. One-dimensional analysis. In order to analyse this relatively poor convergence rate, let us consider a one-dimensional case. Even though the problem is different, it seems to us that the conclusions are sufficiently clear to explain what happens in the two-dimensional case. Let us assume that one wants to approximate on the domain \([0, 1]\) the following
function:

\[ G(x) = x(\ln(x) - 1) \]

which is in the Sobolev space \( H^{3/2-\varepsilon}(0, 1) \) for any \( \varepsilon > 0 \) (the function \( \sqrt{x} \) is not in \( H^1(0, 1) \), so it is not relevant for our purpose).

If one considers the classical Lagrange \( P_1 \) approximation on the domain \([0, 1]\) divided in \( N \) intervals of length \( h = 1/N \), then the square of the \( H^1(0, 1) \) semi-norm of the interpolation error on an interval is

\[
e_i^2 = \left[ \frac{d}{dx} \left( G(x) - G((i + 1)h) \left( \frac{x}{h} - i \right) - G(ih) \left( i + 1 - \frac{x}{h} \right) \right) \right]^2 \]

\[
= h \left( 1 - (i + 1)i \ln^2 \left( 1 + \frac{1}{i} \right) \right)
\]

Hence, denoting \( G_h \) the interpolate of \( G \), one has

\[
\|G - G_h\|_{H^1(0, 1)}^2 = \sum_{i=1}^{N} e_i^2 = C^2 h
\]

with \( C^2 = \sum_{i=1}^{\infty} \left( 1 - (i + 1)i \ln^2(1 + (1/i)) \right) \). It is easy to verify that this series converges, and \( C^2 \approx 2.70 \). One can conclude that the \( H^1(0, 1) \) semi-norm of the interpolation error is close to \( C\sqrt{h} \). This is exactly what is expected for a \( P_1 \) finite element method with a solution which has this kind of regularity.
Figure 9. Convergence comparison of classical finite elements and XFEM for mode I and mode II problems.

Let us see now the behaviour of the classical XFEM based on the $P_1$ finite element method enriched with the singular function $G(x)$, but only on the first node of the first interval $[0, h]$. At best, the interpolation error will vanish on the first interval and will be unchanged on
the others. Thus, the $H^1(0, 1)$ semi-norm of the interpolation error is close to $C\sqrt{h}$, with $C^2 \geq C^2 - 1$. The error is smaller, but the order of convergence is unchanged. Of course, this reasoning works independent of the degree of the finite element method, thus the classical XFEM will be convergent with an order $O(\sqrt{h})$ independently of this degree.

A solution to increase the convergence rate is to consider a constant area of enrichment (i.e. independent of $h$). This is one of the improvements we will propose.

3.4.2. **XFEM is locally non-unisolvent.** Implementing the classical XFEM, one may remark that the elementary stiffness matrices have seven vanishing eigenvalues, while classical elementary stiffness matrices have normally three, corresponding to two free translations and one free rotation. This is due to the fact that XFEM is non-unisolvent in the sense that one has

$$\phi_2(F_1 - F_4) + \phi_1 F_3 = 0$$
$$\phi_2(F_3 - F_2) + \phi_1 F_4 = 0$$

with $\phi_j$ is a $P_1$ basis,

$$\phi_1(x, y) = x, \quad \phi_2(x, y) = y \quad \text{and} \quad \phi_3(x, y) = 1 - x - y$$

Since the XFEM basis is a linear combination of $\phi_j F_j$ for each component $u^1, u^2$, this leads to four linear relations between the XFEM shape functions and thus to four vanishing eigenvalues in the elementary stiffness matrix. Moreover, this remark holds for a $P_1$ finite element method used as partition of unity. If a $P_2$ finite element method is used, there are six relations of this kind, so 12 additional vanishing eigenvalues. This is one of the reasons we only use the $P_1$ partition of unity for the singular functions. Let us remark that the same choice is also made by Stazi et al. [21].

3.4.3. **Low degree for the step function.** In the definition of the XFEM discrete space (4), the step function $H$ is multiplied by the shape functions of a $P_1$ finite element method $\psi_i$. Thus, the displacement jump will be represented as a piecewise linear function along the crack. This is of course incompatible with an higher order representation of the displacement. In order to have an optimal convergence rate, the partition of unity used for the function $H$ has to be of the same degree as the finite element method used to approximate the displacement. So the term $\sum_{i \in I_H} h_i H \psi_i$ in (4) has to be replaced by $\sum_{i \in I_H'} h_i H \phi_i$, where $I_H'$ is the appropriate set of degrees of freedom. This will be done in the following (still denoting $I_H$ instead of $I_H'$). This idea was also mentioned in Reference [12], although not fully tested.

4. **XFEM WITH A FIXED ENRICHMENT AREA (XFEM-f.a.)**

4.1. **Principle**

As it was previously observed on the convergence curves (see Figure 9), the classical XFEM method does not improve the order of convergence of a usual finite element method. The convergence rate remains to $O(\sqrt{h})$, which is the expected order, because of the nature of the crack tip singularity. Naturally, the level of error, in energy norm, is better for XFEM but
one could expect a better behaviour. Our simplified analysis (see Section 3.4.1) shows that a necessary condition for optimality is to have an enrichment area with a size independent of the mesh parameter $h$. This is the idea we develop in this section.

Let us introduce $B(x_0, R)$ the disk whose centre is the crack tip $x_0$. Its radius $R$ is a strictly positive number, independent of $h$, chosen small enough such that $B(x_0, R)$ is contained in the non-cracked domain $\Omega$. For the further convergence tests, this radius $R$ will be fixed to $1/10$th of the domain dimension. Then, we introduce the set $I(R)$ of the degrees of freedom which belong to triangles contained in $B(x_0, R)$ (see Figure 10). We can now define the new finite element space $\mathcal{V}_h^R$ as

$$
\mathcal{V}_h^R = \left\{ v^h = \sum_{i=1}^N a_i \phi_i + \sum_{i \in I_h} b_i H \phi_i + \sum_{i \in I(R)} \sum_{j=1}^4 c_{ij} F_j \psi_i : a_i \in \mathbb{R}, \ b_i \in \mathbb{R}, \ c_{ij} \in \mathbb{R} \right\}
$$

(7)

where we recall that the functions $\phi_i$ (resp. $\psi_i$) are the shape functions of the $P_k$ finite element method (resp. $P_1$).

This improvement of the XFEM method has been developed independently in Reference [26].

4.2. Convergence curves

The convergence curves for mode I test problem are given in Figure 11. It shows that, for the different choices of the polynomials degrees, the convergence rates are close to the expected optimal ones, especially for sufficiently refined meshes (at least 16 cells in each direction). For mode II, we do not present the results because they are very similar to mode I.
Figure 11. Convergence for $P_2$ XFEM with a fixed enrichment area (XFEM-f.a.): mode I problem.

Table 1. Total number of degrees of freedom ($N$ is the number of cells in each direction).

<table>
<thead>
<tr>
<th>$N$</th>
<th>$P_1$ FEM</th>
<th>$P_1$ XFEM-f.a.</th>
<th>$P_2$ FEM</th>
<th>$P_2$ XFEM-f.a.</th>
<th>$P_3$ FEM</th>
<th>$P_3$ XFEM-f.a.</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>104</td>
<td>112</td>
<td>456</td>
<td>472</td>
<td>1064</td>
<td>1088</td>
</tr>
<tr>
<td>30</td>
<td>1710</td>
<td>1926</td>
<td>6990</td>
<td>7236</td>
<td>15870</td>
<td>16146</td>
</tr>
<tr>
<td>64</td>
<td>8000</td>
<td>9032</td>
<td>32320</td>
<td>33416</td>
<td>73024</td>
<td>74184</td>
</tr>
</tbody>
</table>

4.3. Remarks

Even though the numerical results are very much improved, compared to the classical XFEM, this new approach introduces two drawbacks.

- Choosing a fixed enrichment area around the crack tip increases the total number of degrees of freedom. It is illustrated in Table 1, where $N$ stands for the number of cells in each direction. Nevertheless, as the enrichment due to crack tip singularity uses first degree polynomial functions (see (7)) in all cases, the number of additional degrees of freedom does not depend too much on the degree of the polynomials, which are used for the approximation of the regular part of the solution. In particular, when we choose third order polynomials, the additional cost becomes rather negligible.

- The linear systems, associated to the finite element approximation, become more and more ill-conditioned (see Figure 12). One of the reasons may be the non-unisolvence of XFEM (see Section 3.4.2). This bad conditioning should explain the lack of optimality in the convergence rates (from 1.8 instead of 2 for $P_2$ to 2.6 instead of 3 for $P_3$, see Figure 11). Another explanation of this result may also be a problem in the transition layer (see Section 5.3).
Figure 12. Condition numbers for mode I problem: comparison between XFEM with a fixed enrichment area (XFEM-f.a.) and the classical XFEM.

5. DEGREES OF FREEDOM GATHERING (XFEM-d.g.) FOR THE SINGULAR FUNCTIONS

5.1. Description

The basic idea of XFEM is to add the singular part of the exact solution in the finite element space. But, the singular functions are multiplied by finite element polynomials on a small family of nodes around the crack tip. Then, the singular functions live on a compact support vanishing as $h$ goes to zero. Unfortunately, the numerical experiments of the previous sections show that the enrichment area should have a size independent of the mesh parameter to expect optimal convergence results. Nevertheless, adding singular functions on all the nodes of a fixed disk around the crack tip results in a relative increase of the number of degrees of freedom and a huge increase of the condition number of the resulting linear system.

So, mixing the original ideas of XFEM (adding the singularities around the crack tip) and our numerical observations (enrichment area independent of the mesh parameter) leads us to the following strategy. We add the global functions $F_j(x) T_R(x)$, where $T_R(x)$ is the truncation function, given by

$$T_R(x) = \sum_{i \in I(R)} \tilde{\psi}_i(x)$$

with $\tilde{\psi}_i(x)$ the classical first degree scalar shape functions of the finite element method. Let us recall that, when we consider all the shape functions on an element, their sum is identically equal to one. So the function $T_R(x)$ is identically equal to 1 on all the triangles contained in the disk $B(x_0, R)$, and linearly decreases to 0 on the transition layer (see Figure 13). Let us remark that while the classical XFEM adds eight degrees of freedom for each enriched...
node, the present method only adds eight degrees of freedom (four for each component of \( u \)), independent of the size of the enriched area. This additional cost is really negligible and makes conceivable the enrichment with more than four singular functions. Of course, the corresponding entries of the stiffness matrix are linked to each degree of freedom of the enriched area. But, since only eight lines/columns are filled, the impact on the performance of linear systems solvers is low.

The corresponding discrete space is given by

\[
\mathcal{V}_h = \left\{ v^h = \sum_{i=1}^{N} a_i \varphi_i + \sum_{i \in \mathcal{L}_M} b_i H \varphi_i + \sum_{j=1}^{4} c_j^1 F_j T e_1 + \sum_{j=1}^{4} c_j^2 F_j T e_2 : a_i \in \mathbb{R}, b_i \in \mathbb{R}, c_j^1, c_j^2 \in \mathbb{R} \right\}
\]  

(8)

where \( e_1 \) and \( e_2 \) is the canonical basis of \( \mathbb{R}^2 \).

5.2. Numerical tests

The convergence curves for mode I test problem are given in Figure 14. Rather surprisingly, these numerical tests exhibit an important lack of optimality on the convergence rates. This point is especially important for \( P_1 \) and \( P_2 \) polynomials. More precisely, we lose exactly half an order compared to optimality, which means \( \sqrt{n} \), on all the curves, independently of the degree of the polynomials. The next section deals with an explanation of this phenomenon. To conclude this part, let us just observe that, despite the previous problem, the conditioning of the numerical problem is drastically improved by this technique (compare Figure 15 with Figure 12).
Figure 14. Convergence of XFEM with d.o.f. gathering for mode I problem.

Figure 15. Condition numbers of XFEM with d.o.f. gathering for mode I problem.
5.3. Analysis of the lack of optimal convergence

For the sake of simplicity, we present a one-dimensional analysis of the interpolation error. The singular part of the solution is fully taken into account inside the enrichment area and, outside this area, the solution is regular and well approximated by the standard $P_k$ finite element method. Thus, the only potential problem comes from the transition layer between the enrichment area and the rest of the domain, i.e. the triangles partially enriched. We present the analysis for a $P_1$ and a $P_2$ XFEM. Let us remark that a different analysis of this kind of problem is done in Reference [22] where a specific reproducing condition is introduced. But this analysis cannot be straightforwardly applied to the present problem due to the non-polynomial singular functions.

5.3.1. $P_1$ analysis. We will analyse what happens in the transition layer in a one-dimensional case with an XFEM based on a piecewise linear finite element method. Assuming that the considered domain is $[-1/2, 1/2]$, that the transition layer is represented by the interval $[0, h]$ and that only node 0 is enriched with $f(x)$ a singular function (the singularity of $f$ is supposed to be located in a point $x < 0$). The shape functions on this (semi-enriched) interval are (see Figure 16):

\[
\left(1 - \frac{x}{h}\right), \quad \frac{x}{h} \quad \text{and} \quad f(x) \left(1 - \frac{x}{h}\right)
\]

Hence, on $[0, h]$, an interpolation will be written $f^h(x) = f(h)(x/h) + b(1 - (x/h)) + cf(x) (1 - (x/h))$ with $b + cf(0) = f(0)$. However, on $[-1/2, 0]$, the interpolation space is $\mathcal{P}^h = P_1 \oplus \{af(x), a \in \mathbb{R}\}$. As $f$ is singular, the only way to have an optimal convergence rate is to interpolate $f$ by itself. Hence at $x = 0$, this implies that $c = 1$ and then $b = 0$. Finally, on $[0, h]$

\[
f^h(x) = \left(1 - \frac{x}{h}\right) f(x) + \frac{x}{h} f(h)
\]
The interpolation error on this interval is given by

\[ f^h(x) - f(x) = \frac{x}{h} (f(h) - f(x)) = \frac{x}{h} \left( f'(x)(h-x) + f''(x) \frac{(h-x)^2}{2} \right) + O(h^3) \]

so that on this transition layer one has

\[ \int_0^h |f^h(x) - f(x)|^2 \, dx \leq C h^3 \]

where \( C \) is a generic constant independent of \( h \) (it depends of \( \sup |f'| \) for this particular estimate). On other intervals \([nh, (n+1)h]\), not included in the enrichment area, the standard \( P_1 \) interpolation leads to

\[ f^h(x) - f(x) = \left( 1 - \frac{x - nh}{h} \right) f(nh) + \frac{x - nh}{h} \left( f((n+1)h) - f(x) \right) \]

\[ = \left( 1 - \frac{x - nh}{h} \right) (f(nh) - f(x)) + \frac{x - nh}{h} (f((n+1)h) - f(x)) \quad (9) \]

thus

\[ \int_{nh}^{(n+1)h} |f^h(x) - f(x)|^2 \, dx \leq C h^5 \]

(see more details in Reference [4]).

The \( L^2 \) norm on the global domain including the transition layer will be bounded by

\[ \left( \int_{-1/2}^{1/2} |f^h(x) - f(x)|^2 \, dx \right)^{1/2} \leq C \left( \frac{N}{2} - 1 \right)^{1/2} h^{5} + h^{3} \leq C h^{3/2} \]

where \( h = 1/N \). This is of course not optimal, since the \( L^2 \) interpolation error with a standard \( P_1 \) method is of order \( h^2 \) on a smooth function. What is lost seems to be the partition of unity effect of the standard \( P_1 \) method expressed by (9) which cannot be used on the transition layer.

5.3.2. \( P_2 \) analysis. The same analysis with a standard \( P_2 \) method instead of a \( P_1 \) method shows that again half an order of rate of convergence is lost in the transition layer. For an enriched \( P_2 \) method, the shape functions on the transition layer \([0, h]\) are

\[ \frac{(x-h)(2x-h)}{h^2}, \quad \frac{x(2x-h)}{h^2}, \quad \frac{4x(h-x)}{h^2} \quad \text{and} \quad \left( 1 - \frac{x}{h} \right) f(x) \]

The interpolation function is defined on \([0, h]\) by

\[ f^h(x) = \left( 1 - \frac{x}{h} \right) f(x) + \frac{x}{h^2} (2x-h) f(h) + \frac{4x(h-x)}{h^2} \frac{f(h)}{2} \]

and the interpolation error on the transition layer may be estimated as follows:

\[ \int_0^h |f^h(x) - f(x)|^2 \, dx \leq C h^5 \]
One can conclude that the $L^2$-norm on the global domain including the transition layer will be bounded by $Ch^{3/2}$ instead of $Ch^3$ for a standard $P_2$ method on a smooth function.

Even though the latter analysis is not a rigorous proof of the lost of half an order because of the transition layer, it seems to corroborate the experimental numerical results. This one-dimensional analysis generalizes the one in Reference [22] for non-polynomial functions.

5.4. Back to PUFEM

The previous analysis and the numerical results show a lack of accuracy due to the transition layer with XFEM. This method is originally based on a partition of unity principle. However, the original work by Melenk and Babuška [6] shows that PUFEM (partition of unity finite element method) does not exhibit such a lack of accuracy. Thus, an idea is to be closer to PUFEM original principle.

The domain is divided into two overlapping sub-domains $\Omega_1$ and $\Omega_2$ (see Figure 17), one of them ($\Omega_2$) containing the crack tip. Let $\psi_1$ and $\psi_2$ be a corresponding Lipschitz-continuous partition of unity on $\Omega$, i.e.

$$\psi_1(x) + \psi_2(x) = 1 \quad \text{on} \quad \Omega, \quad \text{Supp}(\psi_1) \subset \Omega_1 \quad \psi_1(x) \geq 0 \quad \text{on} \quad \Omega$$

Let us consider an approximation space $V^h_1$ on $\Omega_1$ and an approximation space $V^h_2$ on $\Omega_2$ having an optimal convergence rate (which means that $V^h_2$ is enriched with singular functions). Then it is possible to define the following PUFEM on $\Omega$:

$$V_h = \{ v^h = \psi_1 v^h_1 + \psi_2 v^h_2 : v^h_1 \in V^h_1, v^h_2 \in V^h_2 \}$$

![Diagram](image-url)

Figure 17. Decomposition in two overlapping sub-domains $\Omega_1$ and $\Omega_2$. 
Let us assume that $u \in H^{1+\varepsilon}(\Omega; \mathbb{R}^2)$, there exist $u^1_h \in \mathbb{V}_1^h$ and $u^2_h \in \mathbb{V}_2^h$ with
\[\|u^1_h - u\|_{1,\Omega_1} \leq C_1 h^\varepsilon \|u\|_{1+\varepsilon,\Omega_1}, \quad \|u^2_h - u\|_{1,\Omega_2} \leq C_2 h^\varepsilon \|u\|_{1+\varepsilon,\Omega_2}\]

Then, considering $u^h = \psi_1 u^1_h + \psi_2 u^2_h$, one has
\[\|u^h - u\|_{1,\Omega} = \left\{ \int_{\Omega} \|\nabla \psi_1(u^1_h - u) + \nabla \psi_2(u^2_h - u)\|^2 \, dx + \int_{\Omega} \|\nabla \psi_1(u^1_h - u)^T + \nabla \psi_2(u^2_h - u)^T + \psi_1(\nabla u^1_h - \nabla u) + \psi_2(\nabla u^2_h - \nabla u)\|^2 \, dx \right\}^{1/2}\]

Hence, the following estimate holds
\[\|u^h - u\|_{1,\Omega} \leq \sum_{i} \|u^i_h - u\|_{1,\Omega_i} + \max_i(\|\nabla \psi_i\|_{\infty,\Omega}) \sum_i \|u^i_h - u\|_{0,\Omega_i \cap \Omega_2}\] (10)

Finally we obtain
\[\|u^h - u\|_{1,\Omega} \leq C h^\varepsilon \|u\|_{1+\varepsilon,\Omega}\]

This shows that the optimal convergence rate is obtained.

Let us remark that this method is different from XFEM-d.g. only on the transition layer: in XFEM-d.g., the function $\psi_2$ is missing. This problem is also present with the classical XFEM. Note also that the size of the transition layer does not influence the estimate (if $\delta$ is the width of the transition layer, the term $\max_i(\|\nabla \psi_i\|_{\infty,\Omega})$ in (10) can be chosen in $1/\delta$, but the term $\sum_i \|u^i_h - u\|_{0,\Omega_i \cap \Omega_2}$ is of order $\delta h^\varepsilon$).

5.5. Pointwise matching (XFEM-p.m.)

Since, in the latter section, it has been observed that the width of the transition layer has no influence on the convergence rate, a transition layer with a vanishing width should be convenient (i.e. with $\Omega_1$ and $\Omega_2$ a partition of $\Omega$). Of course, doing so, the finite element method will be no more conformal and one has to choose the kind of matching to prescribe (integral matching, pointwise matching, mortar, etc.).

We test XFEM-d.g. with a pointwise matching condition. Assuming that $\Omega_2$ is a union of the triangles in the enriched area, the approximate displacement $u_h$ is such that $u_h = u^1_h$ on $\Omega_1$ and $u_h = u^2_h$ on $\Omega_2$, where
\[u^1_h = \sum_{i \in I(\Omega_1)} a_i \phi_i + \sum_{i \in I_h(\Omega_1)} b_i H \phi_i, \quad u^2_h = \sum_{i \in I(\Omega_2)} a_i \phi_i + \sum_{i \in I_h(\Omega_2)} b_i H \phi_i + \sum_{j=1}^{4} c^1_j F_j e_1 + \sum_{j=1}^{4} c^2_j F_j e_2\]

and $u^1_h = u^2_h$ on each finite element node lying on the interface $\Gamma_{12} = \tilde{\Omega}_1 \cap \tilde{\Omega}_2$. This is in fact equivalent to extend the singular functions on the layer of elements outside the enrichment area with polynomials (see Figure 18, compared to Figure 13).
Figure 18. Truncation of the singular enrichment function $F$ for a $P_1$ XFEM with a pointwise matching condition (XFEM-p.m.).

Figure 19. Convergence of XFEM with pointwise matching condition for mode 1 problem.

The new convergence curves (Figure 19) are now optimal (actually, with a slight super-convergence). The body deformation is shown in Figure 20 for degree three polynomials. One observes very smooth Von Mises stress iso-values, despite the non-conformity, compared to Figure 8 for the classical XFEM.
6. WEAKER SINGULARITIES

Finally, we build a new test problem combining a regular solution, mode I and mode II displacements, \( u_{1,3/2} \) or \( u_{II,3/2} \) which are the next opening modes in the crack tip displacement in expansion (1):

\[
\begin{align*}
\frac{\cos \frac{\theta}{2} \left( (3\lambda + 7\mu) \cos^2 \frac{\theta}{2} - 3\lambda - 6\mu \right)}{3\lambda + 3\mu} \, r^{3/2} \\
\frac{\sin \frac{\theta}{2} \left( (\lambda + 5\mu) \cos^2 \frac{\theta}{2} - \lambda - 2\mu \right)}{3\lambda + 3\mu} \, r^{3/2}
\end{align*}
\]

(11)

\[
\begin{align*}
\frac{\sin \frac{\theta}{2} \left( (7\lambda + 11\mu) \cos^2 \frac{\theta}{2} - \lambda - 2\mu \right)}{3\lambda - \mu} \, r^{3/2} \\
\frac{\cos \frac{\theta}{2} \left( (3\lambda - \mu) \cos^2 \frac{\theta}{2} - 3\lambda - 2\mu \right)}{3\lambda - \mu} \, r^{3/2}
\end{align*}
\]

A representation of these two opening modes can be found in Figure 21. Let us just remark that this additional singularity belongs to \( H^{3/2-\epsilon}(\Omega; \mathbb{R}^2) \) for any \( \epsilon > 0 \).

The numerical results we obtain with different versions of XFEM are given on Figure 22. First, we observe that, without any enrichment, the convergence rate is \( O(\sqrt{h}) \) whatever the degree of the polynomials is. This result was expected as the main singularity belongs to \( H^{3/2-\epsilon}(\Omega; \mathbb{R}^2) \). Then, for the 'pointwise matching' XFEM version, the convergence rate is equal to 1 when we use \( P_1 \) finite element functions, but it remains limited to \( O(1/h^{3/2}) \) with higher order polynomials. This is the expected result since mode I and mode II singularities are taken into account by our approach. It is not the case for the additional singularity. The latter
Figure 21. Contour levels of the Von Mises stress for the two $r^{3/2}$ opening modes $u_{1,3/2}$ and $u_{11,3/2}$.

Figure 22. Convergence for an analytical solution $u_1 - 3u_{11} - 5u_{11,3/2} + P(x)$ where $P(x)$ is a regular solution on the non-cracked domain.

belongs to $H^{5/2-\varepsilon}(\Omega; \mathbb{R}^2)$, so one can expect the theoretical convergence order to be limited to $h^{3/2}$, for a sufficient degree of the polynomials. Finally, the only surprising result concerns the use of XFEM with a fixed enrichment area (see Section 4). In this case, we obtain really better results than with the previous one.
To conclude this section, let us make two remarks. First of all, when high-order polynomials are used, the suitable enrichment functions must be added if we want to reach an optimal convergence order. In the previous tests, we should also add the following functions for each direction (coming from (11)):

\[ r^{3/2} \cos \frac{\theta}{2}, \quad r^{3/2} \sin \frac{\theta}{2}, \quad r^{3/2} \cos \frac{\theta}{2} \cos \frac{\theta}{2}, \quad r^{3/2} \sin \frac{\theta}{2} \cos \frac{\theta}{2} \]

Let us remark that it means we should add only eight degrees of freedom, which is not expensive.

The use of XFEM with a fixed enrichment area seems to be more flexible when the exact singularity is not added. This opens an interesting field of investigation in the use of XFEM in the case where the singularities are not analytically known or if they are too complicated to be used. The challenge is to define a set of functions which reasonably represent frequently encountered singularities.

7. STRESS INTENSITY FACTORS

The crack growth criteria requires the computation of the stress intensity factors (SIF) \( K_I \) and \( K_{II} \). Those two numbers correspond to the amplitude of the two opening modes (2) and (3). A standard way to compute these stress intensity factors is to use the well-known J-integral and the interaction integral. It leads to good estimations of the SIF since it involves evaluations of integrals on a ring of elements centred on the crack tip, thus avoiding numerical difficulties related to the singular nature of the near crack tip displacement. More details can be found in References [12, 27, 28].

The experimental convergence results are presented in Figure 23, the exact solution is 4\( u_1 - 3u_{II} + P(x) \), where \( P(x) \) is a regular solution on the non-cracked domain. The curves for \( K_I \) and \( K_{II} \) are very similar. The level of error for the two intensity factors is quite small (the error for the coarsest mesh is less than 7%).

While the curves of the classical \( P(x) \) finite element method are very smooth, and show a constant convergence rate equal to 1, the curves of XFEM-p.m. are much more noisy. This difference may be explained by the fact that classical \( P(x) \) finite element method did always overestimate the magnitude of the SIF in our tests, while XFEM-p.m. was oscillating around the exact values.

However, the convergence rates for the \( P(x) \) XFEM-p.m. appear to be much better, they are approximately equal to \( k + 1 \). Numerical experiments show that the presence of the \( r^{3/2} \) singularities does not seem to affect the convergence rate of the SIF.

8. CONCLUDING REMARKS AND PERSPECTIVES

Special attention was devoted to the rate of convergence of the XFEM method. Different factors of deterioration were pointed out in the classical XFEM method and some improvements were suggested. A first modification is relative to the step function of enrichment used to represent the jump in the displacement field across the crack. The corresponding partition of unity must be of the same degree than the finite element polynomials, so that the displacement may be
approximated in a satisfactory way along the crack. The second improvement is related to the asymptotic near-tip displacement solutions in the XFEM basis. The enrichment must concern a whole zone around the crack tip, independent of the mesh parameter $h$. Moreover, it is necessary to correctly take into account the transition between the enriched zone and the other
one, either using a partition of unity method, or using a non-conformal method. Concerning the integration of the singularities, a simple and efficient quadrature rule has been proposed and evaluated. These improvements were applied to solve plane elasticity crack problems and the optimal rate of convergence was numerically verified.

The extension of this work to three-dimensional problems is an open question, since the singularities are difficult to express. Nevertheless, the extension to plates and shells should be more straightforward and is a work in progress.

The numerical experiments were done with the finite element library Getfem ++ [29]. Test programs are available in the distribution.
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