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Abstract

This article presents a study of the embedding of Tardos binary fingerprinting codes with watermarking techniques. By taking into account the security of the embedding scheme, we present a new approach for colluding strategies which relies on the possible estimation error rate of the code symbols (denoted \(\epsilon\)). We derive a new attack strategy called “\(\epsilon\)-Worst Case Attack” and show its efficiency using the computation of achievable rates for simple decoding. Then we consider the interplay between security and robustness regarding the accusation performances of the fingerprinting scheme and show that (1) for a same accusation rate secure schemes can afford to be less robust than insecure ones, and (2) that secure schemes enable to cast the Worst Case Attack into an interleaving attack. Additionally, we use the security analysis of the watermarking scheme to derive from \(\epsilon\) a security attack for a fingerprinting scheme based on Tardos codes and a new scheme called stochastic spread-spectrum watermarking. We compare a removal attack against an AWGN robustness attack and we show that for the same distortion, the combination of a fingerprinting attack and a security attack easily outperform classical attacks even with a small number of observations.
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1 Introduction

Active fingerprinting (also known as traitor tracing) addresses the piracy of intellectual property on digital contents. This field of study consists in marking each numerical copy of a multimedia content with the unique identifier (a fingerprint sequence) of the customer. If the copy is found on illegal networks, a distributor can afterward trace the user responsible of the leak. Active fingerprinting has been first generalized by Wagner [1] where fingerprints are defined as characteristics of an object that tend to distinguish it from other similar objects. The author gives historical examples of fingerprints used for tracing illegal copies of different objects such as human fingerprints or copyrights on logarithm tables (generated by modifying the least significant digits [2]).

If a malicious user (an adversary) can exactly extract all the digits of his sequence, he will then be able to modify or erase the fingerprint and not be accused if the content is found on illegal networks. The localization of the tracing digits in the contents is secret and has to be only known by the distributor. However, several adversaries can work together (they form a collusion and each adversary is called a colluder) by pooling their own version of the multimedia content, and can attempt to estimate the fingerprint positions. In fact, where they see a difference of digits in the content, they can first infer the positions used for tracing. Then, they can copy the digit of one member of the collusion on each location in order to forge a pirated copy. Fingerprinting methods which resist collusion attacks have been first studied by Blackley et. al. [3].

Most fingerprinting techniques efficiently accuse at least one member of the collusion under the marking assumption [4]: the collusion only modifies the digits at positions where they see differences during the construction of the pirated sequence. In this article, we are interested in binary Tardos probabilistic fingerprint codes [5]. The sequences of length $m$ are generated according to a stochastic process for $n$ users, taking into account a false alarm probability $p_{fa}$ (probability of accusing at least one innocent user). These codes offer an optimal solution for collusion-secure fingerprinting under the marking assumption because the length $m$ meets the Peikert’s theoretical lower bound [6]: $m \sim O(e^2 \log(n/p_{fa}))$ where $c$ is the maximal size of the collusion. Because of their optimal asymptotic length, Tardos codes had a important impact in the community and several works concerning the reduction of the length of these codes were published [7–10].

Recent works [11, 12] propose a collusion attack for Tardos codes called Worst Case Attack (WCA) which minimizes the mutual information between the sequence of one colluder and the pirated sequence forged by the collusion. Watermarking techniques embed the codes into context because they are particularly robust against manipulations of contents such as noise addition, compression or geometrical modifications. The distributor reads wa-
termarked fingerprinting codes and afterwards runs the accusation process.

While several practical implementations with these robustness aspects have been studied [13–15], we consider in this article the constraint of watermarking security which refers to “the inability by unauthorized users to have access to the raw watermarking channel” [16]. Following a cryptographic model, security in watermarking is generally based on Kerckhoffs’ principle [17] and relates to the use of a secret for the embedding and the decoding of the sequences. According to the quality of estimation of the secret key, adversaries read, modify or erase the hidden sequences. The estimation of the secret key can be done using marked contents with involved techniques like Principal Component Analysis (PCA) [18], Independent Component Analysis (ICA) [19] or clustering [20]. There are two principal differences between robustness and security. On one hand, robustness attacks are not intentional: signal processing operations on watermarked contents like compression can be done by the provider before the legal use by a user of this content. On the contrary, security attacks come from an adversary who wants to hack the watermarking scheme, such attacks are more aggressive because if the scheme is not secure, the adversary can both alter the embedded message and perform an optimal minimization of the attack distortion [19].

In this article, we propose a new fingerprinting collusion attack called \( \epsilon \)-WCA which takes into account the security of the watermarking scheme via the estimation error rate \( \epsilon \). We show the interplay between fingerprinting collusions and watermarking security attacks and we compare the impacts of a security attack and of a robustness attack for spread-spectrum watermarking. Figure 1 illustrates the global framework of our study: the embedding process undergoes a security analysis in order to estimate both the embedding symbols with an estimation error rate \( \epsilon \) and the estimated secret embedding key \( \hat{k} \). \( \epsilon \) is afterwards taken into account by the set of colluders in order to perform a collusion attack. Finally, the collusion perform a security attack (using the estimation of the key) or a robustness attack to alter the
embedded fingerprinting code.

This work shows that secure embedding schemes enables to boil down the Worst Case Attack into an interleaving attack. Additionally, for a given accusation rate, secure schemes can undergo a lower SNR than insecure ones. The last important contribution of the article is that watermark security attacks can outperform AWGN attacks even when the estimation error rate is big. This work is an extension of the work presented in [21], where the \( \varepsilon \)-WCA was introduced, and takes into account the interplay between fingerprinting constraints (accusation performance) and watermarking constraints (security and robustness).

This article is organized as follows. Section 2 presents the mathematical notations used throughout the article. Section 3 recalls Tardos fingerprinting codes and the colluding strategy. Next, in the section 4, we present the “\( \varepsilon \)-Worst Case Attack” taking into account the security of the watermarking scheme (probability of \( \varepsilon \) for the adversaries to decode a wrong symbol). We evaluate this strategy in term of accusation for a simple fingerprinting decoder. The robustness constraint for watermarking is modeled by a Binary Symmetric Channel (BSC) with probability \( \eta \) and we study the impact of security and robustness on the accusation process. Finally, in section 5, we present a practical scheme for fingerprinting using spread-spectrum watermarking. An adversary practically estimates the secret key and, after computing the \( \varepsilon \)-WCA with others members of the collusion, attempts to modify the pirated sequence by subtracting the estimated watermark signal. The performances of this security attack vs. the AWGN channel are finally compared.

## 2 Notations

We first list the notations and conventions used in this article. Functions are denoted in roman fonts, sets in calligraphy fonts, vectors and matrices in bold fonts and variables in italic fonts. Vectors are written in small letters and matrices in capital ones. The content of a vector \( \mathbf{x} \) with length \( n \) is denoted by \( (x(0) \ldots x(n−1)) \). \( H(X) \) and \( H_b(p) \) denote respectively the entropy of \( X \) and the entropy of \( X \sim B(p) \). \( P_X(\cdot) \) denotes the p.d.f. of a random variable \( X \). \( \langle \cdot \rangle \) denotes the usual scalar product and \( \| \cdot \|_2 \) is the Euclidean norm. \( k \mod n \) is \( k \) modulo \( n \). \( \mathcal{M}_{n,m}(\mathbb{R}) \) is the set of matrices of size \( m \times n \) over the field \( \mathbb{R} \). \( \llbracket n \rrbracket \) and \( \llbracket 0, n−1 \rrbracket \) both denote the set of integers \( \{0, 1, \ldots, n−1\} \).
3 Tardos’ fingerprint codes and attack strategies

3.1 Reminders on Tardos fingerprint codes

Tardos codes [5] are very popular thanks to their minimal asymptotic length. In this subsection, we recall the construction of the code for \( n \) users resistant against collusions of \( c \) adversaries.

A fingerprinting code is represented by a matrix \( \mathbf{B} \in \mathcal{M}_{n,m}(\mathbb{F}_2) \). Each row \( \mathbf{b}_j \) of \( \mathbf{B} \) is a fingerprint sequence of \( m \) bits which will be used in order to identify the user \( j \in [n] \). Columns of \( \mathbf{B} \) (\( i \)-th symbols of the sequences) are generated according to a Bernoulli distribution:

\[
\forall j \in [n], \forall i \in [m], \mathbf{B}(j,i) \sim \mathcal{B}(p_i).
\]

Variables \( p_i \) are distributed in the set \([t, 1-t]\) \((t = 1/(300c))\), according to a random variable \( P \) with p.d.f.:

\[
f_P(p) = \left((\pi - 4t')\sqrt{p(1-p)}\right)^{-1},
\]

with \( t' = \arcsin \sqrt{t} \). In the collusion attack framework, a collusion \( C = \{j_0, \ldots, j_{c-1}\} \subset [n] \) of \( c \) adversaries creates a pirated fingerprint sequence \( \mathbf{b} \) of \( m \) bits by mixing the symbols of their respective sequences according to a specific strategy. Formally, the pirated sequence is:

\[
\mathbf{b} = (\mathbf{b}_{k_0}(0) \ldots \mathbf{b}_{k_{m-1}}(m-1)),
\]

with:

\[
(k_0 \ldots k_{m-1}) \in C^m.
\]

Tardos accusation process works under the marking assumption. It means that each symbol \( \mathbf{b}(i) \) of the pirated sequence is chosen among the bits of the colluders. With this assumption, if they all agree with the symbol “1” (resp. “0”) for a position \( i \in [m] \), the symbol \( \mathbf{b}(i) \) will be a “1” (resp. “0”). Eq. (3) respects this condition. Note that we do not consider unreadable digits here, this assumption is motivated by the spread-spectrum technique in Section 5 where decoded symbols are always “0” or “1”.

The goal of the distributor of multimedia contents is to accuse at least one member of the collusion given a false alarm probability \( p_{fa} \) (the probability that at least one innocent is accused) and a error probability (probability that a colluder is not accused). Tardos accusation process (improved by Škorić et. al. [22]) implies the construction of a matrix \( \mathbf{U} \in \mathcal{M}_{n,m}(\mathbb{R}) \):

\[
\forall j \in [n], \forall i \in [m], \mathbf{U}(j,i) \sim \mathcal{N}(0,\sigma).
\]
\[ U(j,i) = \begin{cases} 
    g_1(p_i), & \text{if } b(i) = 1, b(j)(i) = 1, \\
    g_0(p_i), & \text{if } b(i) = 1, b(j)(i) = 0, \\
    g_0(1-p_i), & \text{if } b(i) = 0, b(j)(i) = 1, \\
    g_1(1-p_i), & \text{if } b(i) = 0, b(j)(i) = 0, 
\end{cases} \tag{5} \]

given:

\[ g_1(p) = \sqrt{\frac{1-p}{p}}, \quad g_0(p) = -\sqrt{\frac{p}{1-p}}. \tag{6} \]

The accusation score of a user \( j \in [n] \) is given by:

\[ S_j = \sum_{i=0}^{m-1} U(j,i). \tag{7} \]

A user \( j \) is accused of participating in the creation of a pirated sequence \( b \) if \( S_j > \tau \) where \( \tau \) is a specific threshold (Tardos uses \( \tau = 20c \left\lceil 1/p_{fa} \right\rceil \)). Note that the functions \( g_0, g_1 \) and \( f_P \) are such that the expectation of the accusation score of a colluder is maximized while the expectation and the variance of the score of an innocent are both fixed, whatever the colluding strategy. Improvements of computation of the scores and of the threshold have been done in [23]. In [12, 24], the authors define two kinds of decoder to measure the capacity of a fingerprinting scheme given \( B \) (resp. \( B_j \)) the random variable associated to the symbol at one position in the pirated sequence (resp. in the sequence of the user \( j \)):

1. **simple decoder**: the achievable rate \( R_s \) for a simple decoder is defined as the mutual information between the pirated sequence forged by a collusion \( C \) and the sequence of a user \( j \) (in expectation over \( P \), Eq. (2)):

\[ R_s = \mathbb{E}_P \left[ I(B;B_j) \right]. \tag{8} \]

2. **joint decoder**: the achievable rate \( R_j \) for a joint decoder is defined as the mutual information between the pirated sequence forged by a collusion \( C \) and the sequences of a collusion \( C' \) with size \( c' \) (in expectation over \( P \)):

\[ R_j = \frac{1}{c'} \mathbb{E}_P \left[ I(B;\{B_j\}_{j \in C'}) \right]. \tag{9} \]

Tardos accusation functions belong to the simple decoder class: the score is computed for each user. In this article, we are interested in this class (the joint decoder implies best performances but its complexity is important [25]). The computation of achievable rate \( R_s \) allows us to measure the efficiency of a collusion attack on Tardos codes.
Table 1: Numerical values of WCA attack strategy for collusion of sizes $c = 2, 3, 4, 5$. Note that these values are computed for a simple decoder following the Tardos distribution (Eq. (2)) and does not take into account a possible improvement of the bias distribution as in [10, 26].

<table>
<thead>
<tr>
<th>$c$</th>
<th>$\Theta_{WCA}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>(0. 0.5 1)</td>
</tr>
<tr>
<td>3</td>
<td>(0. 0.651 0.349 1.)</td>
</tr>
<tr>
<td>4</td>
<td>(0. 0.487 0.5 0.513 1.)</td>
</tr>
<tr>
<td>5</td>
<td>(0. 0.594 0. 1. 0.406 1.)</td>
</tr>
</tbody>
</table>

### 3.2 The worst case attack

An attack strategy (or colluding strategy) defines the process used by a collusion $C$ for forging a fingerprint sequence $b$ under the marking assumption. It consists in selecting, for each position $i \in [m]$, the symbol of a “candidate” colluder (see Eq. (3)). For each position, the value $b(i)$ depends on the number of “1” symbols (or “0” by symmetry) that the collusion has at this position. An attack strategy is completely defined by a vector $\Theta = (\Theta(0) \ldots \Theta(c)) \in [0, 1]^{c+1}$ in a stochastic way (same methodology as in [8]). We have for each $k \in [c + 1]$: 

$$\Theta(k) = \mathbb{P}(B = 1 \g B_j = k) \quad (10)$$

We assume that the collusion uses the same strategy for each symbol of the pirated sequence (if a collusion choose to change the strategy at each position, this technique is also a strategy which can be also modeled by a $\Theta$-vector). In order to comply with the marking assumption, we have $\Theta(0) = 0$ and $\Theta(c) = 1$. Always in [8], the authors propose an attack strategy which minimizes the achievable rate for simple decoder, this attack is called “Worst Case Attack” (WCA):

$$\Theta_{WCA} = \arg \min_{\Theta} R_s(\Theta). \quad (11)$$

This attack minimizes the mutual information between the binary sequence of a member of the collusion and the pirated sequence and Eq. (11) has to be solved using numerical optimization techniques. Table 1 gives examples (from [8]) of $\Theta_{WCA}$ for collusion of sizes $c = 2, 3, 4, 5$.

The WCA allows a collusion to forge a pirated sequence which decreases the error exponent of the probability that a member gets accused when $m \to \infty$. However the reader has to note that this attack assumes that the colluders know exactly their symbols (or are able to see difference between a “0” symbol and a “1” symbol in their sequences).
Since watermarking techniques are used to hide sequences in multimedia contents and can prevent colluders to estimate accurately their symbols, the next section tackles the impact of security (linked to symbols estimation) on attack strategies.

4 Impact of watermarking security: a theoretical analysis

4.1 Motivations

Watermarking techniques deal with three important constraints: the imperceptibility, the security and the robustness. We propose to mathematically express the security by the estimation error rate of the symbols by the member of a collusion before the creation of the pirated sequence. On the other hand, the robustness can be expressed by bit error rate between the original pirated sequence and attacked pirated sequence decoded by the distributor before accusation process. Transparency of watermarking embedding techniques guaranties that the content is not degraded by adding a fingerprint sequence. Inherent robustness of watermarking is used to extract the fingerprint sequence when the content suffers common process. We consider in this section these two errors and the consequences on the final accusation.

4.2 Collusion considering security constraint

One way to express the security of the watermarking scheme is the estimation error rate $\epsilon$ of symbols by a collusion for each position $i \in [m]$. The more secure the scheme is, the closer to 0.5 the value of $\epsilon$ is. Considering this new assumption, a collusion $C$ correctly decodes their sequences $\{b_j\}_{j \in C}$ if $\epsilon = 0$. Moreover, each member will be not able to know if his symbol is the same than the symbol of another member. In this article, we assume that the watermarking scheme respects Kerckhoffs’ principle [17]. Then, we can assume that a collusion knows the security level of the scheme and consequently can estimate the error $\epsilon$.

We denote $\hat{b}_j(i)$ the symbol decoded by the colluder $j \in C$ at position $i \in [m]$ and $\hat{B}_j$ the associated random variable with property:

$$P\left(\hat{B}_j = 1 \mid B_j = 0\right) = P\left(\hat{B}_j = 0 \mid B_j = 1\right) = \epsilon. \quad (12)$$

The collusion forges a pirated sequence $\hat{b} \in \mathbb{F}_2^m$ in the estimated domain using attack strategy $\Theta$ now defined by:

$$\Theta(k) = P\left(\hat{B} = 1 \mid \sum_{j \in C} \hat{B}_j = k\right), \quad (13)$$
Figure 2: Collusion process for a secure watermarking scheme with $c = 5$ colluders and $\Theta(3) = 1$ (example). **Step. 1:** the colluders decode three “1” symbols $\hat{B}_j$. **Step. 2:** because $\Theta(3) = 1$, the strategy gives $\hat{B} = 1$. **Step. 3:** the coalition looks for the $\hat{B}_j$ which correspond to the $\hat{B}_j = \hat{B} = 1$. **Step. 4:** the pirated symbol $B_i$ is uniformly chosen among the selected $B_j$: $P(B_i = 1) = 2/3$ and $P(B_i = 0) = 1/3$ in this case.

where $\hat{B}$ is the random variable associated to the symbol of foreseen pirated sequence $\hat{b}$ at a position $i \in [m]$. The true pirated sequence $b$ is then made according to:

$$\forall i \in [m], \; b(i) = b_{j'}(i),$$  \hspace{1cm} (14)

with $j'$ chosen in a uniform way in the set:

$$\left\{ j \in C : \; \hat{b}_j(i) = \hat{b}(i) \right\}. \hspace{1cm} (15)$$

Figure 2 illustrates the colluding process for $c = 5$ colluders.

It is important to point out that the embedding process of the sequences is stochastic. For hiding the same symbol, the modification of the content will be not the same for each user. For example, for the spread-spectrum technique Circular Watermarking (CW) [27], a random parameter is used for spreading marked correlations on the whole decoding region. After secret carriers estimation, the decoded symbol consequently suffers from an estimation error $\epsilon$ as presented in Figure 3.

Hence, estimation of symbols $\hat{B}_j$ by colluders is not deterministic (in Figure 2, the symbol “1” is estimated as a “0” by colluder $j = 1$ but correctly estimated by colluder $j = 0$). Moreover we can apply this model without considering erasure, since a lot of watermarking schemes (SS, ISS, SCS, etc) do not consider erasures during their decoding stage. Dealing with erasure in fingerprinting is a major problem which receives a lot of concern in the community [5, 28, 29]. Note that the colluding technique we present here complies with the marking assumption thanks to Eq. (14) and Eq. (15) (in
Figure 3: Illustration of watermarking of one host content $x$ by CW for several users with the same message $b = (0 \ 0)$. Watermarked contents $\{y^j\}_j$ are spread in the whole decoding region to avoid security fail in WOA context. If we consider two users, watermarked contents $y^j$ and $y^{j'}$ are different and located in the codeword corresponding to $(0 \ 0)$. However, with a wrong estimation of the carriers $(\hat{k}_0, \hat{k}_1)$ instead of $k_0$ and $k_1$ with $(k_i, \hat{k}_i) = \theta)$, user $j$ will properly decode the message $(0 \ 0)$ whereas user $j'$ will decode $(0 \ 1)$. Note that two bits are embedded here for illustration purposes (in our practical analysis in Sec. 5, only one bit is hidden per chunk).

the end the colluder will only output 0 or 1’s independently of the chosen strategy).

We now define the achievable rate for simple decoding $R_s$ taking into account the assumption on watermarking security:

$$R_s(\Theta, \epsilon) = I(B; B_j|P)$$
$$= \mathbb{E}_P[I(B; B_j)|P]$$
$$= \mathbb{E}[H(B) - H(B|B_j)|P]$$
$$= \mathbb{E}_P[H(B) - (pH(B|B_j = 1)$$
$$+ (1-p)H(B|B_j = 0))|P = p]$$
$$= \mathbb{E}_P[H_b(p_1) - (pH_b(p_2) + (1-p)H_b(p_3))],$$

where probabilities $p_1$, $p_2$ and $p_3$ are given by:
\[ p_1 = P(B = 1|P = p), \quad (17) \]

\[ p_2 = P(B = 1|B_j = 1, P = p), \quad (18) \]

\[ p_3 = P(B = 1|B_j = 0, P = p). \quad (19) \]

Computations of \( p_1, p_2 \) and \( p_3 \) are given in appendix A. Using minimization of the rate by the simplex algorithm [30], we compute the \( \epsilon \)-Worst Case Attack which minimizes the achievable rate \( R_s(\Theta, \epsilon) \) for some values of \( \epsilon \). Results are shown in Table 2.

<table>
<thead>
<tr>
<th>( c = 3 )</th>
<th>( c = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \epsilon = 0. )</td>
<td>(0. 0.651 0.349 1.)</td>
</tr>
<tr>
<td>( \epsilon = 0.05 )</td>
<td>(0. 0.726 0.274 1.)</td>
</tr>
<tr>
<td>( \epsilon = 0.1 )</td>
<td>(0. 0.830 0.170 1.)</td>
</tr>
<tr>
<td>( \epsilon = 0.15 )</td>
<td>(0. 0.982 0.018 1.)</td>
</tr>
<tr>
<td>( \epsilon = 0.2 )</td>
<td>(0. 1. 0. 1.)</td>
</tr>
<tr>
<td>( \epsilon &gt; 0.2 )</td>
<td>(0. 1. 0. 1.)</td>
</tr>
</tbody>
</table>

Table 2: Numerical values of \( \theta_{\epsilon, \text{WCA}} \) functions of \( \epsilon \) for \( c = 3, 4 \). For \( c = 2 \), for all \( \epsilon \in [0, 0.5] \), \( \theta_{\epsilon, \text{WCA}} = (0. 0.5 1.) \).

We now compare in term of achievable rates the \( \epsilon \)-WCA with the classical WCA and other strategies [9] like:

- Interleaving attack, this attack consists in selecting one symbol of a colluder in a random way:
  \[ \forall k \in [c + 1], \quad \Theta_{\text{interleaving}}(k) = k/c. \quad (20) \]

- Majority Vote, this attack consists in selecting the majority symbol among the collusion:
  \[ \forall k \in [c + 1], \quad \Theta_{\text{MAJ}}(k) = \begin{cases} 
0 \text{ if } k \in [0, c/2], \\
1/2 \text{ if } k = c/2, \\
1 \text{ if } k \in [c/2, c]. 
\end{cases} \quad (21) \]

As we will see in section 5, this attack can be equivalent to an averaging attack.

- Minority vote, this attack consists in selecting the minority symbol among the collusion:
  \[ \forall k \in [c + 1], \quad \theta_{\text{MIN}}(k) = \begin{cases} 
0 \text{ if } k = 0, \\
1 \text{ if } k \in [0, c/2], \\
1/2 \text{ if } k = c/2, \\
0 \text{ if } k \in [c/2, c], \\
1 \text{ if } k = c. 
\end{cases} \quad (22) \]
Figure 4: Values of $R_s(\Theta)$ ($\Theta =$ WCA, $\epsilon$-WCA or interleaving) w.r.t the estimation error rate $\epsilon$ for $c = 4$. We can see that $\epsilon$-WCA is able to decrease the accusation performance of the colluders.

Figure 4 shows values of achievable rate as a function of the estimation error rate $\epsilon$ for collusions of size $c = 4$ using interleaving, MAJ, MIN, WCA and $\epsilon$-WCA strategies.

This figure enables to list different observations. (1) $\epsilon$-WCA is the best way for colluders to decrease their accusation rate. Note that when $\epsilon = 0$ (perfect estimation) and $\epsilon = 0.5$ (collusion does not know what it decodes) $\epsilon$-WCA is equivalent to WCA. (2) The interleaving attack does not depend on the estimation error rate (because colluders do not use knowledge of $\epsilon$ to forge the sequence). (3) The majority vote is the worst strategy for the colluders (the rate achieved by $\epsilon$-WCA represents 60% of the one achieved by majority vote). (4) All the strategies are equivalent when $\epsilon$ achieves its maximum (0.5). (5) In this setup $\epsilon$-WCA tends to a minority vote strategy when $\epsilon > 0.2$ (this is also confirmed by Table 2).

4.3 Attack after colluding strategy

After a colluding attack, the forged sequence is embedded into the pirated content. Before its possible diffusion on public networks, the content may be damaged by robustness attacks such as compression or noise addition. It means that the distributor decodes a symbol $b'(i)$ ($i \in [m]$) instead of the symbol $b(i)$ with bit error rate $\eta$ modeling a binary symmetric channel. The corresponding random variable $B'$ follows:
\[ P(B' = 1|B = 0) = P(B' = 0|B = 1) = \eta. \]  

(23)

We compare here the achievable rates of insecure embedding schemes \((\epsilon = 0)\) with respect to secure embedding schemes \((\epsilon > 0)\) including a memoryless attack channel (modeled by a BSC) with characteristic \(\eta\).

Note that BSC is a general model which can simulate different attacks at the decoding stage (averaging, removal attack [31], etc). The memoryless assumption is the most general, and it is indeed realistic for practical contents such as images of videos when the size of each chunk is long enough (i.e. the host can be considered as i.i.d from one chunk to another), for stochastic embedding (i.e. when the robustness is different from one content to the other), and for embeddings using different keys from one chunk to another (including a possible repetition of these keys). We now compute an updated version of the achievable rate \(R_s'\):

\[ R_s'(\Theta, \epsilon, \eta) = \mathbb{E}_P[I(B'; B_j)|P]. \]  

(24)

This rate is computed using the same technique as for Eq. (16) with:

\[ p'_1 = P(B = 1|P = p) = (1 - \eta)p_1 + \eta(1 - p_1), \]  

(25)

\[ p'_2 = P(B = 1|B_j = 1, P = p) = (1 - \eta)p_2 + \eta(1 - p_2), \]  

(26)

\[ p'_3 = P(B = 1|B_j = 0, P = p) = (1 - \eta)p_3 + \eta(1 - p_3). \]  

(27)

We compute the achievable rate for the \(\epsilon\)-WCA taking into account the estimation error rate \(\epsilon\) and the decoding error rate \(\eta\) (unknown by both colluders and distributor).

Figure 5 shows the difference \(\Delta_{rate}\) between achievable rates for secure embedding schemes: \(R_s'(\epsilon - WCA, \epsilon, \eta)\) and insecure ones: \(R_s'(WCA, 0, \eta)\) for \(c = 4\) colluders. As can be seen, the difference between the two schemes is significant for secure schemes (\(\epsilon\) close to 0.5) with a weak attack after the colluding strategy (\(\eta\) close to 0).

In Figure 6, for \(c = 4\) colluders and given \(\epsilon\), we find the BER \(\eta_1\) such as the achievable rate \(R_s'\) after \(\epsilon\)-WCA is the same for insecure schemes (\(\epsilon = 0\)) given a BER \(\eta_2\). \(\eta_1\) is tantamount to the maximum probability of error that has to handle the insecure schemes in order to offer the same achievable rate. Formally, we look for the root \(\eta_1\) which satisfies:

\[ R_s'(\Theta_{\epsilon - WCA}, \epsilon, \eta_1) = R_s'(\Theta_{WCA}, 0, \eta_2), \]  

(28)

when \(\eta_1\) is computed using the Brent-Dekker algorithm [32].

This figure enables to quantify the tradeoff between robust schemes (given by \(\eta_2\)) and secure schemes (given by \(\eta_1\)). When \(\epsilon\) grows up, a secure
Figure 5: The gap between robustness attack and security combined with robustness attack is represented by \( \Delta_{\text{rate}} = R'_{s}(\Theta_{\epsilon-WCA}, \epsilon, \eta) - R'_{s}(\Theta_{WCA}, 0, \eta) \) w.r.t. bit error rate \( \eta \) for \( \epsilon = 0.5, 0.3, 0.25, 0.1, c = 4 \).

\[ \eta_1 : R'_{s}(\Theta_{\epsilon-WCA}, \epsilon, \eta_1) = R'_{s}(\Theta_{WCA}, 0, \eta_2) \text{ w.r.t. } \eta_2 \]

Figure 6: The difference in term of BER between insecure schemes and secure schemes for the same accusation rate is measured by the bit error rate \( \eta_1 \) (secure schemes) functions of bit error rate \( \eta_2 \) (insecure schemes) for \( \epsilon = 0.5, 0.3, 0.25, 0.1 \), and \( c = 4 \) colluders.
watermarking scheme will be more prone to handle errors than an insecure watermarking scheme. For the same mutual information between the decoded pirated sequence and the sequence of a colluder, a BER $\eta_2$ with value $1.e-05$ for an insecure watermarking scheme corresponds to a totally secure embedding scheme ($\epsilon = 0.5$) with a BER $\eta_1 = 1.761e-02$. Note however that the difference between secure and insecure scheme becomes negligible for large BER. We evaluate the impact of security and robustness in the following section using a practical example of watermarking scheme.

5 Impact of watermarking security: a practical analysis on stochastic spread-spectrum

5.1 Stochastic spread-spectrum for fingerprinting

In this section we complete results from the previous section with a practical watermarking scheme using spread-spectrum modulation [33] for Tardos based fingerprinting.

In our model depicted in Figure 7, the multimedia content of size $T$ that a distributor watermarks is first divided (in the spatial or transform domain) into $N_c$ chunks $\{x_k\}_{k\in N_c}$ with length $N_v$: $N_c = T/N_v$. We assume that each chunk is Gaussian distributed. The message to be hidden in the content is a Tardos binary sequence of length $m$. According to a secret key, the distributor also generates $m$ secret carriers $\{k_i\}_{i\in [m]}$ with length $N_v$ and unitary norm ($\|k_i\|_2 = 1$). Each carrier hides one binary symbol into one chunk. In order to spread all the information into the content and to increase the robustness, the embedding of the Tardos code is repeated for the $m$ following chunks and so on until the end of the document. Then, the number of repetition of the whole Tardos code is $N_r = \lceil T/(m \times N_v) \rceil = \lceil N_c/m \rceil$.

In order to increase the security of the watermarking scheme, we use here a new stochastic version of the classical spread-spectrum modulation named Stochastic Spread-Spectrum (SSS). This method is similar to classical Spread-Spectrum embedding, except that for each chunk, we add noise in a direction $s_k$ randomly chosen in the orthogonal subspace of the secret carrier $k_i$. Note that this trick is similar to the security measure proposed by Cao and Huang [34] to increase the security of Circular Watermarking.

Formally, for each $k \in N_c$, we consider the Gaussian host chunk $x_k$ and its associated secret carrier $k_i$ ($i = k \mod m$). The watermarked chunk for user $j \in [n]$ is denoted by $y^j_k$, the watermark signal by $w^j_k$ and the added random noise by $s^j_k$. These signals belong to $\mathbb{R}^{N_v}$. The embedding of the binary symbol $b_j \in \mathbb{F}_2$ into $x_k$ follows:

$$y^j_k = x_k + w^j_k = x_k + \alpha(-1)^{b_j}k_i + \gamma s^j_k,$$

(29)
with $\alpha$ a scalar setting the distortion and $\gamma$ a scalar setting the strength of the spread of the signal in an orthogonal direction of the secret carrier.

Signal $s^k_j$ creates a watermarked chunk different for each user $j \in [n]$. This property enables a noisy estimation of symbols per colluder. Note that the distributor could design strategies to exploit the signal $s^k_j$ to identify users. Each signal being independent for each user, classical spread spectrum zero-bit watermarking techniques could be used to help identification (this is the idea of independent fingerprinting developed in [35]). However, in order to avoid any potential security attack associated with this side information, we choose to generate a purely random signal $s^k_j$ and not to use it during the decoding side. This way all the security issues remain associated with the embedding of the Tardos code. SSS thus complies with assumptions of the $\epsilon$-WCA (Section 4.2). Moreover, this technique does not modify classical SS decoding rules because we do not modify the subspace spanned by the secret carriers. So, for the following derivations, we do not consider the parameter $\gamma$ in the sequel.

We have $\sqrt{\alpha^2 + \gamma^2} = \sigma_x \sqrt{N_v} 10^{WCR/20}$, where the Watermark-to-Content power ratio is:

$$WCR = 10 \log_{10} \left( \frac{\sigma_w^2}{\sigma_x^2} \right). \tag{30}$$

For a better comprehension of the following equations, we will only focus on distortion induced by $k_i$ using $\text{WCR}_\alpha = 10 \log_{10} \left( \frac{\sigma^2_\alpha}{\sigma_x^2} \right)$.

Decoding is performed using correlations between watermarked chunks.
and secret carriers:

$$b'_j = \begin{cases} 0 & \text{if } \langle y^j_k | k_i \rangle \geq 0, \\ 1 & \text{if } \langle y^j_k | k_i \rangle < 0, \end{cases}$$

(31)

where $b'_j$ is the estimated symbol.

### 5.2 Practical $\epsilon$-WCA

Each member of a collusion $j \in C$ owns $N_c$ chunks $\{y^j_k\}_{k \in N_c}$ with length $N_v$. The first natural attack is an averaging attack for each chunk:

$$\forall k \in N_c, \ y_k = \frac{1}{c} \sum_{j \in C} y^j_k.$$  

(32)

For antipodal spread-spectrum techniques, this attack is equivalent to a Majority Vote colluding strategy when colluders perfectly decode their symbols ($\epsilon = 0$). However, we can see on Figure 4 that the achievable rate for this strategy is always below the ones of the other strategies. Colluders have consequently no interest in the averaging attack and should use the $\epsilon$-WCA instead.

Because the $\epsilon$-WCA is the best collusion strategy, their first step consists in estimating error rate $\epsilon$. Note that distributor and adversaries only know a lower bound of the estimation error rate $\epsilon$. However, this knowledge is sufficient to produce a collusion attack which is better than the classical WCA. Moreover, if we consider all the implications of the Kerckhoffs principle, the colluders can accurately estimate at home the parameter $\epsilon$ since it depends only of public parameters (the dimension of feature vectors, the number of observations, the distortion and a model of the host signal).

In order to simplify the following computations, we assume that $b_j = 0$. According to Kerckhoffs’ principle, the only unknown parameters for a colluder $j \in C$ are the $m$ secret carriers. However, he knows that the sequence is repeated and that the carrier and the symbol associated to the chunk $y_i^j$ are the same for each chunk $y_{i+lm}^j$, with $l \in [N_r]$ (we are here in the Constant Message Attack [36] framework). Thanks to this information, he can compute $\hat{k}_i$, an estimation of the secret carrier $k_i$ ($i \in [m]$) by averaging on the number of repetitions of the Tardos code the watermarked chunks $y_i^j$ which corresponds to the same symbol (“0” in our example) and the same carrier $k_i$. Formally:

$$\hat{k}_i = \frac{1}{\alpha N_r} \sum_{l \in [N_r]} y_{i+lm}^j.$$  

(33)

The bigger the number of repetitions, the more precise the estimation. Note that if several colluders try together to estimate $k_i$ because they own
several chunks watermarked with the same secret key but with different symbols, they can combine this technique with source separation [19].

Figure 8 shows the bit error rate (estimation error rate $\epsilon$) between original symbols and symbols obtained using estimated carriers constructed in Eq. (33) with respect to the number of repetitions $N_r$. Results are computed in expectation over $m = 10,000$ secret carriers and $N_c = 10,000$ chunks with size $N_v = 256$. As can be seen, we obtain a better estimation when the numbers of repetitions increases. With this estimation error rate, the whole collusion $C$ can forge a pirated content by mixing their chunks according to the $\epsilon$-WCA (for each repetition of the Tardos code).

![Figure 8: Impact of the security attack: Estimation error rate $\epsilon$ between original symbols and symbols obtained using estimated carriers constructed in Eq. (33) w.r.t the number of repetitions $N_r$. Results are computed in expectation over $m = 10,000$ secret carriers and $N_c = 10,000$ chunks with size $N_v = 256$.](image)

In order to compute the impact of the estimation error on a security attack, a colluder $j$ can also compute $\epsilon$ with respect to the angular deviation between the true and the estimated keys. Indeed, $\epsilon$ is function of the angle $\theta$ between the two unitary vectors $\hat{k}_i$ and $k_i$. Given $\langle k_i | \hat{k}_i \rangle = \cos \theta$, the correlations between watermarked chunks and estimated carriers follow:

\[
\langle y^j_k | \hat{k}_i \rangle = \langle x_k + \alpha_k | \hat{k}_i \rangle = \langle x_k | \hat{k}_i \rangle + \alpha \cos \theta. \tag{34}
\]

We have $\langle x_k | \hat{k}_i \rangle \sim \mathcal{N}(0, \sigma_{x_k}^2)$ and $\langle y^j_k | \hat{k}_i \rangle \sim \mathcal{N}(\alpha \cos \theta, \sigma_{x_k}^2)$. $\epsilon$ is then:
Figure 9: Attack process: the estimation error rate is obtained after secret carrier estimation to apply the $\epsilon$-WCA colluding strategy. After that, the pirated chunks can be attacked using a security attack (using $\epsilon$) or a robustness attack.

$$\epsilon = \mathbb{P}(B = 1 | \hat{B} = 0)$$

$$= \frac{1}{2} \left( 1 + \text{erf} \left( \frac{-\alpha \cos \theta}{\sqrt{2}\sigma_x} \right) \right)$$

$$= \frac{1}{2} \left( 1 + \text{erf} \left( \frac{-\sqrt{N_v}10^{\frac{\text{WCR}_\alpha}{20}} \cos \theta}{\sqrt{2}} \right) \right). \quad (35)$$

and the relation that gives $\theta$ w.r.t $\epsilon$ is:

$$\cos \theta = -10^{\frac{-\text{WCR}_\alpha}{20}} \sqrt{2} \text{erf}^{-1} \left( 2\epsilon - 1 \right) \sqrt{N_v}. \quad (36)$$

5.3 Attacks after colluding strategy

The collusion now performs the $\epsilon$-WCA fingerprinting attack and forged a pirated sequence with $N_c$ chunks $\{y_k\}_{k \in N_c}$ by mixing their chunks (see Eq. (3)). The adversary can now also assess directly the robustness or the security of the watermarking scheme. The content can be damaged (in a intentional way or not) and will produce errors during the decoding step by the distributor. In this section, we compare two attacks:

- a security **removal attack** taking into account the estimated carriers $\hat{k}_i$,
- a simple **AWGN attack**.

Figure 9 illustrates the whole attack process (before and after colluding strategy).

5.3.1 Removal attack

Without loss of generality we assume that $b_j = 0$, the collusion produces for each $k \in N_c$ an attacked chunk $z_k$: 
\[ z_k = y_k - \alpha \hat{k}_i = x_k + \alpha k_i - \alpha \hat{k}_i. \]  

(37)

Because the correlations \( \langle z_k | u_i \rangle \) are distributed according to \( \mathcal{N}(\alpha(1 - \cos \theta), \sigma^2_x) \), the bit error rate \( \eta_s \) after this security attack is then:

\[ \eta_s = P(B' = 1|B = 0) = \frac{1}{2} \left( 1 + \text{erf} \left( \frac{-\alpha(1 - \cos \theta)}{\sqrt{2\sigma^2_x}} \right) \right). \]  

(38)

With Eq. (36) and Eq. (38), we find the relation between \( \epsilon \) and \( \eta_s \):

\[ \eta_s(\epsilon) = \left( 1 + \text{erf} \left( -\sqrt{\frac{N_v}{2}} \times 10^{WCR_{\alpha}/20} - \text{erf}^{-1}(2\epsilon - 1) \right) \right). \]  

(39)

Note that \( \eta_s(\epsilon) \) is decreasing functions of \( \epsilon \). We are now able to compute achievable rates \( R'(\epsilon - WCA, \epsilon, \eta_s(\epsilon)) \) with \( N_v = 256 \) and different values for WCR. Results are shown in Figure 10. Curves of \( \eta_s(\epsilon) \) with \( N_v = 256 \) and several WCR are shown too in Figure 11.

Figure 10: Achievable rates for the security attack proposed in (37).
Estimation error rate ($\epsilon$)

Bit error rate after removal attack ($\eta_s$)

$WCR = -20 \text{ dB}$

$WCR = -15 \text{ dB}$
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Figure 11: Bit error rate $\eta_s$ w.r.t. $\epsilon$ for chunks with size $N_v = 256$. We note that when $\epsilon$ is increasing (colluder do not know exactly their embedded symbols), value of bit error rate is decreasing (the attack is also less powerful).

5.3.2 Robustness attack

We now consider an AWGN attack with a Gaussian noise $n \sim \mathcal{N}(0, 1/N_v)$. The channel output becomes:

$$z_k = y_k + \beta n = x_k + \alpha k + \beta n,$$

where $\beta$ depends on the Watermark-to-Noise Ratio (WNR): $\beta = \alpha 10^{-WNR/20}$.

Correlations $(z_k | n)$ are now distributed according to $\mathcal{N}(\alpha, \sigma_x^2 + \beta^2/N_v)$.

We obtain the bit error rate:

$$\eta_r = \mathbb{P}(M' = 1 | M = 0)$$

$$= \frac{1}{2} \left( 1 + \text{erf} \left( \frac{-\alpha}{\sqrt{2(\sigma_x^2 + \beta^2/N_v)}} \right) \right)$$

$$= \frac{1}{2} \left( 1 + \text{erf} \left( -\sqrt{\frac{N_v}{2}} \frac{1}{\sqrt{10^{-WNR/10} + 10^{-WNR/10}}} \right) \right).$$

(40)

5.3.3 Comparison between the two attacks

We solve the equation $\eta_s(\epsilon_p) = \eta_r(WNR_{max})$ in order to find the pivot value $\epsilon_p$ for which the robustness attack is more/less efficient than the security attack. In fact, for all $\epsilon < \epsilon_p$, $\eta_s(\epsilon) > \eta_s(\epsilon_p) = \eta_r(WNR_{max})$. Since the
The goal of the collusion is to increase the bit error rate while the distributor decodes the pirated sequence (in order to minimize the achievable rate, see Figure 10), for a given $WNR_{\text{max}}$, colluders should perform a security attack when $\epsilon < \epsilon_p$ instead of a robustness attack with $WNR < WNR_{\text{max}}$. On the other hand, the goal of the distributor is to avoid potential security attack and consequently to have a watermarking scheme with security $\epsilon > \epsilon_p$. To solve this equation, we use the inverse function of Eq. (39). For $\eta_s = \eta_r$, we obtain:

$$\epsilon_p(WNR) = \frac{1}{2} \left( 1 + \text{erf} \left( \frac{\sqrt{N_r/2}}{\sqrt{10^{-WNR/10} + 10^{-WNR/10}}} \right) \right).$$

The relation between the security parameter $\epsilon_p$ and the WNR of a AWGN attack is shown on Figure 12 for size of chunks $N_v = 256$, and different WNRs. Because the WNR of the removal attack is $0$ dB, the security attack is compared with the robustness attack for $WNR \leq 0$ dB, i.e. when the distortion of the robustness attack is smaller than that of the security attack. This configuration is possible for all $\epsilon$ less than $\epsilon_p = 4.97e-01$ (WCR = $-20$ dB), $4.82e-01$ (WCR = $-15$ dB), $4.07e-01$ (WCR = $-10$ dB), $1.24e-01$ (WCR = $-5$ dB), $1.39e-06$ (WCR = $0$ dB). Practically, this means that the colluders prefer the proposed security attack to the AWGN attack inducing the same distortion whenever the embedding scheme has a security flaw such that $\epsilon < \epsilon_p$. On the contrary, we show that for high WNR or low WCR, a distributor should adopt secure embedding schemes with $\epsilon > \epsilon_p$. We can conclude that the security attack requires a tight estimation of the secret key for large WCR and a rough estimation for low WCR. Note however that, according to Figure 8, a large WCR also implies an accurate estimation of the secret key even with few observed contents: one observation ($N_r = 1$) always gives an estimation which is accurate enough to perform the security attack for $N_v = 256$.

### 5.4 Practical computation of achievable rates

At this level of our study, it is important to note that the marking assumption can always be violated for the removal or AWGN attack since during the decoding stage the modifications of the watermarked chunks can potentially change one symbol to any other random one. This is not specific to our embedding scheme but true for any scheme and the original Tardos accusation process was not optimized for these attacks since they do not respect the marking assumption. Note that the AWGN attack has been specifically considered in [37] with a relaxation of the marking condition and a specific decoder. In this section, we only analyze the impacts of these attacks from
Pivot estimation error rate $\hat{\epsilon}$ for which, for $\epsilon < \epsilon_p$, the security attack is more efficient than the AWGN attack w.r.t. the WNR of the AWGN ($N_v = 256$). WNR = 0 dB represents the distortion of the removing attacks.

Figure 12: Pivot estimation error rate $\hat{\epsilon}$ for which, for $\epsilon < \epsilon_p$, the security attack is more efficient than the AWGN attack w.r.t. the WNR of the AWGN ($N_v = 256$). WNR = 0 dB represents the distortion of the removing attacks.

We compute achievable rates taking account 1) the collusion strategy and 2) a robustness or security attack on this content. We assume that the distributor knows neither the strategy done by colluders nor the attack that the pirated content has suffered. Achievable rates are then computed by the distributor in a practical way in expectation over the number of repetitions $N_r$ of the Tardos sequence and over the values of $p_i$ of this sequence.

Practical values of $p_1$, $p_2$, $p_3$ and then mutual informations are estimated using (16) for each position $i \in [m]$ of the Tardos code using Monte-Carlo process on $N_r = 100,000$ repetitions. Achievable rates are then computed as the mean of the mutual informations on the $m = 10,000$ positions. Figure 13 shows the achievable rates functions of $\epsilon$ for the five attack sets: collusion attack, security attack (removal attack), robustness attack (AWGN with WNR = 0 dB), collusion attack + security attack and collusion attack + robustness attack for WCR = $-20$ dB (a) and WCR = $-15$ dB (b). This illustrative experiment confirms the fact that a collusion attack followed by
a security attack is the best way for colluders to decrease their accusation rate. As expected, according to Figure 12, the removal attack is more efficient than the AWGN attack when $\epsilon < \epsilon_p$. For example, for WCR $= -15$ dB, $\epsilon_p = 4.07e-01$ (see Figure 12) and the practical achievable rate after security attack is lower than for robustness attack with WNR $= 0$ dB when $\epsilon < \epsilon_p$.

The general conclusion of this practical analysis, which can be extended to other watermarking schemes, is twofold:

1. the gap between the naive robustness attack and the combination of a fingerprint coalition attack with a watermarking security attack highlights the potential gain of an advised adversary,

2. on the other hand, this gain is minimized to the gain of an interleaving attack if the distributor uses a secure watermarking scheme ($\epsilon = 0.5$).

6 Conclusion

This article highlights the double role of watermarking security, i.e. the possibility to estimate partly or fully the embedding key and the embedded symbols, in the context of watermarking-based fingerprinting. We have first shown that secure schemes prevent the colluders from performing a Worst Case Attack and force them into an interleaving attack which decreases the accusation rate. Secondly, the robustness analysis shows that a watermarking security attack, here a removing attack, applied on spread-spectrum schemes can be more efficient than an AWGN attack even for a very low amount of observations. These two observations motivate the use of secure embedding for the deployment of fingerprinting techniques.

A Computation of achievable rate for simple decoding $R_s$ taking into account the assumption of watermarking security

Using the following notations:

- $\sum_{j\in C} B_j = \Sigma_B$,
- $\sum_{j\in C} \hat{B}_j = \Sigma_{\hat{B}}$,

we now compute the expressions of $p_1$ (17), $p_2$ (18) and $p_3$ (19). We have:

$$p_1 = \sum_{l=0}^{c} \sum_{k=0}^{c} \mathbb{P}(\Sigma_B = l, \Sigma_{\hat{B}} = k)$$

$$\times \mathbb{P}(B = 1|\Sigma_B = l, \Sigma_{\hat{B}} = k).$$

(42)
Figure 13: Practical achievable rates functions of estimation error rate $\epsilon$ with WCR = a) -20 dB, b) -15 dB. Length of Tardos code: $m = 10,000$. Collusion size: $c = 4$. Number of trials to estimate $p_1$, $p_2$ and $p_3$: $N_r = 100,000$. Length of chunk: $N_v = 256$. CA, SA and RA respectively stand for Coalition Attack, Security Attack using the removal attack and Robustness attack using the AWGN channel with WNR = 0 dB. For WCR = -15 dB, we show too a zoom of the gray rectangle on the main plot.
We introduce the random variable $V$, which corresponds to the number of $B_j = 1$ which have been decoded to $\hat{B}_j = 0$:

$$V = \#\{j \in C : B_j = 1, \hat{B}_j = 0\}. \quad (43)$$

For $l, k \in [c + 1]$, $V$ gets its values in the set:

$$\Omega = \{i \in \mathbb{N} : i \leq l; i \leq c - k; i \geq l - k\}. \quad (44)$$

Next,

$$p_1 = \sum_{l=0}^{c} \left( \mathbb{P}(\Sigma_B = l) \sum_{k=0}^{c} \left( \mathbb{P}(\Sigma_{\hat{B}} = k|\Sigma_B = l) \times \sum_{i \in \Omega} \left( \mathbb{P}(B = 1|V = i, \Sigma_B = l, \Sigma_{\hat{B}} = k) \times \mathbb{P}(V = i|\Sigma_B = l, \Sigma_{\hat{B}} = k) \right) \right) \right), \quad (45)$$

using (combinatorial analysis and conditional probabilities):

$$\mathbb{P}(\Sigma_B = l) = \binom{c}{l} p^l (1 - p)^{c-l}, \quad (46)$$

$$\mathbb{P}(\Sigma_{\hat{B}} = k|\Sigma_B = l) = \sum_{i \in \Omega} \binom{l}{i} \binom{k - l}{i - l + 1} \epsilon^i (1 - \epsilon)^{l-i} \epsilon^{k-l+i} (1 - \epsilon)^{c-k-i}, \quad (47)$$

$$\mathbb{P}(B = 1|V = i, \Sigma_B = l, \Sigma_{\hat{B}} = k) = \Theta(k) \frac{l - i}{k} + (1 - \Theta(k)) \frac{i}{c - k}, \quad (48)$$

$$\mathbb{P}(V = i|\Sigma_B = l, \Sigma_{\hat{B}} = k) = \frac{1}{\sum_{t \in \Omega} \binom{l}{t} \binom{k - l}{t - l + 1} \epsilon^t (1 - \epsilon)^{l-t} \epsilon^{k-l+t} (1 - \epsilon)^{c-k-t}}. \quad (49)$$

We look now for $p_2 = \mathbb{P}_1(B = 1)$ and $p_3 = \mathbb{P}_0(B = 1)$ with $\mathbb{P}_1(.) \equiv \mathbb{P}(.|B_j = 1)$ and $\mathbb{P}_0(.) \equiv \mathbb{P}(.|B_j = 0)$. Using the same technique as for the computation of $p_1$, we obtain:

$$p_2 = \sum_{l=1}^{c} \left( \mathbb{P}_1(\Sigma_B = l) \sum_{k=0}^{c} \left( \mathbb{P}(\Sigma_{\hat{B}} = k|\Sigma_B = l) \times \sum_{i \in \Omega} \left( \mathbb{P}(B = 1|V = i, \Sigma_B = l, \Sigma_{\hat{B}} = k) \times \mathbb{P}(V = i|\Sigma_B = l, \Sigma_{\hat{B}} = k) \right) \right) \right), \quad (50)$$
\[
p_3 = \sum_{l=0}^{c-1} \left( \Pr(\Sigma_B = l) \sum_{k=0}^{c} \Pr(\Sigma_B = k | \Sigma_B = l) \right.
\]
\[
\times \sum_{i \in \Omega} \left( \Pr(B = 1 | V = i, \Sigma_B = l, \Sigma_B = k) \times \Pr(V = i | \Sigma_B = l, \Sigma_B = k) \right) \right)
\]
\[
\left. \times \Pr(V = i | \Sigma_B = l, \Sigma_B = k) \right) \right),
\]

using:
\[
\Pr(\Sigma_B = l) = \left( \frac{c-1}{l-1} \right) p^{l-1} (1-p)^{c-l},
\]

and:
\[
\Pr(\Sigma_B = l) = \left( \frac{c-1}{l} \right) p^l (1-p)^{c-l-1}.
\]

Eq. (45), (50) and (51) are consequently used to compute the binary entropy functions of Eq. (16) which have to be averaged over \( I_P \) using numerical integration.
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