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Abstract

An abundance of methods have been developed over the years to perform the frequency analysis (FA) of extreme environmental variables. Although numerous comparisons between these methods have been implemented, no general comparison framework has been agreed upon so far. The objective of this paper is to build the foundation of a data-based comparison framework, which aims at complementing more standard comparison schemes based on Monte Carlo simulations or statistical testing. This framework is based on the following general principles: (i) emphasis is put on the predictive ability of competing FA implementations, rather than their sole descriptive ability measured by some goodness-of-fit criterion; (ii) predictive ability is quantified by means of reliability indices, describing the consistency between validation data (not used for calibration) and FA predictions; (iii) stability is also quantified, i.e. the ability of a FA implementation to yield similar estimates when calibration data change; (iv) the necessity to subject uncertainty estimates to the same scrutiny as point-estimates is recognized, and a practical approach based on the use of the predictive distribution is proposed for this purpose. This framework is then applied to a case study involving 364 gauging stations in France, where 10 FA implementations are compared. These implementations correspond to the local, regional and local-regional estimation of Gumbel and Generalized Extreme Value distributions. Results show that reliability and stability indices are able to reveal marked difference between FA implementations. Moreover, the case study also confirms that using the predictive distribution to indirectly scrutinize uncertainty estimates is a viable approach, with distinct FA implementations showing marked differences in the reliability of their uncertainty estimates. The proposed comparison framework therefore constitutes a valuable tool to compare the predictive reliability of competing FA implementations, along with the reliability of their uncertainty estimates.
1. Introduction

Frequency analysis (FA) of extremes is one of the cornerstones of hazard quantification and risk assessment. Its basic objective is to estimate the distribution of some environmental variable $X$. Such a distribution can be used to estimate the exceedance probability of a given value of $X$, or alternatively, to estimate the $p$-quantile of $X$ (where $p$ denotes the non-exceedance probability). The estimation of quantiles is of great importance since they are used to design civil engineering structures (e.g. dams, reservoirs, bridges) or to map hazard-prone areas where restrictions may be enforced (e.g. building restrictions in flood zones).

FA has been the subject of extensive research, yielding an abundance of approaches that can roughly be classified as follows:

- **At-Site FA** is a standard statistical analysis: parameters of a pre-specified distribution are estimated based on at-site observations of the variable $X$.

- **Climate/Weather-informed at-site FA** uses additional meteorological [e.g., weather type, Garavaglia et al., 2010] or climatic [e.g. Interdecadal Pacific Oscillation IPO, Micevski et al., 2006a] information. This family of methods stems from the observation that the distribution of $X$ depends on some climate or weather state variable.

- **Historical and paleoflood analyses** are based on documentary sources or proxy data from e.g. sediment deposits. Such information is used to extend the record period from the last decades to several centuries (historical data) or millennia (paleoflood data). Specific statistical frameworks have been developed to treat such additional information [e.g. Stedinger and Cohn, 1986; O’Connel et al., 2002; Parent and Bernier, 2003; Naulet et al., 2005; Reis and Stedinger, 2005; Neppel et al., 2010; Payrastre et al., 2011].

- **Regional Frequency Analysis (RFA)** jointly uses data from several sites to perform the inference, which may improve the precision of estimates [see e.g. Durrans and Kirby, 2004; Yu et al., 2004; Overeem et al., 2008; Kyselý et al., 2011 for recent examples]. Moreover, RFA allows estimating quantiles and related uncertainties at an ungauged site.

- **Model-based FA** (sometimes referred to as “continuous simulation methods”) uses a simulation model reproducing the main characteristics of the environmental variable [Arnaud and Lavabre, 1999, for rainfall; Boughton and Droop, 2003, for floods]. Quantiles are then directly derived from long series generated from the model.
Within each of these families, a large number of variants exist, differing in e.g. the assumed parent distribution (e.g. Generalized Extreme Value (GEV), Log-Pearson), the parameter estimation approach (e.g. maximum likelihood (ML), moment), the definition of homogenous regions or the choice of the simulation model. To avoid ambiguity, the following terminology is systematically used in this paper: a “FA family” refers to any of the previously described families, while a specific variant within a family is referred to as a “FA implementation”. For instance, the local estimation of a GEV distribution with (i) the ML approach, and (ii) the moments approach will be considered as two distinct FA implementations, belonging to the same FA family.

In practice, users may feel lost facing so many FA implementations. Consequently, national guideline documents for flood FA help practitioners in realizing their analyses with best-practice methods. Such documents were released e.g. in the UK [Reed et al., 1999], in the US [Interagency Advisory Committee on Water Data, 1982], in Switzerland [Spreafico et al., 2003] or in Australia [Institution of Engineers Australia, 1987]. In addition to these end-user-oriented guideline documents, a large number of comparative studies between competing FA implementations have been reported in the research literature (a non-exhaustive review will be proposed in section 2). However, as noted by Bobee et al. [1993], the comparison framework varies from one study to another. Bobee et al. therefore advocated “a systematic approach to comparing distributions used in flood frequency analysis”, which is still not agreed upon to our knowledge.

Moreover, in recent years there has been a growing emphasis on the importance of quantifying and communicating uncertainties in FA implementations [e.g., Hall et al., 2004; Naulet et al., 2005; Renard et al., 2006a; Renard et al., 2006b; Kysely, 2008; Lee and Kim, 2008; Hine and Hall, 2010; Lima and Lall, 2010; Neppel et al., 2010]. However, while most FA implementations include an evaluation of uncertainties, the question of the reliability of estimated uncertainties has received less attention in FA [but see e.g. Kysely, 2008; Garavaglia et al., 2011, for recent exceptions]. Other fields of environmental sciences (e.g. weather forecasting [Dawid, 1984; Atger, 1999; Gneiting et al., 2007] or hydrological modeling [Hall et al., 2007; Laio and Tamea, 2007; Thyer et al., 2009; Renard et al., 2010]) have recognized the need to scrutinize uncertainty estimates.

The general objective of this paper is to build the foundation of a methodological framework devoted to the data-based comparison of FA implementations. This framework aims to
complement (but not replace) other comparison frameworks based for instance on Monte-Carlo simulations or statistical testing. Importantly, the framework we are proposing is built in order to meet the following requirements:

[R1] It should enable the inclusion of any FA implementation, whatever its family (at-site, regional, model-based etc.).

[R2] It should enable the comparison of estimated uncertainties.

This paper is organized as follows. Section 2 proposes a short review of commonly used comparison frameworks, and emphasizes the differences between them in terms of underlying objectives, advantages and limitations. Section 3 then describes the data-based comparison framework. In particular, section 3.2 proposes several indices to quantify the performance of competing FA implementations, and section 3.3 introduces the predictive distribution as an indirect way to compare uncertainty estimates. A case study based on 364 gauging stations in France illustrates the application of the comparison framework (section 4). Limitations are discussed in section 5, before summarizing the main conclusions in section 6.

2. A short review of standard comparison frameworks

2.1. Simulation-based comparisons

Simulation-based approaches use Monte-Carlo-generated data. Knowing the true distribution, the performance of a FA implementation can be quantified by means of formal and objective statistical criteria such as bias, root mean squared error (RMSE), etc. This approach has been widely used for the comparison between various distributions and/or estimation approaches [e.g., Hosking et al., 1985; Kroll and Stedinger, 1996; Madsen et al., 1997a; Madsen et al., 1997b; Sankarasubramanian and Srinivasan, 1999; Durrans and Tomic, 2001; Ribatet et al., 2007; He and Valeo, 2009; Meshgi and Khalili, 2009], and for robustness studies [i.e., the performance of a method outside its conditions of application, see e.g., Stedinger and Cohn, 1986; England et al., 2003b; Markiewicz and Strupczewski, 2009]. Moreover, an important advantage of simulation-based approaches is that they enable a formal evaluation of estimated uncertainties [see e.g. Stedinger, 1983b; Stedinger and Tasker, 1985; Chowdhury and Stedinger, 1991; Cohn et al., 2001; Kysely, 2008; Stedinger et al., 2008].

Simulation-based studies are hence useful, even necessary, to verify the internal consistency of a given FA implementation and to provide information about its main strengths and weaknesses. Indeed, a FA implementation performing poorly with synthetic data is unlikely to become highly capable with real data. Similarly, a FA implementation showing little
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robustness with slight departures from its underlying assumptions should be considered with caution, since real data are unlikely to perfectly fulfill these assumptions.

However, good/better performance of a FA implementation with synthetic data is indicative only, but not conclusive, about its performance in practice. Indeed, determining whether the simulation setup is realistic enough to ensure that the good/better performances of a given FA implementation will also hold in real life is difficult. This is especially the case when FA implementations from distinct families are to be compared (requirement [R1]): for instance, deriving a simulation setup where local, regional and model-based FA implementations could be compared in a fair way is far from obvious.

2.2. Data-based comparisons

Data-based comparisons can complement simulation studies. Indeed, by using real data, they circumvent the difficulty of building realistic simulation setups. However, the main difficulty is that the truth is unknown, thus precluding the use of formal statistical criteria like bias or RMSE. Specific comparison schemes are therefore required. Data-based comparisons are mainly implemented using statistical tests and split-sample validation.

2.2.1. Statistical tests

A statistical test is used to evaluate whether observations can be considered as realizations from the assumed distribution family [e.g., Chowdhury et al., 1991; Laio, 2004]. We stress that while this is an important question, choosing a distribution family is not the final objective of frequency analysis: indeed, even if the parent distribution family were known, the estimated distribution used for decision and design would still be affected by estimation errors, thus requiring further evaluation of its performance.

Statistical tests are hence useful to reject FA implementations that cannot be statistically reconciled with observations. Unfortunately, as noted by Bobee et al. [1993], such tests are not powerful with the typical sample size available for environmental data (usually hardly exceeding 50 elements). Consequently, it is often observed that several competing FA implementations cannot be rejected [Laio, 2004]. Again, this calls for alternative comparison approaches to attempt further distinguishing between such FA implementations.

Another difficulty is that statistical tests are simply not available for many FA implementations. This is problematic when FA implementations from distinct families are to be compared (requirement [R1]), since in general tests will be available for only a few of them. General-purpose testing procedures do exist [e.g. Cramer–von Mises or Anderson–
Darling tests, see Stephens, 1974], but in their standard form they compare observations with
a fully specified distribution: this is not a realistic setting in frequency analysis where
parameters are unknown and need to be inferred. Applying these tests in their standard form
would systematically favor over-parameterized implementations. Consequently, specific
corrections need to be implemented to account for estimation uncertainty, which is not an
obvious task. As an illustration, Laio [2004] derived tests customized to extreme value
distributions, but these tests are only applicable with particular estimators.

2.2.2. Split-sample evaluation

Another data-based comparison approach is based on the splitting of observations into a
calibration (or estimation/training) set and a validation (or testing) set [Gunasekara and
Cunnane, 1992]. This approach distinguishes between the descriptive and predictive abilities
of FA implementations, which are two fundamentally distinct properties. The former refers to
the ability of a FA implementation to describe past events used for parameter estimation (i.e.,
calibration events), whereas the latter refers to the ability to predict new events (i.e. validation
events). While a FA implementation of poor descriptive ability has slim chance to become
highly capable in predictive mode, the contrary is not true: a FA implementation that can
provide a good description of calibration data may become inefficient in predictive mode.

Split-sample procedures have been mainly implemented for comparing regional FA
implementations [e.g., GREHYS, 1996; Grover et al., 2002; Ouarda et al., 2006; Neppel et
al., 2007; Szolgay et al., 2009]. The evaluation is usually achieved by comparing quantiles
computed from validation sites (generally using an at-site estimate based on a long series) and
quantiles given by the regional FA implementation (ignoring data at the validation site).
Standard measures like bias or RMSE can then be used by considering locally-estimated
quantiles as surrogate for the unknown true quantiles. While this may be acceptable for
moderate quantiles when the record length at the validation site is large, it might become
unrealistic for larger quantiles, which are affected by significant sampling errors. Further
refinements of this general approach have been proposed [in particular, see the Bootstrap-
based scheme implemented by GREHYS, 1996].

Split-sample comparisons have also been attempted and discussed for local FA
implementations [see in particular Beard, 1974; Interagency Advisory Committee on Water
Data, 1982; Gunasekara and Cunnane, 1992; Garavaglia et al., 2011], but far less frequently
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than for regional FA. This is because each series has to be decomposed into calibration and validation periods for local FA implementations, which requires using very long series.

Split-sample procedures are of interest because they compare FA implementations in the context they are designed for, where the objective is to predict upcoming events (“How should a dam be designed to ensure that it will withstand upcoming floods?”), as opposed to describe past event (“How should a dam be designed to ensure that it would have withstood observed floods?”). Moreover, they use FA implementations in operational-like conditions, where both model errors (i.e. misspecified distribution) and estimation errors coexist. We stress the difference between this objective and the objective behind statistical tests (identifying the parent distribution, or at least rejecting inappropriate ones).

Unfortunately, split-sample procedures are challenging to apply for two main reasons: (i) as in any data-based procedure, the truth is unknown; (ii) they require a large amount of data to be of any practical interest.

3. A data-based comparison framework

3.1. Notation and basic hypotheses

The data-based framework described in this section follows the path of split-sampling evaluation as described in previous section 2.2.2. Let $X$ be the variable whose distribution is sought. It is assumed that a (large) dataset of observations from $X$ is available, denoted by $x = \left( x_{i,k}^{(i)} \right)_{i=1, N_{\text{site}}, k=1, N_{\text{step}}}$. The superscript $^{(i)}$ denotes the site, the subscript $k$ denotes the time step.

Note that the number of observations at each site does not need to be identical. Using a similar notation, we denote by $c$ the subset of $x$ used for calibration, and $v$ the complementary subset used for validation. In cases where no distinction is needed, we use the generic notation $d$ to denote any one of $c$ or $v$.

The cumulative distribution function (cdf) of the unknown parent distribution of $X$ at site $i$ is denoted by $F^{(i)}$. A given FA implementation $M$ makes an assumption on the distribution of $X$, yielding a cdf $F_{M}^{(i)}(y | \theta)$. In this notation, $y$ is the value at which the cdf is evaluated and $\theta$ represents a vector of unknown parameters. In most cases the distributional assumption is explicit, but it may also be implicit in the case of model-based implementations (e.g. for floods $F_{M}^{(i)}(y | \theta)$ would result from the rainfall-runoff transformation encapsulated in the hydrologic model). Parameter estimation is then performed by the FA implementation, yielding a particular parameter value $\hat{\theta}$. The estimated distribution is then defined by
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\[ \hat{F}_M^{(i)}(y) = F_M^{(i)}(y | \hat{\theta}) \]. We stress the naming and notational distinction that will be consistently used throughout this paper between the parent distribution \( (F^{(i)}, \text{the unknown distribution that generated observations}) \), the assumed distribution \( (F_M^{(i)}, \text{with unknown parameters}) \) and the estimated distribution \( (\hat{F}_M^{(i)}, \text{corresponding to the assumed distribution with one particular parameter value}) \).

The performance indices defined in the next sections can be used for comparison under the following minimal hypotheses:

[H1] “Extremes” correspond to large values.

[H2] At-site data are temporally independent.

Assumption [H1] states that large return periods are associated with large values which is the case for most environmental variables (e.g. flood, wind, precipitation, etc.). If this assumption does not hold (e.g. low flow analysis with annual minimum values), all indices can be readily modified to account for extremes in the left tail of the distribution.

Assumption [H2] is more stringent: while the assumption of serial independence can be deemed acceptable for variables related to extreme localized events (e.g. storm winds, heavy rainfalls, floods, [Pujol et al., 2007]), other variables sometimes exhibit significant serial dependence [e.g. Hamed and Rao, 1998; Cohn and Lins, 2005; Koutsoyiannis, 2010]. A detailed analysis of the effect of serial dependence on the comparison framework lies well beyond the scope of this paper. It is therefore assumed that data can be considered as serially independent, either because physical or empirical evidence suggests so or thanks to some data pre-processing (e.g. data sub-sampling).

### 3.2. Performance indices

#### 3.2.1. Reliability and stability

The performance of competing FA implementations is judged according to two criteria: reliability and stability [Garavaglia et al., 2011]. A reliable FA implementation yields an estimated distribution close to the (unknown) parent distribution, or in other words, it is able to assign correct exceedance probabilities. In practice, since the parent distribution is unknown, reliability has to be evaluated using observed data.

The stability of a FA implementation describes its ability to yield similar estimates when different data are used for calibration. In an industrial context, stable estimates are sought...
when a whole group of structures is to be designed (e.g. power plants or dams fleet). Indeed, quantile estimates strongly varying with new observations would result in a frequent questioning of the design, which is problematic since a built structure cannot be continuously modified to track estimates’ variability. Moreover, unstable estimates might cause the actual protection level to differ strongly from e.g. dam to dam, even if all dams are designed with the same target protection level.

It is stressed that both criteria do not play the same role in judging the performance of a FA implementation. In particular, stability cannot be used alone, because it does not give any information about the ability to predict observations (a FA implementation can be stable but totally unreliable). Consequently, reliability is assessed first in the comparison framework. When several FA implementations appear equally reliable, the additional insights provided by stability can be used to further discriminate between them.

**3.2.2. Reliability: pval**

This first reliability index aims to evaluate the overall agreement between the estimated distribution \( \hat{F}^{(i)}_M \) and observations \( d^{(i)}_k \) (either calibration or validation data can be used). For a given site \( i \) and time step \( k \), it is defined as follows:

\[
pval^{(i)}_k = \hat{F}^{(i)}_M (d^{(i)}_k)
\]  

Under the assumption that the estimation is reliable (\( \hat{F}^{(i)}_M = F^{(i)} \forall i \)), \( pval^{(i)}_k \) are realizations from a uniform distribution on each site \( i \): \( pval^{(i)}_k \sim U[0;1] \forall i \) (see Appendix 1). Graphical diagnostics to assess the agreement between observed \( \{pval^{(i)}_k\}_{k=1}^{n^{(i)}} \) and their theoretical distribution under the reliability hypothesis will be described in subsequent section 3.2.5.

The reliability assumption (\( \hat{F}^{(i)}_M = F^{(i)} \forall i \)) is worth commenting. It is quite clear that it will never be strictly met because of model and estimation errors. However, we use it as a working assumption, and we are looking in the data for evidence conflicting with it (which would materialize in the case of index \( pval \) by non-uniformly distributed values). This is the same rationale than that behind the use of a H0 hypothesis in statistical testing. However, we are only performing graphical diagnostics derived over an ensemble of sites here. While this allows making comparative statements on the relative reliability of FA implementations, it
does not provide a formal decision rule to reject the reliability assumption, as a statistical test 292 would. The reason for this is discussed in subsequent section 5.3.

3.2.3. Reliability: $N_T$

The second reliability index is based on the number of exceedances of an estimated $T$-year 296 quantile [e.g. Interagency Advisory Committee on Water Data, 1982, Appendix 14; Gunasekara and Cunnane, 1992; Garavaglia et al., 2010]:

$$N_T^{(i)} = \sum_{k=1}^{d_{\text{max}}^{(i)}} 1_{[q_T^{(i)}, \infty)}(d_{\text{max}}^{(i)})$$

(2)

Where $1_A(x) = \begin{cases} 1 & \text{if } x \in A \\ 0 & \text{otherwise} \end{cases}$

Under the reliability assumption ($\hat{q}_T^{(i)} = q_T^{(i)}$), $N_T^{(i)}$ is a realization from the binomial 299 distribution: $N_T^{(i)} \sim \text{Bin}(n^{(i)}, 1/T)$ (see Appendix 1). As previously, dedicated graphical 300 diagnostics will be described in subsequent section 3.2.5. Contrarily to index $pval$ which 301 quantifies the overall reliability, $N_T$ focuses on reliability for prescribed $T$-year quantiles.

3.2.4. Reliability: FF

The index $FF$, used by e.g. England et al. [2003a] and Garavaglia et al. [2011], corresponds 304 to the index $pval$ computed on the maximum observed value of each site, $d_{\text{max}}^{(i)}$:

$$FF^{(i)} = \hat{F}_M^{(i)}(d_{\text{max}}^{(i)})$$

(3)

Under the reliability assumption ($\hat{F}_M^{(i)} = F^{(i)}$), $FF^{(i)}$ is a realization from a Kumaraswamy 306 distribution with parameters $(n^{(i)}; 1)$: $FF^{(i)} \sim K[n^{(i)}; 1]$, whose cdf can be written as follows 307 (see Appendix 1):

$$F_K(t) = t^{n^{(i)}} - 0 \leq t \leq 1$$

(4)

3.2.5. Graphical diagnostics based on reliability indices

Graphical diagnostics of reliability are based on the comparison between the reliability 310 indices and their theoretical distribution under the reliability assumption. For a given site $i$ 311 with $n^{(i)}$ observations, let $z^{(i)}$ be any one of the indices defined in sections 3.2.2-3.2.4 (e.g. 312 $FF$), and $H^{(i)}$ the cdf of its theoretical distribution under the reliability assumption (e.g. cdf of
a Kumaraswamy distribution $K(n^{(i)};1))$. A technical difficulty arises because $H^{(i)}$ depends on
the number of observations $n^{(i)}$, which in general varies from site to site.

This issue can easily be overcome in the case of indices having a continuous cdf (namely, $pval$ and $FF$) by using a probability-probability plot (pp-plot) representation: probability-transformed indices $H^{(i)}(z^{(i)})$ are plotted against empirical frequencies (see Figure 1a-c for illustrations). Under the reliability hypothesis, the probability-transformed values $H^{(i)}(z^{(i)})$ are indeed uniformly distributed between 0 and 1, irrespective of the number of observations $n^{(i)}$.

Departures from the diagonal in the pp-plot have specific interpretations in terms of under/over-estimation or predictive failures (see Figure 1). Moreover, additional axis transformations might be valuable to focus on particular areas of the pp-plot. Typically, the pp-plot can be transformed into a Gumbel quantile-quantile plot (qq-plot) by applying the Gumbel quantile function to each axis (see Figure 1d-f for illustrations). This allows focusing on extreme values of indices. Note that any other continuous quantile function can be used, depending on the area of interest in the pp-plot.

The case of the discrete index $N_T$ is more problematic, because the cdf of its theoretical binomial distribution is not continuous. Probability-transformed indices $H^{(i)}(N_T^{(i)})$ are therefore not uniformly distributed. A possibility to overcome this difficulty is to randomize the values $H^{(i)}(N_T^{(i)})$ in order to discard the cdf discontinuity induced by the discrete nature of the index $N_T$. This randomization is performed as follows. Let $b(-1) = 0$ and 

$$b(j) = H^{(i)}(j) = \Pr(N \leq j), j \geq 0,$$

where $N$ is a random variable following a $Bin(n^{(i)},1/T)$ distribution. At a given site $i$, the value $N_T^{(i)}$ is transformed into probability space by randomly sampling a value $w^{(i)}$ from an uniform distribution between $b(N_T^{(i)}-1)$ and $b(N_T^{(i)})$. This is to be compared with the non-randomized probability transformation, which corresponds to setting $w^{(i)} = b(N_T^{(i)})$. This randomization ensures that the values $w^{(i)}$ are uniformly distributed between 0 and 1 under the reliability hypothesis (see Appendix 1). It is then possible to use the same pp-plot and qq-plot representations as discussed for continuous indices (see Figure 4d-e for illustrations).

### 3.2.6. Stability: SPAN$_T$

The stability of quantile estimates can be quantified by contrasting the values obtained with two different calibration datasets $c_1$ and $c_2$. The index $SPAN_T$ proposed by Garavaglia et al.
[2011] is used in this paper. It is a measure of the relative deviation between the two estimated $T$-year quantiles. Let $\hat{q}^{(i)}_{T}$ denote the $T$-year quantile at site $i$, derived from the estimated distribution $\hat{F}^{(i)}_M$. For a given site $i$, $SPAN_T$ is defined as follows:

$$SPAN_T^{(i)} = \frac{|\hat{q}^{(i)}_{T}(e_1) - \hat{q}^{(i)}_{T}(e_2)|}{\frac{1}{2}(\hat{q}^{(i)}_{T}(e_1) + \hat{q}^{(i)}_{T}(e_2))} \quad (5)$$

The comparison between competing FA implementations can then be performed by comparing the distribution of $SPAN_T^{(i)}$ over all sites $i = 1:N_{site}$: the FA implementation whose $SPAN_T$ distribution remains the closest to zero is the most stable.

### 3.3. Comparing uncertainties

#### 3.3.1. Motivation

One of the requirements for the comparison framework is to enable the comparison of estimated uncertainties. The term “estimated uncertainties” aims to emphasize the fact that uncertainty quantification depends on the assumptions underlying the FA implementation (e.g. distribution family, estimation approach, etc.). Consequently, there is a distinct possibility that such estimated uncertainties are unreliable if those assumptions are unrealistic [see e.g. the discussion by Daly, 2006 in the context of spatial interpolation methods].

Evaluating uncertainty estimates cannot be performed by counting the percentage of points inside a $\alpha\%$ confidence interval in Figure 2, because the values on the $x$-axis are based on estimates of the exceedance probability (by means of a plotting position formula). As such, those values are affected by considerable uncertainties. The approach taken in this paper to circumvent this difficulty is to transform the uncertainty intervals shown in Figure 2 into a new distribution, named the predictive distribution.

This tool is well-known and widely used in Bayesian statistics [e.g. Gelman et al., 1995] and hydrologic modeling [e.g. Todini and Mantovan, 2007; Thyer et al., 2009; Renard et al., 2010], and has also been proposed for FA applications [Coles, 2001, chapter 9; Cox et al., 2002; Meylan et al., 2008, chapter 7]. Moreover, the notion of “expected probability” discussed by e.g. Stedinger [1983a], Rosbjerg and Madsen [1998] or Kuczera [1999] is conceptually related to the notion of predictive distribution. The main advantage of this approach is that the methodology used to compare estimated distributions (red line in Figure 2) can be applied to predictive distributions, hence indirectly comparing estimated...
uncertainties. This section defines the predictive distribution in both Bayesian and non-Bayesian contexts.

### 3.3.2. The Bayesian predictive distribution

Following the notation introduced in section 3.1, we use \( f_M(y|\theta) \) and \( \hat{f}_M(y) \) to denote the probability density function (pdf) of assumed and estimated distributions, respectively.

In Bayesian statistics, parameter inference is performed using the posterior distribution \( p_M(\theta|c) \), where \( c \) represents the calibration data. The predictive distribution of a future observable \( y \) given observed data \( c \) is defined by the following pdf [e.g. Gelman et al., 1995]:

\[
\hat{\pi}_M(y) = p_M(y|c) = \int f_M(y|\theta)p_M(\theta|c)d\theta
\]  

The predictive distribution \( \hat{\pi}_M(y) \) hence corresponds to integrating the assumed distribution \( f_M(y|\theta) \) over the posterior distribution of \( \theta \), \( p_M(\theta|c) \), which represents the uncertainty in estimating \( \theta \). By contrast, the estimated pdf \( \hat{f}_M(y) \) corresponds to using the assumed distribution \( f_M(y|\theta) \) for a fixed value \( \hat{\theta} \) of its parameters (most commonly the posterior mean, median or mode), hence ignoring estimation uncertainty. Figure 2 illustrates the difference between the predictive distribution \( \hat{\pi}_M(y) \) and the estimated distribution \( \hat{f}_M(y) \), and compares these distributions with the uncertainty bounds.

In practice, the integration in equation (6) cannot be performed analytically in general and has to be approximated numerically. Given that the posterior distribution \( p_M(\theta|c) \) is often explored using Markov Chain Monte Carlo (MCMC) samplers, such numerical approximation is usually implemented using a Monte Carlo scheme (see Appendix 2).

### 3.3.3. Non-Bayesian predictive distributions

The predictive distribution in equation (6) is not defined in a non-Bayesian context, because the posterior distribution \( p_M(\theta|c) \) does not exist in frequentist statistics, where \( \theta \) is considered as a non-random quantity. However, the estimator of \( \theta \), noted \( \hat{\theta}(X) \), is a random variable and its distribution is defined - it is the sampling distribution of the estimator. Note the distinction between the (random) estimator \( \hat{\theta}(X) \) and the (non-random) estimated value \( \hat{\theta} = \hat{\theta}(c) \) corresponding to the value taken by the estimator on the calibration sample.
The question of deriving a non-Bayesian version of the predictive distribution in equation (6) has attracted a lot of attention amongst statisticians. This has led to the development of innovative (sometimes controversial) inference paradigms, in particular pivotal inference and fiducial probabilities [Fisher, 1930; Dawid and Stone, 1982; Seidenfeld, 1992; Dawid and Wang, 1993; Barnard, 1995; Wang, 2000; Lawless and Fredette, 2005; Hannig et al., 2006], predictive likelihoods [Hinkley, 1979; Butler, 1986; Bjornstad, 1990] and H-likelihoods [Lee and Nelder, 1996; Meng, 2009].

Harris [1989] proposed a pragmatic approach: the posterior distribution in equation (6) is simply replaced by the sampling distribution of \( \hat{\theta}(X) \). Let \( s_M(\tau|\theta) \) denote the pdf of this sampling distribution evaluated at \( \tau \). Note that in general, the sampling distribution depends on the unknown true parameter value \( \theta \). A non-Bayesian version of equation (6) is then:

\[
\pi_M^*(y|\theta) = \int f_M(y|\tau)s_M(\tau|\theta)d\tau
\]  

(7)

Compared with equation (6), there is an additional difficulty in equation (7) since the true value \( \theta \) is still unknown. Harris’ proposal is to replace the unknown \( \theta \) by its estimated value \( \hat{\theta} \), yielding the following predictive distribution:

\[
\hat{\pi}_M(y) = \pi_M^*(y|\hat{\theta}) = \int f_M(y|\tau)s_M(\tau|\hat{\theta})d\tau
\]  

(8)

Replacing the unknown true value \( \theta \) by its estimated value \( \hat{\theta} \) is a standard practice when estimating a sampling distribution. This is akin to the Fisher information matrix being replaced by the observed information matrix in ML estimation [e.g. Coles, 2001].

The predictive distribution in equation (8) was named the “parametric bootstrap predictive distribution” by Harris [1989], and has been further developed by other authors [e.g., Basu and Harris, 1994; Vidoni, 1995; Fushiki et al., 2005; Fushiki, 2010]. A similar approach termed “bagging predictors” [e.g. Breiman, 1996] is used in the field of machine learning.

Similarly to the Bayesian predictive distribution, the integration in equation (8) in general is not performed analytically. Simple algorithms to derive non-Bayesian predictive distributions are described in Appendix 2. It is worth noting that deriving the predictive distribution only requires minimal effort beyond that made to quantify uncertainties.
3.3.4. Indirectly comparing uncertainties via predictive distributions

The comparison of estimated uncertainties is then performed by replacing the cdf of the estimated distribution \( \hat{F}_M^{(i)} \) by the cdf of the predictive distribution \( \hat{I}_M(y) \) for all indices in section 3.2. The rationale behind this indirect approach is the following: if implementation \( A \) yields a more reliable predictive distribution than implementation \( B \) (according to the indices of section 3.2), it suggests that implementation \( A \) yields a more reasonable quantification of uncertainties in the sense that after transformation into a predictive distribution (eq. (6)-(8)), these uncertainties are in better agreement with validation data.

Throughout the remainder of this paper, we will simply use the naming “predictive distribution” with no further distinction between the Bayesian and the non-Bayesian versions. Indeed, while this distinction is necessary to introduce formal definitions, it is of little relevance in the context of the comparison framework discussed here.

4. Case study

The comparison framework described in previous sections is applied to a large runoff dataset. Ten FA implementations, belonging to three FA families, are compared. These implementations do not constitute an exhaustive representation of existing FA implementations, since the objective of this case study is not to draw definitive conclusions on the merits of existing FA implementations. Instead, it aims at illustrating the application of the performance indices described in section 3, and discussing the insights that can be gained from the application of a data-based comparison exercise.

4.1. Data and FA implementations

Daily runoff series from 364 stations in France are used (Figure 3), corresponding to catchment sizes ranging from 10 to 2,000 km\(^2\). The time series cover at least 20 years, with more than 200 series spanning over 40 years. The quality of this dataset and its suitability for flood FA has been thoroughly evaluated in previous work [Renard et al., 2008].

Annual maxima (AM) are extracted from the daily series. AM values are then treated with 10 FA implementations, belonging to three FA families, as summarized in Table 1:

1. Local estimation family: six implementations, corresponding to two distributional assumptions (Gumbel (GUM) and Generalized Extreme Value (GEV)) and three parameter estimation methods (Moments (MOM), Maximum Likelihood (ML) and Bayesian (BAY)), are used. The three estimation methods differ in their quantification of
uncertainty: (i) a non-parametric bootstrap approach is used for MOM; (ii) a standard Gaussian approximation for the sampling distribution of ML estimators is used; (iii) the posterior distribution of parameters represents the uncertainty in the Bayesian approach. For the latter approach, flat priors are used for location and scale parameters (i.e., $\pi(\theta) \propto 1$), while a Gaussian prior with mean 0 and standard deviation 0.2 is used for the shape parameter of the GEV distribution.

2. Regional estimation family: 2 implementations, corresponding to two distributional assumptions (GUM and GEV), are used. A standard index flood scheme [e.g. Dalrymple, 1960; Robson and Reed, 1999] is used: on the one hand, a regression between the index flood (taken here as the at-site mean) and catchment descriptors is built. On the other hand, a regional distribution is estimated by pooling standardized data (i.e. AM values divided by the index flood) from all sites together. Using the index flood regression together with the regional distribution enables estimating the distribution of AM at any site, including ungauged ones (see Appendix 3 for additional details).

3. Local-Regional estimation family: two implementations, corresponding to two distributional assumptions (GUM and GEV), are used. These implementations aim at using both the regional models above and the data observed at the target sites. The Bayesian approach proposed by Ribatet et al. [2006] is used: at each target site, the prediction by the regional model is used to define the prior distribution, while at-site data are used to build the likelihood function. The resulting posterior distribution therefore combines local and regional information (see Appendix 3 for details).

Note that the ten implementations analyzed in this case study correspond to fairly standard approaches, rather than state-of-the-art methods. Additional implementations could be considered to improve some aspects of the implementations described above. In particular, more advanced regionalization procedures could be investigated [e.g. Madsen and Rosbjerg, 1997; Reis et al., 2005; Micevski et al., 2006b; Renard, 2011]. However, we stress that the objective of this case study is not to provide the best possible estimation of flood quantiles in this particular area, but rather to illustrate the application of the comparison framework to standard FA implementations.

4.2. Reliability and stability decompositions

In order to assess the reliability of the FA implementations, the 364 sites are split into calibration and validation sets as follows:
• Sites with less than 40 years of data are used for calibration of the regional models (160 sites, red and pink dots in Figure 3a).

• For each site with more than 40 years of data (204 sites, black dots in Figure 3a), 20 years are randomly selected (independently from site to site) for calibration of the local models.

• For the latter sites, all remaining years (i.e. at least 20 years for each black dot in Figure 3a) are used for validation.

This decomposition allows comparing the reliability of all FA implementations based on exactly the same validation data.

Additional decompositions are required to assess stability. Since both local and regional implementations are considered, two types of decomposition are proposed:

• Stability with respect to local information (type I): for each site with more than 40 years of data (black dots in Figure 3a), two 20-year calibration sets are randomly selected. Purely regional implementations will be insensitive to this decomposition, since they do not use local information.

• Stability with respect to regional information (type II): sites with less than 40 years of data are split into two calibration sets (red and pink dots in Figure 3a). Purely local implementations will be insensitive to this decomposition.

4.3. Results

4.3.1. Illustration of the reliability diagnostics for one particular implementation

In order to illustrate the derivation of the graphical diagnostics of section 3.2.5, reliability is first evaluated for the sole implementation GEV_ML (the estimated distribution is used here). Figure 4a shows the pp-plot of $pval$ for validation data, with each gray line corresponding to a validation site. Overall, the pp-curves are evenly distributed around the diagonal control line, and remain fairly close to it in most cases. However, the $pval$ index only assesses the overall reliability, without particular focus on extremes. More stringent diagnostics are hence required to assess reliability at higher levels.

To this aim, Figure 4b shows the pp-plot of $FF$, for both calibration (blue) and validation (red) data. The S-shaped calibration curve indicates that the observed distribution of $FF$ values is less variable than it would be if the parent distribution were used. This is an effect of errors in estimating GEV parameters, whose optimization tend to “over-fit” calibration data.
At the opposite, the shape of the validation curve indicates that the distribution of $FF$ values is more variable than it would be with the parent distribution. This implies that validation data are too often considered as “extreme” by the model, yielding high/low $FF$ values with an unduly large frequency. In particular, a remarkable feature of this curve is its tendency to be stacked against the right border in the upper right corner: this corresponds to numerous $FF$ values having $p$-values close to or equal to one, i.e. to observations that are considered as impossible by the model. This is a consequence of estimation errors for the shape parameter, yielding right-bounded GEV distributions whose bound is exceeded by validation data.

As suggested in section 3.2.5, an axis transformation can be used to focus on this area of the plot. Figure 4c therefore shows the same curves after transforming both axes into a Gumbel scale. Since this transformation is undefined for $FF$ values equal to one, the corresponding points do not appear in the figure, but their percentage is reported. The large departure from the diagonal appearing in Figure 4c for the validation curve confirms the unduly high frequency of large $FF$ values. In addition, 18% of validation data have a $FF$ value equal to one – in other words, what is considered as impossible by the model actually occurs for 18% of the sites. This corresponds to severe prediction failures.

The second row of Figure 4 shows graphical diagnostics related to the $N_{10}$ index. Figure 4d shows the $N_{10}$ pp-plot after the randomization procedure described in section 3.2.5, while Figure 4e shows the qq-plot version of this diagnostic in Gumbel axes. These figures yield similar conclusions to the corresponding $FF$ diagnostics.

The opposite behavior of calibration and validation curves is an illustration of the trade-off between descriptive and predictive capability: a too good fit to calibration data may come at the price of a reduced predictive reliability. In turn, this reemphasizes the necessity to assess predictive performances based on validation data. Consequently, all reliability diagnostics will focus on validation data in the remainder of this paper.

### 4.3.2. Comparison of estimation methods for local FA implementations

This section compares the three estimation methods (MOM, ML and BAY) used for local FA implementations. Figure 5 shows the reliability diagnostics for the estimated (first row, the posterior mode is used as parameter estimates) and the predictive (second row) distributions. For brevity, only the qq-plot representations in Gumbel space are reported, since it allows focusing on the most severe prediction failures.
The FF diagnostic in Figure 5a indicates that the estimation method has little impact on reliability, compared to the choice of the distribution (GUM or GEV). Moreover, departures from the diagonal are smaller for the three GUM curves than for the three GEV curves. In addition, for MOM and ML estimation, validation data are considered as impossible by the GEV prediction for more than 15% of the sites. This percentage drops to 7% for BAY, which is a consequence of using an informative prior to constrain the shape parameter. The $N_{10}$ and $N_{100}$ diagnostics in Figure 5b-c yield similar insights. These results indicate that at-site estimation of a GEV distribution with 20 years of data may lead to substantial predictive failures, whatever the estimation method. This is a consequence of the well-documented difficulty in precisely identifying the shape parameter [e.g. Coles, 2001; Garavaglia et al., 2011]. However, we stress that this does not imply that the GEV distribution should be rejected, but rather that local estimation with moderate sample size is not precise enough for this distribution to yield reliable predictions. In turn, this indicates that ignoring estimation uncertainty is not a viable option for locally-estimated GEV distributions.

The second row in Figure 5 shows the same diagnostics applied to the predictive distribution rather than the estimated distribution. The FF diagnostic in Figure 5d indicates that the estimation method (MOM, ML or BAY) has little impact for the Gumbel distribution: all three curves are similar and show marked departures below the diagonal. This suggests that even after accounting for uncertainty, a tendency to under-estimation remains with a Gumbel distribution. On the other hand, the estimation method has a stronger impact for the GEV distribution: the GEV_MOM curve shows the largest departure below the diagonal. Departure for the GEV_ML curve is similar although less pronounced. Lastly, the GEV_BAY curve appears much closer to the diagonal, suggesting that once uncertainties are accounted for, the predictions become fairly reliable. The $N_{10}$ and $N_{100}$ diagnostics in Figure 5e-f yield similar conclusions, although they reveal a more pronounced impact of the estimation method for the Gumbel distribution.

Overall, the results of this section suggest that while the estimation method does not strongly impact reliability based on the estimated distributions, the method used to quantify uncertainty exerts a stronger leverage according to the predictive distribution.

### 4.3.3. Comparison of local, regional and local-regional implementations
This section compares the three FA families (local, regional and local-regional) for both the Gumbel and the GEV distributions. For simplicity, only implementations GUM_BAY and GEV_BAY are used within the local family. Figure 6 shows the \textit{pval} diagnostic for the estimated distribution, and for the three implementations involving the GEV distribution (similar plots are obtained with the Gumbel distribution, not shown). While local (GEV_BAY) and local-regional (GEV_LR) implementations yield similar diagnostics, the regional implementation (GEV_REG) shows marked departures from the diagonal for many sites. Such departures are more often below the diagonal (under-estimation) than above. Since the \textit{pval} diagnostic does not focus on extremes, this indicates that the regional predictions may be markedly unreliable, even for small to moderate quantiles.

Figure 7 shows \textit{FF}, \textit{N}_{10} and \textit{N}_{100} reliability diagnostics for the estimated distribution (first row) and the predictive distribution (second row). In Figure 7a (\textit{FF}), the smallest departure from the diagonal corresponds to the GEV_LR implementation, while larger departures are observed for both regional implementations and the local GEV_BAY implementation. Figure 7b (\textit{N}_{10}) highlights a clear distinction between regional implementations on the one hand, and local and local-regional implementations on the other hand. The former show a poor reliability even for predicting moderate 10-year quantiles, which confirms previous findings based on \textit{pval}. On the other hand, local and local-regional implementations show similar predictive reliability for this index. However, the \textit{N}_{100} index (Figure 7c) indicates that local-regional implementations become more reliable than local ones to predict larger quantiles. This suggests that while local approaches may be sufficient to estimate moderate quantiles, they become less reliable than local-regional approaches when extrapolated to higher quantiles, especially if a GEV distribution is used.

The second row of Figure 7 shows the same diagnostics applied to the predictive distribution. Figure 7d (\textit{FF}) does not reveal marked differences between implementations, apart from GEV_BAY whose curve is closer to the diagonal as already observed in section 4.3.2. The \textit{N}_{10} and \textit{N}_{100} diagnostics (Figure 7e-f) yield more insights: in both cases, regional implementations show large departures from the diagonal, which suggests an unreliable quantification of uncertainty. On the other hand, local and local-regional implementations have similar curves for both indices, with smaller departures from the diagonal suggesting a more reliable quantification of uncertainty. The behavior of GEV_BAY for indices \textit{FF} and \textit{N}_{100} is noteworthy: while its predictions based on estimated distributions are unreliable (Figure 7a and c), it still yields fairly reliable predictions once uncertainty is accounted for.
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through the predictive distribution (Figure 7d and f). At the opposite, regional implementations appear unreliable for both estimated and predictive distributions. Lastly, stability is assessed by means of the SPAN\textsubscript{100} index (Figure 8). Figure 8a compares the type-I stability of estimated (see section 4.2). Local implementations GEV\_BAY and GUM\_BAY show the lowest stability. On the other hand, both local-regional implementations GEV\_LR and GUM\_LR have similar stability, and importantly, are more stable than any of the local implementations. Application of the SPAN\textsubscript{100} index to predictive distributions yield identical insights (Figure 8c). Figure 8b compares the type-II stability of the estimated distributions (see section 4.2). Both regional implementations GEV\_REG and GUM\_REG show a very low stability, while both local-regional implementations are far more stable. Figure 8d shows a similar pattern for the predictive distribution. Overall, the results of this section suggest that local-regional implementations generally outperform both the purely local and regional implementations they are built upon. This observation holds for both reliability (see e.g. Figure 7c) and stability (Figure 8).

5. Discussion

5.1. Ability of reliability and stability indices to benchmark FA implementations

The case study shows that the indices defined in section 3.2 are able to reveal marked difference between the reliability and stability of competing FA implementations. Moreover, reliability indices appear quite complementary. Index \textit{pval} is able to reveal reliability failures at moderate levels (e.g. GEV\_REG in Figure 6), but will not detect failures specific to extreme levels. Index \textit{N\_T} allows focusing on specific quantiles, and varying the value of \textit{T} yields insights on the evolution of reliability at increasing levels (see e.g. the evolution of GEV\_BAY between \textit{N\_10} and \textit{N\_100} in Figure 7b-c). Lastly, index \textit{FF} focuses on the most extreme value observed at each site and is hence the most stringent reliability diagnostic. In particular, it can reveal severe prediction failures, where observations as considered as virtually impossible by the model (e.g. GEV\_ML in Figure 4c). However, the set of indices proposed in this paper is not exhaustive and could be completed in future work with additional and possibly more powerful indices. As an illustration, Garavaglia et al. [2011] assessed the stability of uncertainty estimates by quantifying the overlapping of confidence.
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intervals obtained using distinct calibration periods. Alternatively, indices based on the
duration between exceedances of large quantiles could be derived as an alternative to \( N_T \).

5.2. Feasibility of benchmarking uncertainty estimates

A major objective of this paper was to open uncertainty estimates to the same scrutiny as
estimated distributions. This was achieved by transforming these uncertainties into a
predictive distribution, which can be scrutinized in the same way as the estimated distribution.
The results of the case study confirm that this is a viable approach, with distinct FA
implementations showing marked differences in the reliability of their uncertainty estimates.
Moreover, these results confirm two important points that are sometimes overlooked: (i)
quantifying uncertainty is not sufficient, one also needs to assess whether this quantification is
reliable [Hall et al., 2007; Thyer et al., 2009]; (ii) uncertainty estimates derived from a FA
implementation whose assumptions are unrealistic are likely to be unreliable, and hence
meaningless [Daly, 2006].

5.3. Limitations of the comparison framework

Despite showing its ability to compare FA implementations in terms of stability and
reliability, the comparison framework remains based on a few hypotheses that are recalled
and discussed in this section.

First, it is noted that the proposed framework only yields graphical comparisons between the
stability and reliability of competing FA implementations. A natural extension would be to
implement formal testing procedures, e.g. to test whether departures from the diagonal in
Figure 5 are significant, or whether two FA implementations yield index distributions that are
significantly different. Unfortunately, this is a challenging task because indices values are not
independent from site to site, due to the spatial dependence between data. Consequently, the
development of statistical tests would require a description of this spatial dependence. This
was not attempted in this study because it would require making additional assumptions on
the structure of spatial dependence beyond that made by the competing FA implementations.

Second, it is assumed that the data used for the comparison are temporally independent.
Indeed, deriving the distribution of most performance indices (under the reliability
hypothesis) requires making this assumption. It may be restrictive in some regions and/or for
some hydrologic variables with significant inertia (e.g. low flows or mean annual runoff for
groundwater-driven catchments). Future work could therefore evaluate the sensitivity of the
comparison framework with temporally dependent data.
Lastly, the general philosophy behind the comparison framework involves specific requirements, that are not limitations of the framework itself but might make its application difficult in some contexts. Indeed, applying the comparison framework requires an extended dataset of good-quality long series. The quality of the dataset needs to be thoroughly evaluated to avoid e.g. non-homogeneous data or heavily regulated catchments (see e.g. Lang et al. [2010] for examples of misleading results caused by the poor quality of a dataset). Moreover, the number of sites needs to be large enough since tools for assessing stability and reliability are based on the distribution of indices over an ensemble of sites. Lastly, long series are also required, since the evaluation of reliability remains limited by the series length: on the one hand, data left out for validation should be numerous to enable a truly challenging assessment of predictive ability; on the other hand, one needs to preserve enough data to calibrate the FA implementation.

A consequence of these requirements is that the comparison framework is geared toward large scale, national-wide comparisons rather than smaller-scale studies involving a couple of sites. In particular, the framework cannot compare predictive performance on one particular site. This is an acknowledged limitation, since a FA implementation having the best predictive performance on an ensemble of sites can still fail on one particular site.

5.4. Tailoring and developing comparison schemes

The case study of section 4 is performed at a rather large scale, which may restrict the ability to benchmark FA implementations. Indeed, it is likely that for daily runoff, the “best” FA implementation depends on various catchment properties like catchment size, elevation, climatic area, etc. Consequently, the comparison performed in this case study should be refined at the smaller scale of homogenous hydro-climatic regions. Moreover, the FA implementations compared in this case study are only a small sample of available FA implementations. More precisely, work is currently in progress to extend this comparison to additional distributions (e.g. log-Normal, Pearson family), estimation approaches (e.g. linear moments), approaches to uncertainty quantification (e.g. parametric bootstrap as advocated by Kysely [2008]), and alternative regionalization procedures.

Lastly, the decomposition into calibration and validation subsets could also be tailored to focus on more specific issues, for instance non-stationarity or low-frequency variability. As an illustration, the decomposition could be stratified according to the value of some climate
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index (e.g. SOI, NAO) to evaluate the added value of implementations that use climate information.

5.5. Moving toward a systematic approach to comparing FA implementations

The data-based comparison approach presented in this paper might be a part of the systematic comparison approach advocated by Bobee et al [1993]. However it would not be reasonable to rely on a single comparison framework (let alone on a single comparison metric) to choose between competing FA implementations. We note that there have been controversies on which type of comparison framework should be used (see e.g. [Wallis and Wood, 1985; Beard, 1987; Wallis and Wood, 1987] for data-based vs. simulation studies). However, we claim that the different types of comparison frameworks should not be opposed, but rather be used together since they may actually yield complementary insights. Moreover, concordant results derived from distinct comparison frameworks constitute pieces of evidence that add up to build confidence in their generality [Gunasekara and Cunnane, 1992]. As an illustration, most results obtained in this paper are fully consistent with previous simulation-based studies, in particular the poor performance of the GEV distribution with small samples and no prior information [Martins and Stedinger, 2000] or the benefit of combining local and regional information [Stedinger and Lu, 1995]. The fact that similar findings are found in simulation-based and data-based contexts indicate that they can be extrapolated outside of the particular simulation setups used in the former comparisons.

Consequently, a comprehensive comparison of FA implementations might encompass the following steps:

1. Simulation studies in an “ideal” setup (no model misspecification) are useful to quantify the performance of FA implementations in formal statistical terms (e.g. bias, RMSE, reliable quantification of uncertainty, etc.). Moreover, “non-ideal” setups can be used to assess robustness. FA implementations that grossly fail this simulation step are probably not worth further investigation, but for other implementations, alternative comparison frameworks can provide a complementary point of view on their relative performance.

2. When available, statistical tests can be used to reject implementations that are in obvious disagreement with observations. An advantage of this comparison approach is that is can be implemented on a site-by-site basis. However, several implementations should be expected to pass the tests given their quite low power with typical sample sizes.
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3. The data-framework proposed in this paper evaluate the implementations’ performance in terms of predictive ability, which closely corresponds to the context those implementations are designed for. However, implementing such a framework requires setting up extensive datasets, and conclusions can only be drawn for an ensemble of sites and can not be individually tailored for each site.

6. Conclusion

This paper proposes a general framework devoted to the data-based comparison of FA implementations. This framework is based on the following general principles:

- The performance of FA implementations is judged in terms of reliability and stability. The latter is evaluated in predictive mode, i.e. using data that are not used for calibration.
- The framework does not use any surrogate for the unknown true quantiles, but uses indices reflecting whether validation data are consistent with FA predictions.
- The necessity to scrutinize uncertainty estimates is recognized, and a practical solution based on the use of the predictive distribution is proposed.

The comparison framework is applied to a case study that uses 364 daily runoff series. The performances of ten FA implementations, belonging to three FA families, are compared. This case study demonstrates the ability of the comparison framework to benchmark FA implementations. Local-regional implementations were found to outperform both the purely local and regional implementations they are built upon, both in terms of reliability and stability. Marked differences were also found regarding the reliability of the predictive distribution, which confirms its relevance to indirectly compare uncertainty estimates.

Finally, although the comparison framework proposed in this paper proved its usefulness, it remains open to scrutiny and improvement. In particular, other stability and reliability indices could be defined, and comparison schemes could be tailored to specific regions or hydrologic variables. However, the general principles upon which the framework is built intend to be as general as possible. In particular, the importance of predictive reliability and the need to scrutinize uncertainty estimates are two points that hold to any FA implementation. Moreover, combining this data-based framework with alternative comparison schemes (e.g. based on Monte-Carlo simulations and statistical tests) is likely to yield complementary insights.
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9. Appendix 1: distribution of performance indices

9.1. Pval

Let $t \in [0;1]$. \[ \Pr(Pval^{(i)}_k \leq t) = \Pr(\hat{F}^{(i)}_k(D^{(i)}_k) \leq t) \]

If the estimation is reliable ($\hat{F}^{(i)}_k = F^{(i)}$):

\[ \Pr(Pval^{(i)}_k \leq t) = \Pr(F^{(i)}(D^{(i)}_k) \leq t) \]
\[ = \Pr(D^{(i)}_k \leq \{F^{(i)}\}^{-1}(t)) \]
\[ = F^{(i)}(\{F^{(i)}\}^{-1}(t)) = t \]

This corresponds to the cdf of a uniform distribution on [0,1].

9.2. N_T

For a given time step $k$, the exceedance of a quantile $\hat{q}^{(i)}_T$ is a Bernoulli trial. If the estimation is reliable ($\hat{q}^{(i)}_T = q^{(i)}_T$), its success (meaning here the exceedance of the $T$-quantile) probability is 1/T. With the assumption of serial independence, the variable $N_T$ therefore corresponds to the number of successes in $n^{(i)}$ independent Bernoulli experiments: its distribution is therefore Binomial, with parameters $(n^{(i)}, 1/T)$. 

9.3. FF

Let \( t \in [0;1] \). \( \Pr(FF^{(i)} \leq t) = \Pr(\hat{F}^{(i)}_m(D^{(i)}_{\text{max}}) \leq t) \)

If the estimation is reliable (\( \hat{F}^{(i)}_m = F^{(i)} \)):

\[
\Pr(FF^{(i)} \leq t) = \Pr(F^{(i)}(D^{(i)}_{\text{max}}) \leq t) = \Pr(D^{(i)}_{\text{max}} \leq \{F^{(i)}\}^{-1}(t)) = \Pr(D_k^{(i)} \leq \{F^{(i)}\}^{-1}(t) \forall k = 1...n^{(i)}) = \left[F\left(\{F^{(i)}\}^{-1}(t)\right)\right]^{n^{(i)}} = t^{n^{(i)}}
\]

This corresponds to the cdf of the Kumaraswamy distribution with parameters \((n^{(i)}, 1)\). Note that the transition between lines 3 and 4 uses the serial independence hypothesis.

9.4. Randomized probability transformation for \( N_T \)

Let \( W_T^{(i)} \) be a random variable whose distribution, conditional on \( N_T^{(i)} \), is uniform between \( b\left(N_T^{(i)} - 1\right) \) and \( b\left(N_T^{(i)}\right) \) (see section 3.2.5). Recall that \( b(j) \) is defined by \( b(j) = \Pr(N \leq j) \), with \( N \sim \text{Bin}(n^{(i)}, 1/T) \). Let \( t \in [0;1] \). The conditional cdf of \( W_T^{(i)} \) is:

\[
\Pr(W_T^{(i)} \leq t \mid N_T^{(i)} = j) = \begin{cases} 
0 & \text{if } t \leq b(j - 1) \\
\frac{t - b(j - 1)}{b(j) - b(j - 1)} & \text{if } b(j - 1) \leq t \leq b(j) \\
1 & \text{if } t \geq b(j)
\end{cases}
\]

The unconditional cdf of \( W_T^{(i)} \) can then be derived by using the total probability law:

\[
\Pr(W_T^{(i)} \leq t) = \sum_{j=0}^{\infty} \Pr(W_T^{(i)} \leq t \mid N_T^{(i)} = j) \Pr(N_T^{(i)} = j)
\]

Let \( k \) denote the integer verifying \( b(k) \leq t < b(k+1) \). The infinite sum above can then be decomposed as follows:

\[
\Pr(W_T^{(i)} \leq t) = \sum_{j=0}^{k} \Pr(W_T^{(i)} \leq t \mid N_T^{(i)} = j) \Pr(N_T^{(i)} = j) + \Pr(W_T^{(i)} \leq t \mid N_T^{(i)} = k + 1) \Pr(N_T^{(i)} = k + 1)
\]

\[
+ \sum_{j=k+2}^{\infty} \Pr(W_T^{(i)} \leq t \mid N_T^{(i)} = j) \Pr(N_T^{(i)} = j)
\]

When \( j \leq k \), \( b(j) \leq b(k) \leq t \), and \( \Pr(W_T^{(i)} \leq t \mid N_T^{(i)} = j) = 1 \)

When \( j \geq k + 2 \), \( t < b(k + 1) \leq b(j - 1) \), and \( \Pr(W_T^{(i)} \leq t \mid N_T^{(i)} = j) = 0 \)
Consequently, \( \Pr(W_T^{(i)} \leq t) = \sum_{j=0}^{k} 1 \times \Pr(N_T^{(i)} = j) + \frac{t - b(k)}{b(k+1) - b(k)} \Pr(N_T^{(i)} = k+1) + \sum_{j=k+2}^{\infty} 0 \times \Pr(N_T^{(i)} = j) \)

\[
= \Pr(N_T^{(i)} \leq k) + \frac{t - \Pr(N_T \leq k)}{\Pr(N_T = k+1) - \Pr(N_T \leq k)} \Pr(N_T^{(i)} = k+1)
\]

Under the reliability hypothesis, \( N_T^{(i)} \sim \text{Bin}(n^{(i)}, 1/T) \), which is the same distribution as that of \( N \). Consequently, \( \Pr(N \leq k) = \Pr(N_T^{(i)} \leq k) \) and \( \Pr(N = k+1) = \Pr(N_T^{(i)} = k+1) \). The equation above therefore simplifies as follows:

\[
\Pr(W_T^{(i)} \leq t) = \Pr(N_T^{(i)} \leq k) + \frac{t - \Pr(N_T^{(i)} \leq k)}{\Pr(N_T^{(i)} = k+1)} \Pr(N_T^{(i)} = k+1) = t
\]

This corresponds to the cdf of a uniform distribution between 0 and 1.

10. Appendix 2: algorithms for predictive distributions

10.1. Bayesian predictive distributions

It is assumed that the Bayesian inference is performed using a Markov chain Monte Carlo (MCMC) sampler, yielding a sample \( (\theta^{(i)})_{i=1:N_{\text{sim}}} \) from the posterior distribution \( p_M(\theta|c) \).

The pdf of the predictive distribution \( \hat{\pi}_M(y) \) evaluated at \( y \) can then be approximated by:

\[
\hat{\pi}_M(y) = \frac{1}{N_{\text{sim}}} \sum_{i=1}^{N_{\text{sim}}} f_M(y|\theta^{(i)}) \quad (9)
\]

Note that it may be more practical to generate a large sample \( (y^{(i)})_{i=1:N_{\text{sim}}} \) from the predictive distribution and use its empirical distribution as an approximation:

Do \( i = 1:N_{\text{sim}} \)

1. Sample \( y^{(i)} \) from the distribution with pdf \( f_M(y|\theta^{(i)}) \)

10.2. Non-Bayesian predictive distributions

Let \( \hat{s}_M(\tau) \) denote the pdf of the sampling distribution of the estimator \( \hat{\Theta}(X) \). The non-Bayesian predictive distribution can be approximated using the same algorithms than in section 10.1, replacing the sample \( (\theta^{(i)})_{i=1:N_{\text{sim}}} \) from the posterior distribution by a sample \( (\tau^{(i)})_{i=1:N_{\text{sim}}} \) generated from the sampling distribution \( \hat{s}_M(\tau) \).
In practice, the algorithm used to generate the sample \((\tau^{(i)})_{i=1:N_{\text{sim}}}\) depends on the way \(\hat{s}_{M}(\tau)\) is derived. For instance, if bootstrap resampling of observations is used, a sample \((\tau^{(i)})_{i=1:N_{\text{sim}}}\) is then available from the bootstrap replications of data. Alternatively, \(\hat{s}_{M}(\tau)\) may be derived using a large-sample Gaussian approximation (as done in many estimation approaches) and whose generation poses no difficulty. In non-Gaussian approximation of \(\hat{s}_{M}(\tau)\) and other complicated cases, specialized sampling algorithms (e.g. MCMC) may be required.

Finally, some FA implementations provide uncertainties expressed directly on quantiles rather than on parameters. In such a case, let \(\hat{s}_{M,T}(q)\) denote the pdf of the sampling distribution of the estimated T-year quantile \(\hat{Q}_{T}(X)\). A sample \((y^{(i)})_{i=1:N_{\text{sim}}}\) from the predictive distribution can be generated as follows:

\[
\text{Do } i = 1:N_{\text{sim}}
\]

1. Sample \(u\) from a uniform distribution on \([0;1]\).
2. Compute \(T = 1/(1-u)\)
3. Sample \(y^{(i)}\) from the sampling distribution of \(\hat{Q}_{T}(X)\) with pdf \(\hat{s}_{M,T}(q)\).

### 11. Appendix 3: Regional and local-regional FA implementations

**11.1. Regional implementations based on an index flood model**

**Index flood regression:** the index flood values at site \(i\), \(v_{i}\), are linked with catchment descriptors \(w^{(1)}_{i}, \ldots, w^{(N_{\text{cov}})}_{i}\) using the following regression:

\[
\log(v_{i}) = \beta_{0} + \sum_{j=1}^{N_{\text{cov}}} \beta_{j} w^{(j)}_{i} + \epsilon_{i}, \epsilon_{i} \sim N(0, \sigma^{2}) \tag{10}
\]

Building on previous work by Cipriani et al. [2012], the following catchment descriptors are used: (i) catchment area; (ii) mean catchment elevation; (iii) mean of 10-year daily rainfall within the catchment, as estimated by Benichou and Le Breton [1987]; (iv) mean IDPR index. The latter index (Index of Development and Persistence of the River networks) was proposed by Mardhel et al. [2004] as an indicator of infiltration capacity. Moreover, region-specific regressions are estimated, with regions shown in Figure 3b and based on the Hydro-ecoregions defined by Wasson et al. [2004].
Estimation of regression parameters $\beta_0, \ldots, \beta_{N_{\text{inv}}}$ and residual standard deviation $\sigma$ is performed using a Bayesian approach (with flat priors on $(\beta_0, \ldots, \beta_{N_{\text{inv}}}, \log(\sigma))$).

**Regional distribution estimation:** Depending on the FA implementation, regional Gumbel or GEV distributions are estimated in each region, based on all standardized data of the region pooled together. A Bayesian approach (with flat priors) is used.

**Prediction at target site:** At a target site $k$, the estimated distribution is a Gumbel or a GEV distribution (depending on the FA implementation) with parameters:

\[
\begin{align*}
\text{location: } \mu_k &= \hat{\nu}_k \times \hat{\mu}_{\text{reg}}, \\
&\quad \text{with } \hat{\nu}_k = \exp\left(\hat{\beta}_0 + \sum_{j=1}^{N_{\text{inv}}} \hat{\beta}_j w_k^{(j)}\right) \\
\text{scale: } \lambda_k &= \hat{\nu}_k \times \hat{\lambda}_{\text{reg}} \\
\text{shape (GEV distribution only): } \xi_k &= \hat{\xi}_{\text{reg}}
\end{align*}
\]

The predictive distribution is derived by propagating forward the MCMC samples of $\left(\beta_0, \ldots, \beta_{N_{\text{inv}}}, \sigma, \mu_{\text{reg}}, \lambda_{\text{reg}}, \xi_{\text{reg}}\right)$, as outlined in section 10.1. The MCMC algorithm used in this paper is described by Renard et al. [2006a].

**11.2. Local-regional implementations**

Propagating forward the MCMC samples of $\left(\beta_0, \ldots, \beta_{N_{\text{inv}}}, \sigma, \mu_{\text{reg}}, \lambda_{\text{reg}}, \xi_{\text{reg}}\right)$ into equation (11) yields a large number of replicates for the Gumbel (or GEV) parameters at the target site. These replicates can be used to specify a prior for the local-regional implementation. To this aim, a Gaussian distribution is estimated based on the replicates, and is used as the prior distribution for the local-regional implementation. The rest of the analysis then proceeds as in standard local implementations.
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Notation list

\[ x = \left( x_k^{(i)} \right)_{i=1}^{N_m} \text{ observations} \]

- \( c \): subset of \( x \) used for calibration
- \( v \): subset of \( x \) used for validation
- \( d \): denotes either one of \( c \) or \( v \)

- \( F^{(i)}(y) \): cdf of the parent distribution (evaluated at some value \( y \))
- \( F_M^{(i)}(y | \theta) \): cdf of the assumed distribution in implementation \( M \), with unknown parameters \( \theta \)
- \( f_M(y | \theta) \): pdf of the assumed distribution in implementation \( M \), with unknown parameters \( \theta \)
- \( \hat{F}_M^{(i)}(y) \): cdf of the estimated distribution in implementation \( M \)
- \( \hat{f}_M(y) \): pdf of the estimated distribution in implementation \( M \)
- \( \hat{H}_M(y) \): cdf of the predictive distribution in implementation \( M \)
- \( \hat{\pi}_M(y) \): pdf of the predictive distribution in implementation \( M \)
- \( \hat{\theta}(X) \): estimator of unknown parameters \( \theta \)
- \( \hat{\theta} \): estimated value of \( \theta \)
- \( s_M(\tau | \theta) \): pdf of the sampling distribution of \( \hat{\theta}(X) \) in implementation \( M \) (evaluated at some value \( \tau \))
- \( \hat{s}_M(\tau) \): pdf of the estimated sampling distribution of \( \hat{\theta}(X) \) in implementation \( M \)
- \( p_M(\theta | c) \): posterior distribution of \( \theta \) given observations \( c \) in implementation \( M \)
Table 1. Summary of the FA implementations studied in this paper.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Estimation method</th>
<th>Notation</th>
<th>Uncertainty Quantification</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FA Family: local estimation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GEV</td>
<td>Moments</td>
<td>GEV_MOM</td>
<td>Bootstrap</td>
</tr>
<tr>
<td>GEV</td>
<td>Maximum Likelihood</td>
<td>GEV_ML</td>
<td>Gaussian approximation(^1)</td>
</tr>
<tr>
<td>Gumbel</td>
<td>Moments</td>
<td>GUM_MOM</td>
<td>Bootstrap</td>
</tr>
<tr>
<td>Gumbel</td>
<td>Maximum Likelihood</td>
<td>GUM_ML</td>
<td>Gaussian approximation(^1)</td>
</tr>
<tr>
<td>Gumbel</td>
<td>Bayesian</td>
<td>GUM_BAY</td>
<td>Bayesian</td>
</tr>
<tr>
<td><strong>FA Family: regional estimation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GEV</td>
<td>Bayesian</td>
<td>GEV_REG</td>
<td>Bayesian</td>
</tr>
<tr>
<td>Gumbel</td>
<td>Bayesian</td>
<td>GUM_REG</td>
<td>Bayesian</td>
</tr>
<tr>
<td><strong>FA Family: local-regional estimation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GEV</td>
<td>Bayesian</td>
<td>GEV_LR</td>
<td>Bayesian</td>
</tr>
<tr>
<td>Gumbel</td>
<td>Bayesian</td>
<td>GUM_LR</td>
<td>Bayesian</td>
</tr>
</tbody>
</table>

\(^1\)Asymptotic normality of ML estimator, with covariance matrix equal to the Fisher information matrix.
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