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Abstract

We present a generic classification method based on a label diffusion on graph. Inspired by the watershed transform widely used in the image segmentation field, we propose a simple algorithm working on distances graphs of any topology. Applied to the faces identification problem, this method can deal with any type of distances. We propose also two penalty functions that clearly improve the identification results when used within the diffusion process.

1. Introduction

Face recognition is a topic which has been of increasing interest during the last two decades due to a vast number of possible applications: biometrics, video–surveillance, advanced HMI of image/video indexation.

Biometric identification consists in finding an unknown identity (the probe image) among a set of known identities (the gallery). Most of the approaches proposed in the literature [6] are built on the same three–steps scheme: 1) preprocessing of the images, 2) extraction of features from faces, 3) classification of these features. This paper deals with the last part, the classification step.

Image preprocessing The first step tends to localize the faces in an image, to resize it, to apply a geometric normalization and to use some algorithms to improve the image quality.

Features extraction The second step computes facial features from the preprocessed image. These features have to be simple to compute, robust to facial appearance (facial expression), and discriminative in order to differentiate persons. For a recent survey on facial features extraction, see [9]. This step can globally be divided into two main parts:

- the local approaches, which act locally on the face by extracting salient interest points (like eyes or mouths), and combine them into a global model [3] [15];
- the global approaches which often rely on a projection of the whole image onto a new low–dimensional space (these methods are then named Subspace methods). Numerous dimension reduction techniques have been used like PCA [14], LDA [8], or their non linear version Kernel–PCA [11], and Kernel–LDA [10].

Classification The last step aims to compare a features vector extracted from a probe face to a set of features vector computed from known subjects. Data classification is a general task in computer science that is not restricted to the biometric area. Numerous algorithms can then be used. However, learning–based methods, like SVM or neural networks, cannot be used in practice. These methods indeed learn a discriminative function that try to separate identities of the gallery. As the number of classes (the known identities) may change (a subject is removed/added to the gallery), these classification models have to be reconsidered and the learning phase to be re-processed, which may be impracticable in a real scenario.

Classification algorithms generally used in biometric systems compare directly features vectors in a one-to-one scheme.

The well–known Nearest Neighbor algorithm simply selects the features vector \( v_g \) from the gallery \( G \) that is the closest to the probe vector \( v_p \) according to a given distance measure:

\[
    v_g = \min_{i \in G} \| v_{g_i} - v_p \|
\]

The identity corresponding to \( v_p \) is then the one of \( v_g \).

Other classification algorithms make use of the features vectors of the entire gallery set to obtain a model of the probe. That is the case with the mixture of gaussians. Used when there are more than one image per person in the gallery, a probe vector is decomposed as a weighted sum of gaussian models:

\[
    v_p = \sum_{i} \pi_i \ast G(id)
\]

where \( \pi_i \) are the mixture coefficients and \( G(id) \) are the created models (gaussians) for each subject \( id \). The identity
of $v_p$ often corresponds to the identity with the maximum mixture coefficient.

Another classification algorithm makes use of the entire gallery to decompose in a sparse manner a probe vector onto the gallery set [16]. Here the sparse decomposition is processed according to the energy:

$$E = \min_{x \in \mathbb{R}^n} (\|x - A \|_2^2 + \lambda \|x\|_1)$$

where $A \in \mathbb{R}^{n \times m}$ is the matrix containing the features vectors of the gallery (in column) and $x \in \mathbb{R}^m$ is the vector containing the coefficients of the sparse decomposition. The identity of $v_p$ is then deduce with:

$$identity(v_p) = identity(min \|v_p - A_i x_i\|_2)$$

In this paper, we propose another scheme for the identification: using both the entire gallery and probe sets for the classification. Relations between vectors are modeled with a graph where each node represents a features vector. A label (the identity) is given to each node corresponding to features vectors of the gallery. A label diffusion onto the graph then assigns a label to each node. As relation between two unlabeled nodes can be less relevant that a relation between an initially–labeled and an unlabeled node, we propose two penalty functions that can be used during the process to favor the last case (or to penalize the first case).

The paper is organized as follow: Section 2 details the proposed algorithm for the label diffusion and two penalty functions that may be used during the diffusion process. The conducted experiments and results obtained are described in section 3. In section 4, we discuss about the algorithm and its links with other diffusion on graph technics. Finally we present our conclusions and further work in section 5.

2. Label diffusion on graphs

In this section, we recall definitions of graphs, detail the proposed algorithm, and explain the penalization functions used within the algorithm.

2.1. Notations and definitions

**Preliminaries on Graphs** We consider the general situation where any discrete domain can be modeled as a weighted graph. A weighted Graph $G = (V, E, w)$ is composed of a finite set $V = \{u_1, \ldots, u_N\}$ of $N$ vertices (or nodes), a set of edges $E \subset V \times V$, and a weighting function $w : E \rightarrow \mathbb{R}^+$. An edge $(u, v) \in E$ connects two adjacent or neighbor vertices $u$ and $v$ of $V$. In the rest of the paper, such an edge will be noted $u \sim v$. We assume that the graph $G$ is simple, connected and undirected, which implies that the weighting function $w$ is symmetric i.e. $w(u, v) = w(v, u)$ if $(u, v) \in E$.

In the rest of the paper, we only deal with distances graphs. The weight associated to an edge in such a graph represents the distance between two vertices according to a given distance.

**The label diffusion** The Watershed transform is a well-known tool principally used in image segmentation. Intuitively, the watershed of a function (seen as a topographical surface) is composed of locations from which a drop of water could flow towards different minima. The formalisation and proof of this statement is related to the optimal spanning forests relative to the minima [5]. Widely used in image segmentation, classical algorithms use automatically–computed or user–defined seeds as starting pixels. The gradient image is also used as the topological map, seen as a relief map. As a result, each pixel belongs to a basin derived from an initial seed, and all pixels are clustered in a local manner.

The watershed transform can be seen as a clustering tool which assigns to pixels (in the case of image segmentation) the label of the seed to which they are attached. Inspired from the watershed transform, we propose a similar transformation applied to a weighted graph. In the rest of the paper, the data attached to each vertice $v$ correspond to a feature vector.

2.2. Proposed algorithm

Given a weighted graph $G$ of distances, we propose a simple algorithm (Algorithm 1) that computes a label diffusion on graph.

The algorithm starts with a set $S$ of labeled vertices. A label function $f$ is then defined on each vertice such that:

$$\begin{align*}
    f(u) &> 0 \quad \forall u \in S \\
    f(u) &= 0 \quad \forall u \notin S
\end{align*}$$

**Algorithm 1: Label diffusion on distances graph**

**Data:** a weighted graph $G$,  
A set $S$ of vertices $u$ with label $f(u) > 0$  
**Result:** $S$

initialize $f(u) = 0, \forall u \notin S$; 
initialize the list $L$ of edges $e_{u \sim v}, \forall u \in S$;

while $L \neq \emptyset$

$e_{u \sim v} = \min_{u \sim v} L$;

if $f(v) = 0$ then

$f(v) = f(u)$;

$S = S \cup \{v\}$;

$L = L \cup \{e_{k \sim v}\}$, $\forall k \sim v$ such that $f(k) = 0$;

$L = L - \{e_{u \sim v}\}$;

All edges that contains an element of $S$ are added to a list $L$ of edges. At each step, the algorithm finds the edge $e_{u \sim v}$ in $L$ of minimal weight that has one and only one
labeled vertex. The unlabeled vertex \( v \) connected to the labeled vertex \( u \) is then labeled \( f(v) = f(u) \). The edges \( e_{u\rightarrow v} \) connecting any unlabeled neighbor \( k \) of \( v \) are then added to \( L \).

The complexity of the algorithm essentially relies on the function that aims to find the minimum weight among a list of weighted edges. This has been conveniently processed with a heap structure whose complexity is \( O(n \log(n)) \) where \( n \) is the number of edges.

A schematic view of the algorithm is shown at figure 1. In this example, seeds (blue and red dots) are associated to the nodes \( a \) and \( d \). Assuming \( w_1 < w_2 < w_3 \), nodes \( b \) and \( c \) take each the label of \( a \) (red label).

A clustering example of nuclei in a cytological image obtained with this algorithm is shown at figure 2. In this example, each pixel (in the RGB colorspace) corresponds to a vertex \( u \in \mathbb{R}^3 \), and the weighting function is given by \( w(u, v) = ||u - v||_2 \). Note that the constructed graph is a \( k \)-nearest neighbor graph, in which each vertex is connected to its \( k \) nearest neighbors according to the \( \mathcal{L}_2 \) norm, independently of their location on the grid. To ensure that there are no disjoint parts in the graph, each vertex \( u \) corresponding to a pixel \((i,j)\) is also connected (4-connexity) to its neighbors on the grid. The algorithm allows the detection of the three nuclei although only one was initially marked.

2.3. Penalty functions

The proposed algorithm acts locally on nodes. Since a propagated label could be less relevant than an initial one, we introduce two penalization functions to reflect the saliency of a label. These functions act on the edges of the graph, and introduce the notion of globality in the process. Intuitively, these functions penalize edges between two vertices that are not labeled: the farthest an edge is from a seed, the higher its penalty will be.

We first introduce the notion of *step* (noted \( p_{u\rightarrow v} \in \mathbb{N}^* \)) that represents for a given node \( u \) the number of edges to reach a node \( v \). This step can easily be updated during the diffusion process when edges are added to \( L \). Nodes \( u \in S \) have a fixed step \( p_u = 0 \). In the example (Figure 1), \( p_a = p_d = 0, p_b\rightarrow a = p_c\rightarrow a = 1, \) and \( p_{c\rightarrow a} = p_{b\rightarrow d} = 2 \).

The two penalty functions proposed \( \Psi^1 \) and \( \Psi^2 \) are:

\[
\Psi^1_{C,\gamma}(p) = 1 + C(1 - \frac{1}{p}) \\
\Psi^2_{C,\gamma}(p) = 1 + C(1 - \exp(-\frac{1}{2}(p-1)^2))
\]

These functions are strictly increasing according to \( p \) (with \( C > 0 \)), and are defined on \([1, +\infty)\) taking values in \([1, C+1]\) (see figure 3). Since these functions are only used for unlabeled nodes \( u \), we always have \( p_u > 0 \). Note that for \( C = 0 \), we have \( \Psi^1 = \Psi^2 = 1 \), which means that no penalization is applied.

The penalization of an edge \( e_{u\rightarrow v} \) added to \( L \) is then computed as:

\[
w(u, v) \leftarrow \Psi^i_{C,\gamma}(p) \cdot w(u, v) \text{ with } i \in \{1, 2\}
\]

These functions allow to control the diffusion speed of the label. When \( C = 0 \), the process is exactly the one described by the algorithm 1. If \( \gamma \rightarrow +\infty \) for \( \Psi^1 \) (or \( \gamma \rightarrow 0 \) for \( \Psi^2 \)), weights become equal to \((C+1) \cdot w(u, v)\).
3. Experiments and results

In this section, we detail the database used as benchmark, the preprocessing applied on the images, the features extraction step, and the conducted experiments.

3.1. Details of the database

The Notre–Dame database [4] (see figure 4 for some samples) is a reference publicly available database. A test protocol is given with images lists to be use for learning/enrolment/test. Two main experiments have been designed, named Same–session and Time–lapse. In this paper we focus on the Time–lapse experiment which includes images taken within weeks/months. This experiment seems more relevant than the Same–session one which is less complex.

The Time–lapse experiment is composed of 16 separate sub–experiments, varying in illumination and facial expression of the gallery/probe sets (see [4] for details).

Each sub–experiment consists in finding the identity of 431 probe images among a gallery set composed of 63 images of 63 different subjects.

In the rest of the paper, and for clarity purposes, although the 16 sub–experiments have been conducted separately, only the mean rank–1 recognition rates are presented.

3.2. Preprocessing step

Each image of the database is normalized before the features extraction step. Images are geometrically normalized, eyes are roughly at the same position for each image (see figure 5). Images are resized to a fixed size $150 \times 200$. Their pixel values are scaled to ensure they are centered ($\mu = 0$) and normalized ($\sigma = 1$).

3.3. Features extraction step

Once all the images have been preprocessed, the features extraction step consists in a simple Principal Component Analysis (Eigenfaces method [14]). Each image is characterized by a vector $\Phi \in \mathbb{R}^n$. In our tests, eigenvectors of the PCA representing 95% of the total energy induced by the eigenvalues are retained, which corresponds to vectors of size 97.

3.4. Identification results

The identification tests involve a comparison between the label diffusion method with a nearest neighbor classifier (noted NN) and the Sparse Representation–based Classification (noted SRC) framework [16].

Distances used Some distances have been tested for the graph construction and the nearest neighbor classifier. For the distances related to the Mahalanobis space (Equations 5, 6 and 7), features vectors $u$ and $v$ have to be transformed such that variance along each dimension is equal to 1. Let $m$ and $n$ be the vectors in Mahalanobis space corresponding to $u$ and $v$. The vectors are related though the following equations [2]:

$$m_i = \frac{u_i}{\sigma_i}, n_i = \frac{v_i}{\sigma_i}$$

Interested reader can find more details on equations 1 through 7 in [2]. Equations 8 and 9 are explained in [13] and [1] respectively.

$$D_{\text{CityBlock}}(u, v) = \sum |u_i - v_i|$$

$$D_{\text{Euclidean}}(u, v) = \sqrt{\sum (u_i - v_i)^2}$$
Results The table 1 presents the main results obtained from our experiments. For each distance, the rank–1 mean recognition rates (and their standard deviation) are shown. The results for the label diffusion (Lab. Diff. in the table) are composed of two parts according to the penalty function applied (see section 2.3).

Since the SRC method cannot be derived for the considered distances, its results have not been included in the table. It gives a rank–1 mean identification rate of 60.70% (with a standard deviation of 9.81).

For the label diffusion method, a grid search has been performed on the two parameters and . The best parameters (those giving the best results) are grouped into the variable .

One can see that the label diffusion process gives always better results than the nearest neighbor classifier, whatever the distance used.

When no penalization is used during the label diffusion process (C = 0), identification rates are the lower. This clearly shows that faces from different persons are close in the projection space defined by the main eigenvectors of the PCA, which indicates that the eigenfaces method is not optimal for the face clustering task.

4. Discussion

The constructed graphs in all our experiments are fully connected graphs: each node is connected to all other. We preferred this type of graph, since we made no assumption about the distribution of the features vectors in the eigenspace. Nevertheless, other types of graph can be considered, like a k-nearest neighbor graph (similar to the one used in the example at figure 2). For such a graph, one has to be careful that there exist no disjoint sub-graphs.

The label diffusion method has several links with the diffusion methods on graphs like the Dijkstra [7] or the more general eikonal–based methods [12]. A difference is that it does not explicitly compute any distance between two nodes.

The Dijkstra algorithm computes a sum of weights of edges which represents the distance of a node from a seed. In the particular case of a complete connected graph, it is equivalent to a nearest neighbor classification (we have indeed for the graph example at figure 1: , ). The classification method differs from the eikonal–based resolution methods since it only deals with edges of the graph when eikonal–based methods compute gradients on nodes for example. Moreover, algorithms need often numerous iterations to converge [12], which can be slow in practice.

Parameters and of the penalty functions play a significant role for the final identification rates. Although the best combination was found by a grid search for the results presented in table 1, some other combinations work almost as well. Table 4 shows the rank–1 mean identification rates obtained with the penalty function for different values of and . For a fixed couple , , they are computed as the mean identification rates of all the distances considered above. This table clearly shows that there exists some couples which offers good results whatever the considered distance. A similar result has been observed for the penalty

<table>
<thead>
<tr>
<th>NN</th>
<th>Lab. Diff. (\Psi^1)</th>
<th>Lab. Diff. (\Psi^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eq.1</td>
<td>69.76% (10.44)</td>
<td>74.59% (9.24)</td>
</tr>
<tr>
<td>(\phi = (1, 1))</td>
<td>(\phi = (1, 1))</td>
<td>(\phi = (4, 3))</td>
</tr>
<tr>
<td>(C = 0)</td>
<td>60.93% (11.14)</td>
<td>65.74% (8.24)</td>
</tr>
<tr>
<td>Eq.2</td>
<td>50.99% (8.17)</td>
<td>65.88% (8.32)</td>
</tr>
<tr>
<td>(\phi = (1, 1))</td>
<td>(\phi = (2, 2))</td>
<td>(\phi = (2, 1))</td>
</tr>
<tr>
<td>(C = 0)</td>
<td>68.32% (15.84)</td>
<td>70.15% (11.82)</td>
</tr>
<tr>
<td>Eq.3</td>
<td>58.06% (8.27)</td>
<td>76.42% (10.38)</td>
</tr>
<tr>
<td>(\phi = (1, 1))</td>
<td>(\phi = (1, 1))</td>
<td>(\phi = (10, 5))</td>
</tr>
<tr>
<td>(C = 0)</td>
<td>58.91% (12.34)</td>
<td>80.32% (9.62)</td>
</tr>
<tr>
<td>Eq.4</td>
<td>64.83% (10.57)</td>
<td>80.48% (8.90)</td>
</tr>
<tr>
<td>(\phi = (1, 2))</td>
<td>(\phi = (1, 2))</td>
<td>(\phi = (3, 2))</td>
</tr>
<tr>
<td>(C = 0)</td>
<td>60.78% (21.91)</td>
<td>65.8% (11.46)</td>
</tr>
<tr>
<td>Eq.5</td>
<td>54.81% (11.77)</td>
<td>58.40% (11.90)</td>
</tr>
<tr>
<td>(\phi = (1, 2))</td>
<td>(\phi = (1, 2))</td>
<td>(\phi = (3, 3))</td>
</tr>
<tr>
<td>(C = 0)</td>
<td>64.31% (18.84)</td>
<td>42.57% (12.33)</td>
</tr>
<tr>
<td>Eq.6</td>
<td>41.83% (12.14)</td>
<td>42.57% (12.33)</td>
</tr>
<tr>
<td>(\phi = (1, 1))</td>
<td>(\phi = (1, 3))</td>
<td>(\phi = (1, 3))</td>
</tr>
<tr>
<td>(C = 0)</td>
<td>34.71% (16.57)</td>
<td>34.71% (16.57)</td>
</tr>
</tbody>
</table>

Table 1. Rank–1 mean identification rates, standard deviation in parenthesis. \(\phi\): parameters \((C, \gamma)\) used within the penalty functions \(\Psi^1\) and \(\Psi^2\). C = 0: Rank–1 mean identification rates obtained without penalization. Best rates per distance in bold.
function, but not shown in this paper to avoid overburdening.

The proposed classification scheme is quite new in the biometric field. It is efficient when one has to classify many unknown faces, especially when some of these faces belong to the same subject. A typical operational scenario involves face recognition through time via a camera for example. In such a case, faces spread out on the feature space, and form a graph, on which a label diffusion can be processed.

Note that the proposed classification scheme can easily be adapted to similarity graph. In such graphs, weights measure the degree of similarity between two nodes, and are generally in [0,1].

5. Conclusion and future work

We presented a generic classification method applied to a face identification problem. Inspired from the well–known watershed transform, it is based on a label diffusion on graph. Samples of the gallery are considered as initial seeds, the diffusion process then assigns to each probe a label corresponding to an identity. Tested on the Notre–Dame database, the proposed algorithm together with the penalty functions provides better identification results than the other classification methods considered. For comparison purposes and simplicity, we have tested this method only with a PCA approach for the features computation, which has been showed to be not optimal. Further experiments will be conducted on other types of features, other types of graphs, as well as other biometrics.
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