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Abstract—In this paper, we present a joint blind channel estimation and symbol detection for decoding a blurred and noisy 1D barcode captured image. From an information transmission point of view, we show that the channel impulse response, the noise power and the symbols can be efficiently estimated by taking into account the signal structure such as the cyclostationary property of the hidden Markov process to estimate. Based on the Expectation-Maximisation method, we show that the new algorithm offers significative performance gain compared to classical ones pushing back the frontiers of the barcode technology.

I. INTRODUCTION

Barcode is an essential element of electronic data interchange. Since its birth in 1948, this technology is continuously growing up. Its success comes from the simplicity of the binary data representation and the efficiency of the reading device in a controlled acquisition environment. Originally, barcodes represent data through the width and the spacing of parallel lines, and may be referred to as 1D barcodes. Binary data can also be depicted in geometric patterns such as dots or squares within images known as 2D barcodes.

When shooted, the original barcode is degraded by blur caused by a bad focalisation and/or a camera movement, in addition to noise, the whole resulting in a blurred noisy received signal, Fig.1. In fact, two main types of blur can affect the received signal: the optical blur owing to bad focus and diffraction phenomena and the motion blur coming from the camera mobility with respect to the barcode. Many models have been proposed for these two kinds of blur such as parametric models [10], Gaussian models [4] and models based on the global transfer function [3] and [7].

In the scientific literature few works are related to 1D and 2D barcode coding. Pavlidis et al. [13] have published a study related to information theory fundamentals outlining the process for barcode design using error detection and correction techniques. Tsi et al. [14] have developed a method that allows the calculation of the working range in case of a CCD-based reader. Houni et al [8] have studied the performance of the channel state of a barcode is a cyclostationary process and we propose a new joint channel estimator and symbol detector based on the Expectation Maximisation algorithm which takes advantage of this property.

This joint channel estimation and symbol detection can be performed, using probabilistic algorithm based on maximum likelihood criterion [1], [5], [6] and [9]. Here, we show that the number of paths of the channel state in the lattice diagram is reduced. As a consequence, the detector is more robust to noise and the detector performance are significantly improved.

The paper is organised as follow. In Section 2, both the barcode and the channel are modeled respectively, by a cyclostationary process and by a finite impulse response filter with an additive white Gaussian noise. Section 3 describes the Expectation-Maximisation algorithm used for the channel estimation. Section 4 is focused on the symbol detection. Section 5 presents the results of a simulation study that has been conducted to assess the new algorithm’s performance. Conclusions are given in Section 6.

Fig. 1: Original and blurred barcode

Notation

$[x]$ returns the smallest integer value greater than or equal to $x$. $x(i:j) = (x_i, x_{i+1}, ..., x_j)$. $x^T$ is the classical matrix transpose.

II. SYSTEM MODEL

Let $x_0, x'_1, ..., x'_{N-1}$ be a sequence of $N$ bits to transmit. Each bit is represented by a bar of width $r_x$. So the barcode is given by $x_k = x'_k (\frac{r_x}{2})$, $k \in \{0, ..., K - 1\}$ with $K = Nr_x$. 


When shoted, the barcode is degraded by a blur coming from both the optical block and the movement of the camera which are modeled by a finite impulse response filter of length $L$. Besides, an additive white Gaussian noise takes into account the residual stochastic imperfections. Using matrix notation, the observed sequence $Y = (y_0...y_{K-1})^T$ is given by:

$$ y_k = H^T X_k + w_k \quad \forall k \in \{0, ..., K-1\} \tag{1} $$

where $H = (h_0...h_{L-1})^T$ is the channel coefficients vector, $H$ is symmetric and decreasing from central maximum. Indeed, the blur is the result of the bad focalisation and the camera motion, which belongs to the class of this symmetric blur [3], [4], [10] and [7].

$X_k = (x_k...x_{k-L+1})^T$ is the displayed symbol vector and $w_k$ is an additive white Gaussian noise with variance $\sigma^2$. $X_k$ follows the equation:

$$ X_k = BX_{k-1} + V_k \tag{2} $$

With $B = \begin{pmatrix} 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & 0 \end{pmatrix}$ and $V_k = (x_k0...0)^T$.

From (2), we deduce that $X_k$ is a Markovian process which belongs to a set $\{\xi^{0,r_x}, ..., \xi^{M-1,r_x}\}$ in which the cardinal number $M$ and the states are related to both the channel length $L$ and the bar width $r_x$. Specifically, the number of states $M$ follows the equation:

$$ M = \begin{cases} 2L & \text{if } L \leq r_x \\ \sum_{i=0}^{2^{1+(L-1)/r_x}} - 2(r_x - 1) & \text{otherwise} \end{cases} \tag{3} $$

Let’s point out from equation (3) that $M$ is decreasing with $r_x$ which is an interesting property when dealing with the recovery of the information carried by the barcode. The distance between the various states becomes larger so that detection is less sensitive to the noise.

By denoting $A_k = (a_m(\tilde{k}))_{0 \leq m, n \leq M-1}$, the transition matrix of $X_k$ is given by:

$$ a_{mn}(k) = P(X_k = \xi^{m,r_x}|X_{k-1} = \xi^{n,r_x}) \tag{4} $$

$$ = \begin{cases} \frac{1}{2} \delta(\xi^{m,r_x}(1 : L - 1) - \xi^{m,r_x}(0 : L - 2)) & \text{if } \frac{r_k - 1}{r_x} \in \mathbb{N} \\ \frac{1}{2} \delta(\xi^{m,r_x}(1 : L - 1) - \xi^{m,r_x}(0 : L - 2)) & \text{otherwise} \end{cases} $$

with $\delta(.)$ the Kronecker symbol. As shown in equation (4), if $X_k$ is at the border of the bar, two transitions are possible, otherwise only one transition is allowed.

From equation (1) and the Markovian properties of $X = (X_0...X_{K-1})$, we deduce the distribution of $(X, Y)$:

$$ P_B(Y, X) = P(X_0) \prod_{k=1}^{K-1} P(X_k|X_{k-1}) \prod_{k=0}^{K-1} f_{Y_k|X_k, \theta}(y_k) \tag{5} $$

where $f_{Y_k|X_k, \theta}(y_k) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{1}{2} \left( \frac{y_k - H^T X_k}{\sigma} \right)^2 \right)$.

$P(X_k|X_{k-1})$ is given by equation (4) and $\theta = (H, \sigma^2, r_x)^T$ is the parameter vector of the model.

From the described model, $X_k$ can be represented in a trellis diagram. Since the Markov process is cyclostationary, the lattice is cyclic so that the number of paths is reduced. As a consequence, the detection of the optimal sequence is simplified and more robust to noise.

### III. PARAMETER ESTIMATION

#### A. EM algorithm

The maximum likelihood of $\theta$ is given by:

$$ \hat{\theta} = \arg \max_{\theta} f_{Y, \theta}(y) \tag{6} $$

where $f_{Y, \theta}$ is the likelihood of the observation. Nevertheless in our application the likelihood maximisation is not tractable. On the other hand, when considering the complete data $(X, Y)$, the maximum likelihood estimation can be closely approximated by the Expectation-Maximisation algorithm (EM). This recursive algorithm consists of an iterative maximization of the auxiliary function $Q(\theta, \theta^{(i-1)})$.

At the $i^{\text{th}}$ iteration, the two following steps are performed:

**E step**

$$ Q(\theta, \theta^{(i-1)}) = E_{X|Y, \theta^{(i-1)}}[\log(P_{\theta}(X, Y))] \tag{7} $$

**M step**

$$ \theta^{(i)} = \arg \max_{\theta} Q(\theta, \theta^{(i-1)}) \tag{8} $$

In order to proceed to the estimation of the three components of $\theta$, $Q$ is first maximised with regards to $(H, \sigma^2)$ and the result is maximised relatively to the width $r_x$.

$$ \max_{\theta} Q \left( \theta, \theta^{(i-1)} \right) = \max_{r_x} \max_{H, \sigma^2} Q \left( \theta, \theta^{(i-1)} \right) \tag{9} $$

When considering the special case where the width $r_x = 1$, $X_k$ is a stationary Markov process and the estimation algorithm of $(H, \sigma^2)$ has been proposed by Kaleh et al. [9]. In general case, i.e. whatever the value of $r_x$, we show that the channel coefficients and the noise variance estimates are respectively given by these two equations:

$$ \left\{ \sum_{k=0}^{K-1} \sum_{m=0}^{M-1} P_{\theta^{(i)}}(X_k = \xi^{m,r_x}|Y) \xi^{m,r_x} \right\}_{r_x = 1}^{H^{(i+1)}} \tag{10} $$

and

$$ \sigma_{r_x}^{2(i+1)} = \frac{1}{K} \sum_{k=0}^{K-1} \sum_{m=0}^{M-1} P_{\theta^{(i)}}(X_k = \xi^{m,r_x}|Y) \left| y_k - H_{r_x}^{(i+1)} \xi^{m,r_x} \right|^2 \tag{11} $$

where $P_{\theta^{(i)}}(X_k = \xi^{m,r_x}|Y)$ is obtained by the forward backward algorithm [2].

We propose to consider the estimation of the width $r_x$ as well as the estimation of the channel impulse response. Moreover, the cyclostationary of $X_k$ is exploited to optimise the accuracy of the estimates.
B. Joint estimation of $H$ and $\sigma^2$ given $r_x$

For a given $r_x$, the estimates of $H_{r_x}$ and $\sigma^2_{r_x}$ are obtained by solving the equations (10) and (11), where the marginal posterior probability $P_\theta(X_k = \xi^{m,r_x}|Y)$ is recursively calculated by the forward backward algorithm adapted to the cyclostationarity of the hidden process $X_k$. When $r_x > 1$, the algorithm chooses the optimal sequence in a reduced set of paths in the lattice diagram, since some transitions are not possible.

Let us note

$$\gamma_m(k) = P_\theta(X_k = \xi^{m,r_x}|Y) \quad (12)$$

$$\forall m \in \{0, \ldots, M-1\} \quad \forall k \in \{0, \ldots, K-1\},$$

the marginal posterior distribution of $X_k$. One shows that :

$$\gamma_m(k) = \frac{\alpha_m(k) \beta_m(k)}{\sum_{n=0}^{M-1} \alpha_n(k) \beta_n(k)} \quad (13)$$

where $\alpha_n(k)$ and $\beta_n(k)$ are respectively the forward and the backward probabilities defined as follow :

$$\alpha_n(k) = P_\theta(Y_l = y_0, \ldots, Y_k = y_k, X_k = \xi^{m,r_x}) \quad (14)$$

$$\beta_m(k) = P_\theta(Y_{k+1} = y_{k+1}, \ldots, Y_{K-1} = y_{K-1}|X_k = \xi^{m,r_x}) \quad (15)$$

These probabilities can be calculated recursively by :

$$\alpha_m(k+1) = \sum_{n=0}^{M-1} \alpha_n(k) a_{nm}(k) f_m(y_{k+1}) \quad (16)$$

$$\beta_m(k) = \sum_{n=0}^{M-1} \beta_n(k+1) a_{mn}(k) f_n(y_{k+1}) \quad (17)$$

where

- $f_n(y_k)$ is the density probability function of $Y$ given $X_k = \xi^{m,r_x}$.
- $\pi_m$ is the Gaussian density with mean $\xi^{m,r_x}$ and variance $\sigma^2$ is deduced.

The initialisation step of the forward and the backward algorithm are:

$$\alpha_m(1) = \pi_m f_m(y_0)$$

and $\beta_m(K) = 1, \forall m \in \{0, \ldots, M-1\}$

C. Estimation of $r_x$

$r_x$ is estimated using the maximum likelihood criterion

$$r_x = \arg \max_{r_x} \left( g(H_{r_x}, \sigma_{r_x}^2, r_x) \right) \quad (18)$$

with $g$ is the pseudo likelihood

$$g(H_{r_x}, \sigma_{r_x}^2, r_x) = \max_{H, \sigma^2} Q \left( \theta, \theta^{(i-1)} \right) \quad (19)$$

$H_{r_x}$ and $\sigma_{r_x}^2$ are the estimates obtained using equations (10) and (11). Maximisation of $g$ with regard to $r_x$ is equivalent to maximisation of the likelihood. Since, explicit expression of the estimator $\hat{r}_x$ can not be identified, $g$ is calculated for all possible value of $r_x \in \{1, \ldots, K-1\}$. Next, we choose $(H_{\hat{r}_x}, \sigma_{\hat{r}_x}^2, \hat{r}_x)$ that gives the highest likelihood.

IV. Symbol detection

The optimal decision on symbol is obtained using the Marginalised Posterior Mode (MPM) criterion, which is based on the maximisation of the marginal posterior probability. For symbol $x_k'$ from the transmitted sequence of length $N$, the decision is taken by:

$$P_\theta(x_k' = 0|Y) \leq P_\theta(x_k' = 1|Y) \quad (20)$$

Let $\Omega^j$ be the set of realisations $\xi = (\xi^0, \ldots, \xi^{r_x-1})$ of $X_{kr_x:(k+1)r_x-1}$ such as $x_k' = j$. Since, there is a one to one relation between $x_k'$ and $X_{kr_x:(k+1)r_x-1}$

$$P_\theta(x_k' = j|Y) = P_\theta(X_{kr_x:(k+1)r_x-1} \in \Omega^j|Y) \quad (21)$$

With,

$$P_\theta(X_{kr_x:(k+1)r_x-1} \in \Omega^j|Y) = \sum_{\xi \in \Omega^j} P_\theta \left( X_k = \xi^0|Y \right) \times \prod_{l=r_x-1}^{l=1} P(X_{k+l} = \xi^{l+1}|X_{k+l-1} = \xi^l) \quad (22)$$

Where, $P_\theta \left( X_k = \xi^0|Y \right)$ is obtained by the forward backward algorithm (III-B) and the transition probabilities are given by equation (4). This criterion takes into account the structure of the barcode signal, via the marginal probability and the transition probability matrix.

V. Joint channel and resolution estimation algorithm

From subsections (III-A), (III-B), (III-C) and (IV), we deduce the algorithm to joint channel and barcode resolution estimation and symbol detection (CRESD):

**Algorithm 1** Joint channel and resolution estimation and symbol detection algorithm

1: for $r_x = 1, \ldots, K-1$ do
2: Calculate the number of state and the transition probability matrix using equations (3) and (4).
3: Initialisation, $H^0_r, (\sigma^2)^0_r$.
4: While $|H^0_k - H^{k+1}_r| > \varepsilon$ do
5: Calculate the marginal posterior probability using equations (16), (17) and (13).
6: Estimation of $H_{r_x}$ and $\sigma_{r_x}^2$ from (10) and (11).
7: end while
8: Given $H_{r_x}$ and $\sigma_{r_x}^2$, calculate the pseudo likelihood using equation (19).
9: end for
10: Select the parameter $\hat{\theta} = \left( H_{\hat{r}_x}, \sigma_{\hat{r}_x}^2, \hat{r}_x \right)$ that maximises the pseudo likelihood (19).
11: Detection of symbol using equations (20), (21) and (22).
In this section, the performance of the proposed algorithm is illustrated through numerical simulations.

Fig. 2: Blurred signal with blur length $L=10$, $r_x=3$ and $N=100$

Fig.2 shows the observed signal degraded by blur and noise distortion versus the initial transmitted signal. It confirms that the received signal can not be directly decoded. Indeed, a joint blur identification and symbol detection algorithm is required to efficiently recover the original signal.

In the following, a set of binary symbol $\{0,1\}$ have been considered and the results have been obtained with $N_s=1000$ Monte Carlo runs. For each run, a new sequence of length $N=100$ has been generated with a barcode resolution $r_x=3$ and a new simulated channel of length $L=3$, the threshold $\varepsilon=10^{-5}$.

To analyse the performances of the proposed algorithm, we consider three cases:

- The Kaleh’s algorithm [9], constructed without exploiting the cyclostationarity of the hidden Markov process.
- The CRESO algorithm, described in Algorithm 1.
- A simple algorithm which does not take into account the channel model (1), but assumes known the resolution.

The decision rule is:

$$x'_k=\begin{cases} x'_k=0 & \text{if } \sum_{i=kr_x}^{(k+1)r_x} 10^{-y_i} \geq 1 \\ x'_k=1 & \text{otherwise} \end{cases} \quad (23)$$

$\forall k \in \{0,...,N-1\}$

In the experiments, $E_b/N_0$ is the energy per bit to noise power spectral density ratio, with energy per bit defined as:

$$E_b = r_x H^T E [X_kX_k^T] H \quad (24)$$

Estimation of the resolution $r_x$

Table I illustrates the performance of estimation of $r_x$. We calculate for different value of $r_x$ the error rate defined as $\rho = \frac{n_b}{N_s}$, where $n_b$ is the number of false detection and $N_s$ the number of trials. As shown in Table I the error rate decreases rapidly, with $E_b/N_0$. In fact, the error rate is due to noise distortion and interference intersymbol. The later, related to $r_x/L$, is reduced when $r_x/L > 1$. Obviously, for the same value of $E_b/N_0$, estimation performance is better for $r_x/L > 1$.

Channel estimation

The Root Mean Squared Error (RMSE), assessing the quality of the estimation of the channel, is defined as:

$$RMSE = \sqrt{\frac{(H - \hat{H})^T (H - \hat{H})}{H^T H}}$$

With $H$ and $\hat{H}$ are respectively the true channel coefficients vector and the estimated one.

Fig. 3: RMSE vs $E_b/N_0$, for $N=100$, $L=3$ and $r_x=3$

Fig.3 shows the superiority of CRESO algorithm, in term of RMSE. This clearly illustrates the benefit of exploiting the cyclostationarity of the hidden Markov process in the trellis diagram. This leads to a more accurate estimation of the marginal posterior probability, which directly impacts the channel estimation equation (10). Besides, when the barcode resolution $r_x$ is estimated, the RMSE is larger for $E_b/N_0 < 4\text{dB}$, but becomes identical to the one when $r_x$ is known for $E_b/N_0 \geq 4\text{dB}$.

For the estimation of the noise variance, we note the same behavior. The $RMSE = 6.77110^{-2}$ for the CRESO algorithm and it is equal to the double for the Kaleh’s one $RMSE = 13.05110^{-2}$, for $E_b/N_0 = 5\text{dB}$. Indeed, as channel coefficients, the estimation of the noise variance depends on the marginal posterior probability equation (11) which takes into account the true sequence structure of the barcode.

Now, the rapidity of convergence of the estimation is assessed. Fig.4 shows that the CRESO is both more accurate and faster than the Kaleh’s one. In this example, the convergence has

<table>
<thead>
<tr>
<th>$r_x$</th>
<th>2dB</th>
<th>4dB</th>
<th>6dB</th>
<th>8dB</th>
<th>10dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_x=2$</td>
<td>0.218</td>
<td>0.032</td>
<td>0.008</td>
<td>0.002</td>
<td>0.001</td>
</tr>
<tr>
<td>$r_x=3$</td>
<td>0.169</td>
<td>0.019</td>
<td>0.002</td>
<td>0.001</td>
<td>0</td>
</tr>
<tr>
<td>$r_x=4$</td>
<td>0.083</td>
<td>0.005</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$r_x=5$</td>
<td>0.057</td>
<td>0.006</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

TABLE I: $r_x$ error rate for channel length $L=3$ and block length $N=100$
been achieved at the 4th iteration, while the Kaleh’s algorithm requires twice as much iterations.

Fig. 4: Evolution of the RMSE with iterations, with $L = 3$, $r_x = 3$ and $N = 100$

Symbol detection

Fig. 5: BER performance for known and estimated $r_x$, $L=3$, $r_x = 3$, $N = 100$

Fig. 5 illustrates Bit Error Rate (BER) performance, curves with solid and dashed line correspond respectively to the CRESD algorithm and Kaleh’s method. When $r_x$ is known, we note that BER performance is significantly improved using CRESD algorithm, and this performance gain increases with $E_b/N_0$. This result is explained by the fact that, with the CRESD algorithm, decision is taken in a trellis diagram constructed with respect of the original signal structure. When $r_x$ is estimated, the resolution and channel estimation error lead to an increase of the BER for $E_b/N_0 < 4dB$ for the CRESD algorithm. For the Kaleh’s one, $r_x$ is supposed to be known. Nevertheless, the CRESD algorithm still performs better for $E_b/N_0 > 4dB$, and the estimation of $r_x$ does not really degrades the overall performance. For $E_b/N_0 > 4dB$, the curve obtained with and without estimation of $r_x$ are the same.

On the other hand, the poor performances of the method based on the decision without channel estimation confirms the need of a more accurate algorithm to ensure correct reconstruction of the original signal.

VII. CONCLUSION

In this paper, we have proposed a blind channel estimation and symbol detection algorithm. Blur identification has been performed using the EM algorithm. Besides, given that the received signal is modeled as a hidden Markov chain, a version of the forward-backward algorithm, suitable to the cyclostationarity of the Markov process, has been proposed to estimate the marginal posterior probability. We have shown that, when the barcode structure is taken into account in the lattice, the estimation of the marginal posterior probability is easier and more accurate. This advantage directly impacts both the channel estimation and the symbol detection. Simulation results show a fast convergence, a large gain for the parameter estimation and a smaller symbol error rate compared to existing approaches. As a consequence, the CRESD algorithm can be efficiently used with larger intersymbol interference, thus enabling to read more compact barcode and to allow higher mobility between the barcode and the camera.
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