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Abstract

In this paper the perturbation approach is used to investigate the analytical properties of the sensitivity to
the initial conditions on the calibration and simulation results of two karst spring discharge reservoir models.
The propagation of uncertainty in the initial conditions is shown to depend on both model structure and
the values assumed by state variables at the beginning of simulation. Depending on model structure, non-
linearity may either hasten or delay the dissipation of the initialisation bias. In particular, threshold-based
transfer functions are shown to generate Dirac sensitivity patterns. When associated with long-term memory
reservoir and fast discharge models, they may generate a substantial initialisation bias even after very long
periods of inactivity. As a practical consequence, the commonly-used one year warm-up period may not be
sufficient to dissipate the initialisation bias. Calibration results may be impacted significantly. A careful
examination of the initialisation bias behaviour should be part of “good modelling practice”. In particular,
the use of elaborate procedures for locating the global optimum of the objective function used for parameter
optimization can only be justified in so far as the initialisation bias has been efficiently eliminated. This
study advocates the use of local sensitivity analysis as a low-computational cost tool to identify the main
characteristics of the bias behaviour, even for conceptual models with strongly non-linear transfer functions.

Keywords: initialisation bias, initial conditions, conceptual reservoir model, perturbation approach, model
sensitivity, model calibration

1. Introduction

Numerical models are important tools for groundwater management. Good model development practices
include the assessment of model performance but also of model uncertainty and physical realism [1]. This
paper focuses on the influence of initial conditions on the calibration and simulation results of two reservoir
models for karst spring discharge.

Specifying the initial state of a given model inevitably leads to an initialisation bias in model output,
because an experimental assessment of the internal state of lumped models is not possible. If the error in
the initial values assigned to the internal variables is too important, the initialisation bias may affect the
 calibration or the simulation result significantly. Two main approaches are adopted to address the issue of
initialisation bias in conceptual hydrological modelling: (i) the calibration of the initial state estimate (by
Kalman filter-based [2, 3, 4] or e.g. variational methods [5]), and (ii) the truncation of the model output
[6, 7]. The calibration method is generally used in an operational flood forecasting context, whereas the
output truncation method is usually preferred for continuous time modelling for example in groundwater
resource management. The output truncation method consists in running the model for a sufficiently long
time to make the initialisation bias negligible before retaining data for analysis. The period after which the
model output variables become independent from the initialisation bias is called the warm-up period.
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A good a priori estimate of the model initial state is required for both the calibration of the initial state [2] and the truncation of the model output. The availability of realistic initial state estimates is all the more challenging if the modelling time scale is short. At the monthly or annual time scale, relevant initial state estimates can be obtained by running the model with mean meteorological inputs until a steady state is reached [8], but such a procedure may turn out to be irrelevant for strongly non-linear models. At the daily time step, the computational cost of the steady state method becomes important and the definition of a mean meteorological time series is problematic [9]. Under certain conditions, the steady state can be estimated by analytical procedures [9].

The choice of the calibration or warm-up period is strongly linked to the sensitivity of the model output to the initial conditions. Indeed, calibration should be performed over periods when the model output is sensitive to the calibration parameter. Conversely, the warm-up period should stop as soon as the model output becomes insensitive to the initial state, in order to preserve as much data as possible for the analysis. The issue of an optimal determination of the warm-up period for reservoir-based models has been little addressed in the literature. So has been the issue of the consequence of an improperly chosen warm-up period on calibration results. This paper investigates the influence of model non-linearity on the sensitivity behaviour based on the local perturbation approach. The perturbation technique provides theoretical insights into the general behaviour of the sensitivity to the initial conditions. The analysis is carried out for two reservoir models that have both been validated on the application site selected for this study by previous authors [10, 7]. The main issues addressed are: (i) does model structure have consequences on the length of the warm-up period, (ii) can guidelines be defined for the choice of the warm-up period, so as to minimize the impact of the initialisation bias on model calibration?

The present work is structured in the following way. The application site is presented in Section 2. Sections 2.2 and 2.3 detail the structure and governing equations for the Vensim and the hysteresis-based models respectively. Section 3 briefly presents the perturbation approach used for the derivation of the sensitivity equations and the sensitivity for two rainfall-discharge models specifically designed for karst system modelling. The sensitivity properties are exemplified by real-world applications in Section 4. Section 5 focuses on the estimation of the uncertainty on the calibration results. Section 6 is devoted to a discussion and Section 7 is devoted to the conclusion and to practical recommandations.

2. Application site and models

2.1. Site and data

The Durzon karst system is located in the Grands Causses area in the Southern Massif Central (France). This Vauclusian karst system is embedded in a 400m thick formation of middle to upper Jurassic limestones and dolomites, deposited on top of a 200m thick formation of upper-Liassic marls [11]. This latter formation constitutes the aquifer bedrock. The North Eastern and Southern boundaries of the system are delimited by thrust faults. The other boundaries are delimited by the topography. The main outlet of the catchment is the Durzon spring, which is located in the Northern part of the catchment (see Figure 1). The recharge area estimates range from 100 to 120km$^2$ based on geomorphological characteristics, mass balance and tracing experiments [11, 12]. Following [10] and [7], a recharge area of 116.8km$^2$ is used in the present study.

Discharge data is available for the catchment main outlet only. The Durzon spring discharges measured over the 2001-2008 period range from 0.5 to 18m$^3$/s, with an average of 1.4m$^3$/s. Note that since the measured variable is the water level at the spring pool, discharge values must be derived by application of a stage-discharge relationship [7]. The stage-discharge relationship is fitted to in situ measurements. Various fitting criteria may yield equally acceptable stage-discharge relationships. For a given water level, the comparison of discharge values obtained using different fitting criteria yields an uncertainty of about 3% on the discharge value [7].

Meteorological data are measured at the “Le Caylar” Meteo-France meteorological station, some 10km S-SE of the Durzon spring. The average of annual rainfall for the 2001-2008 period is 1069mm. The average of daily temperatures range from -8 to +28°C. The average of annual temperature is 10°C. The daily
potential evapotranspiration is estimated from the monthly potential evapotranspiration (computed using Thornthwaite’s formula [13]) using a sine function-based interpolation, as proposed in [7]:

$$\text{PET}(t) = \left[ 1 - a \cos \left( \frac{2\pi t - t_{\text{min}}}{T} \right) \right] \text{PET}$$

where $t$ is the time where the PET is to be interpolated, PET is the average value of the PET series computed from Thornthwaite’s formula, $T$ is the period of the PET signal (one year), $t_{\text{min}}$ is the time at which the PET is minimum and $a$ is the dimensionless amplitude of the signal. The parameters $t_{\text{min}}$ and $a$ have been estimated by means of a classical least-squares optimization procedure by [7] (see parameter values in Table 1 and see PET time series in Figure 2).

2.2. Hysteresis-based model
The hysteresis-based model (Figure 3a) has been proposed in [7] and validated for the simulation of the Durzon karst spring discharge. The hysteresis-based model is made of two reservoirs. The upper reservoir $H$ represents the epikarst and soil zones. The lower reservoir $L$ represents the saturated and vadose zones. The model functioning may be described as follows.

1. The epikarst reservoir $H$ receives the incoming precipitations and is affected by evapotranspiration. Note that the epikarst reservoir may fall dry.
2. Part of the water contained in the reservoir $H$ leaks to the lower reservoir $L$ (discharge $Q_{HL}$) via a linear discharge relationship. This flux accounts for the classical recharge process to the saturated zone.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>Dimensionless amplitude of the sine wave</td>
<td>0.8</td>
</tr>
<tr>
<td>$t_{\text{min}}$</td>
<td>Time of minimum PET</td>
<td>15 January</td>
</tr>
<tr>
<td>$T$</td>
<td>Period of the interpolation function</td>
<td>1yr</td>
</tr>
<tr>
<td>$\text{PET}$</td>
<td>Average potential evapotranspiration rate</td>
<td>1.95mm/d</td>
</tr>
</tbody>
</table>

Table 1: Parameters for the potential evapotranspiration model.
3. Part of the water contained in \( H \) may flow outside of the catchment (discharge \( Q_{\text{sec}} \)), provided that the water level in \( H \) exceeds a given threshold \( H_{\text{sec}} \). This flux accounts for the activation of temporary, secondary springs when the connectivity of the epikarst zone is sufficient.

4. Part of the water contained in \( H \) may flow directly to the outlet of the catchment (discharge \( Q_{\text{HY}} \)). Physically, such a connection is allowed by a network of fractures and karst conduits. It is responsible for the fast component of the catchment response to rainfall events.

5. The water in the lower reservoir \( L \) leaks to the outlet of the catchment (discharge \( Q_{\text{L}} \)) via a classical, linear discharge relationship.

The nonlinear, hysteretic transfer function used to model the discharge \( Q_{\text{HY}} \) constitutes the main originality of the model. As in most models, the water level in the epikarst reservoir \( H \) must reach a given threshold \( H_2 \) before the connectivity of the karst system becomes nonzero and the fast response flow \( Q_{\text{HY}} \) is initiated. However, karst connectivity is preserved until the water level in \( H \) drops below a lower threshold \( H_1 < H_2 \) (hysteretic transfer). This behaviour can be compared to that of a siphon. It traduces the fact that, for a given matric potential, the water content (and thus the connectivity of the medium) is higher during the drying cycle than during the wetting cycle. The nonlinear function used to model \( Q_{\text{HY}} \) accounts for the influence of the amount of water stored in the soil and epikarst reservoir on the conveyance area of the flow.

The mass balance equations of the hysteresis-based model are the following:

\[
\begin{align*}
\frac{dH}{dt} &= \begin{cases} 
P - ET - Q_{\text{sec}} - Q_{\text{HY}} - Q_{\text{HL}} & \text{if } H > 0 \\
\max(P - ET, 0) & \text{if } H = 0
\end{cases} \\
\frac{dL}{dt} &= Q_{\text{HL}} - Q_{\text{L}}
\end{align*}
\]

where \( H \) and \( L \) are the water levels in the reservoirs \( H \) and \( L \) respectively, \( P \) is the precipitation rate, \( ET \) is the evapotranspiration rate, \( Q_{\text{sec}} \) is the secondary springs discharge, \( Q_{\text{HY}} \) is the fast flow component through the epikarst zone to the outlet of the catchment, \( Q_{\text{HL}} \) is the infiltration rate to the lower reservoir and \( Q_{\text{L}} \) is the baseflow discharge from the lower reservoir \( L \) to the outlet of the catchment. Note that discharges are expressed as specific discharge. Both the evapotranspiration and the infiltration stop when the water level reaches the minimum value \( H = 0 \) (see equation (2a)), which prevents the reservoir from becoming too seriously under-saturated.
The internal fluxes are assumed to obey the following relationships

\[ Q_{\text{sec}} = \varepsilon_{\text{sec}} k_{\text{sec}} (H - H_{\text{sec}}) \]  
\[ Q_{\text{HY}} = \varepsilon_{\text{HY}} k_{\text{HY}} \left( \frac{H - H_1}{H_2 - H_1} \right)^\alpha \]  
\[ Q_{\text{HL}} = k_{\text{HL}} H \]  
\[ Q_L = k_L L \]  

where \( k_{\text{sec}}, k_{\text{HY}}, k_{\text{HL}} \), and \( k_L \) are specific discharge coefficients, \( \alpha \) is a positive exponent, \( H_{\text{sec}} \) is the threshold level in reservoir \( H \) above which the secondary springs are activated, \( H_1 \) and \( H_2 \) are the lower and upper threshold levels for the hysteretic discharge function respectively, and \( \varepsilon_{\text{sec}} \) and \( \varepsilon_{\text{HY}} \) are indicators of the secondary springs activation and of the karst system connectivity respectively. The fact that the baseflow discharge \( Q_L \) is modeled by a linear discharge relationship (see equation (3d)) means that the reservoir \( L \) cannot fall dry. The indicator of the secondary springs activation \( \varepsilon_{\text{sec}} \) is defined as

\[ \varepsilon_{\text{sec}} = \begin{cases} 1 & \text{if } H > H_{\text{sec}} \\ 0 & \text{if } H \leq H_{\text{sec}} \end{cases} \]  

The indicator of the karst system connectivity is switched to 1 if \( H \) rises above \( H_2 \) and it is switched to 0 if \( H \) falls below \( H_1 \)

\[ \varepsilon_{\text{HY}} = \begin{cases} 0 & \text{if } H = H_2 \\ 1 & \text{if } H = H_1 \end{cases} \Rightarrow \varepsilon_{\text{HY}} = 1 \]  
\[ \varepsilon_{\text{HY}} = \begin{cases} 0 & \text{if } H = H_1 \\ 1 & \text{if } H = H_2 \end{cases} \Rightarrow \varepsilon_{\text{HY}} = 0 \]  

The actual evapotranspiration rate is assumed to be equal to the potential evapotranspiration rate as long as the soil-epikarst reservoir \( H \) is not empty

\[ ET = \begin{cases} \text{PET} & \text{if } H > 0 \\ 0 & \text{if } H = 0 \end{cases} \]  

The discharge at the outlet of the catchment \( Q \) is defined as the sum of the epikarstic \( Q_{\text{HY}} \) and baseflow \( Q_L \) discharges, multiplied by the total area of the catchment \( A \).

\[ Q = A (Q_{\text{HY}} + Q_L) \]  

### 2.3. Vensim model

The Vensim model has been proposed in [10]. It is based on the Bemer [15] and Medor [16] models. The model has been validated over four karst springs located on the Larzac plateau [10]. In the following, this model will be termed the Vensim model from the modelling platform used for its implementation by [10].

The Vensim model is made of three reservoirs (see model structure in Figure 3b). The upper reservoir \( H \) represents the soil zone. The lower reservoir \( S \) accounts for the long-time storage that occurs mainly within the saturated zone. The lower reservoir \( R \) accounts for the rapid infiltration towards the outlet through fractures and karst conduits. Possible secondary springs are neglected. The model functioning may be described as follows.

1. The epikarst reservoir \( H \) receives the incoming precipitations and is affected by evapotranspiration. Evapotranspiration stops when the water level reaches a minimum value \( H_{\text{min}} \).
2. Part of the water contained in the reservoir \( H \) leaks to the lower reservoirs \( S \) and \( R \), provided that the water level in \( H \) is larger than zero. Note that the infiltration from the reservoir \( H \) to the reservoirs \( H \) and \( S \) is modeled as an all-or-nothing process.
3. The distribution of $Q_H$ between the S and R reservoirs depends on the water level in the reservoir S. When the water level in S rises above a threshold value $S_{sill}$, the proportion of water routed to the reservoir R increases. This accounts for the influence of the karst connectivity on the catchment response.

4. The water in the lower reservoirs S and R leaks to the outlet of the catchment via classical, linear discharge relationships.

The use of threshold transfer functions in both the Vensim and the hysteresis-based models is justified by the consideration of the threshold transfer process within the karst system [17, 18, 19]. However, the models differ in the conceptualization of the threshold transfer. In particular, in the Vensim model the switch in the distribution coefficient is associated with the water level in the long-term storage, saturated zone reservoir. In the hysteresis-based model, all threshold transfer functions are associated with the water level in the soil-epikarst reservoir. Note that the time constants associated with the saturated zone and the soil-epikarst reservoirs are expected to differ by at least one order of magnitude. The implications of this on the sensitivity behaviour are discussed in Section 3.

The mass balance equations of the Vensim model are the following:

$$\frac{dH}{dt} = \begin{cases} P - ET - Q_H & \text{if } H_{\text{min}} < H \leq 0 \\ \max(P - ET, 0) & \text{if } H = H_{\text{min}} \end{cases} (8a)$$

$$\frac{dS}{dt} = XQ_H - Q_S$$ (8b)

$$\frac{dR}{dt} = (1 - X)Q_H - Q_R$$ (8c)

with

$$X = \begin{cases} X_D & \text{if } S \leq S_{sill} \\ X_W & \text{if } S > S_{sill} \end{cases} (9)$$

$H$, $R$ and $S$ are the water levels in the reservoir H, R and S respectively, $P$ is the precipitation rate, ET is the evapotranspiration rate, $H_{\text{min}}$ is the minimum water level admissible in the reservoir H, $Q_H$ is the total discharge rate from the reservoir H towards the rapid and slow drainage reservoirs, $Q_R$ and $Q_S$ are the discharge rates from the reservoirs R and S respectively, $X_W$ and $X_D$ are the distribution coefficients for $Q_H$ in high and low water level periods respectively ($X_D > X_W$) and $S_{sill}$ is the threshold level that triggers the switch in the distribution coefficient. The internal fluxes are assumed to obey the following relationships

$$Q_H = \varepsilon_H \max(P - ET, 0)$$ (10a)

$$Q_S = k_S S$$ (10b)

$$Q_R = k_R R$$ (10c)

where $k_R$ and $k_S$ are specific discharge coefficients and $\varepsilon_H$ is defined by the following relation

$$\varepsilon_H = \begin{cases} 1 & \text{if } H = 0 \\ 0 & \text{if } H < 0 \end{cases} (11)$$

The discharge at the outlet of the catchment $Q$ is defined as the sum of the specific discharges $Q_R$ and $Q_S$, multiplied by the total area of the catchment $A$.

$$Q = A(Q_R + Q_S)$$ (12)

3. Sensitivity analysis

3.1. Presentation of the perturbation approach

The perturbation approach is based upon a linear approximation of the model equations in the vicinity of a central value. The approach provides an in-depth insight into the model behaviour, at little computational
cost. A short presentation of the perturbation method is given hereafter. More details on sensitivity calculation can be found in e.g. [20].

The sensitivity equations are derived by carrying out a perturbation analysis of the model equations. Let $\phi$ be the parameter with respect to which the sensitivity analysis is carried out. The model balance equations (2a-b) and (8a-c) can be rewritten in a more general manner as

$$ \frac{\partial U}{\partial t} = f(U, \phi, t) $$

where $U$ is the variable vector and $\phi$ is the parameter vector. Differentiating equation (13) with respect to $\phi$ leads to

$$ \frac{\partial}{\partial t} \left( \frac{\partial U}{\partial \phi} \right) = \frac{\partial f}{\partial U} \frac{\partial U}{\partial \phi} + \frac{\partial f}{\partial \phi} $$

(14)

The sensitivity of the variable $U$ to the parameter $\phi$ is defined as $U_\phi \equiv \partial U/\partial \phi$. Then equation (14) may be rewritten as

$$ \frac{\partial U_\phi}{\partial t} = \frac{\partial f}{\partial U} U_\phi + \frac{\partial f}{\partial \phi} $$

(15)

Similarly, the discharge $Q$ at the outlet can be expressed as

$$ Q = Q(U, \phi, t) $$

(16)

The sensitivity of the discharge $Q$ to the parameter $\phi$ is defined as $Q_\phi \equiv \partial Q/\partial \phi$. Differentiating equation (16) with respect to parameter $\phi$ leads to

$$ Q_\phi = \frac{\partial Q}{\partial U} U_\phi + \frac{\partial Q}{\partial \phi} $$

(17)

3.2. General sensitivity properties for the hysteresis-based model

The sensitivity equations are derived using the perturbation approach presented in Section 3.1. The sensitivity equations are detailed in Appendix A.1.
3.2.1. Sensitivity to $L_0$

The impact of the initial level $L_0$ on the simulated spring discharge decreases exponentially with a time constant $T = 1/k_L$. Note that neither the activation of the hysteretic transfer nor the activation of the secondary springs nor the drying of the reservoir H have an impact on the sensitivities to the initial level $L_0$.

3.2.2. Sensitivity to $H_0$

Assume that neither the hysteretic transfer nor the secondary springs are activated. Also assume that the reservoir H does not dry out $(H > 0)$. Then the governing equations for the sensitivity of $H$, $L$ and $Q$ to the initial water level $H_0$ in the reservoir H may be solved analytically, leading to

$$\mathcal{H}_{H_0} = \exp(-k_{HL}t)$$

(18a)

$$\mathcal{L}_{H_0} = \frac{k_{HL}}{k_L - k_{HL}} (\exp(-k_{HL}t) - \exp(-k_{LT}))$$

(18b)

$$\mathcal{Q}_{H_0} = A \frac{k_{HL}k_L}{k_L - k_{HL}} (\exp(-k_{HL}t) - \exp(-k_{LT}))$$

(18c)

The sensitivity of the spring discharge to $H_0$ reaches its maximum at time $t_{\text{max}} = \ln(k_L/k_{HL})/(k_L - k_{HL})$.

The activation of the rapid transfer functions (hysteresis transfer or of the secondary springs) result in a faster decrease in $\mathcal{H}_{H_0}$ (see equation (A.1a)). It is also associated with an increase in the sensitivity $\mathcal{Q}_{H_0}$ (see equation (A.1d)). Heavy rainfall events therefore help erasing the influence of the initial water level $H_0$. In other words, heavy rainfall events make the minimal warm-up period shorter. However, since the influence of $H_0$ on the spring discharge $Q$ is increased during these rainfall events, care should be taken not to include these events within the calibration period.

The drying of the reservoir H results in the cancellation of $\mathcal{H}_{H_0}$ (see equation (A.2a)). After the emptying of the reservoir H, the sensitivities $\mathcal{L}_{H_0}$ and $\mathcal{Q}_{H_0}$ decrease exponentially. Also note that subsequent filling of the reservoir H and the possible activation of the rapid transfer function will have no impact on the discharge sensitivity $\mathcal{Q}_{H_0}$. A complete emptying of the reservoir H therefore prevents the simulated discharge from subsequent artefacts due to a burst in $\mathcal{H}_{H_0}$ during the activation of the hysteretic transfer function.

3.3. General sensitivity properties for the Vensim model

The sensitivity equations are derived using the perturbation approach presented in Section 3.1. The sensitivities of the water levels in the reservoirs H, S and R to the parameter $\phi$ are denoted by $\mathcal{H}_\phi$, $\mathcal{S}_\phi$ and $\mathcal{R}_\phi$ respectively. The sensitivity equations are given in Appendix A.2.

3.3.1. Sensitivity to $R_0$

The impact of the initial level $R_0$ on the simulated spring discharge decreases exponentially with a time constant $T = 1/k_R$. Note that neither the activation of the hysteretic transfer nor the activation of the secondary springs nor the drying of the reservoir H have an impact on the sensitivities to the initial level $R_0$.

3.3.2. Sensitivity to $S_0$

The particularity of the Vensim model lies in the fact that the value of the distribution coefficient $X$ depends on the water level in the reservoir S. This means that that the sensitivity of the level R to the initial water level in S is non-zero (see equation (A.4c)).

Assume that the threshold $S_{\text{dill}}$ is not activated. Then the behaviour of the sensitivity to $S_0$ is similar to that of the sensitivity to $R_0$. The impact of the initial level $S_0$ on the simulated spring discharge decreases exponentially with a time constant $T = 1/k_S$.

The activation of the threshold $S_{\text{dill}}$ results in a decrease in $\mathcal{S}_S$ and in an increase in $\mathcal{R}_S$, based on equations (A.4b) and (A.4c) (see Figure 4b). The activation of the threshold $S_{\text{dill}}$ thus hastens the disappearance of the influence of the initial condition $S_0$. On the other hand, an activation of $S_{\text{dill}}$ results in
a pulse for the sensitivity $R_{S_0}$ of the water level in the reservoir R and therefore in a pulse for the sensitivity $Q_{S_0}$ of the spring discharge.

The de-activation of the threshold $S_{\text{sill}}$ has no impact on the behaviour of the sensitivities to $S_0$ (see Figure 4b and see proof in Appendix A.2).

### 3.3.3. Sensitivity to $H_0$

The reservoir $H$ differs from the reservoirs $S$ and $R$ in that its response is all-or-nothing. The sensitivity $H_{H_0}$ is piecewise constant (see Figure 5). It is equal to one at the beginning of the simulation and it cancels when the reservoir $H$ overflows for the first time ($\varepsilon_H = 1$ at time $t = t_H$) or when it dries out ($H = H_{\text{min}}$) (see Figure 5). Consider the case where $H$ has not dried out. Then the first activation of the overflow triggers a pulse in the sensitivities $S_{H_0}$ and $R_{H_0}$ (see terms $X\partial Q_H/\partial H_0$ and $(1-X)\partial Q_H/\partial H_0$ in equations (A.3c) and (A.3d) respectively, and see Figure 4c). On the contrary, a complete emptying of the reservoir $H$ before the first overflow completely stops the propagation of the sensitivity to $H_0$ towards the reservoirs $S$ and $R$. Also note that a simulation that begins with a low water period with no complete emptying of the reservoir $H$ only delays the propagation of the sensitivity to $H_0$ within the model (see Figure 5b). Last, a complete emptying of the reservoir $H$ after the first overflow has no impact on the propagation of the sensitivity to $H_0$.

Consider the case where the first activation of the overflow happens before the reservoir $H$ dries out. If the threshold $S_{\text{sill}}$ is not activated, then for $t \geq t_H$ the sensitivities $S_{H_0}$ and $R_{H_0}$ decrease exponentially. The activation of the threshold $S_{\text{sill}}$ results in a decrease in $S_{H_0}$ and in an increase in $R_{H_0}$ (see Figure 4c).
Figure 5: Vensim model. Typical behaviour of the sensitivities to the initial water level $H_0$ contingent on the activation or de-activation of the rapid transfer function: a) complete emptying of the reservoir H before the first overflow, b) no emptying of the reservoir H before the first overflow.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{sec}$</td>
<td>threshold level for secondary spring activation</td>
<td>145mm</td>
</tr>
<tr>
<td>$k_{sec}$</td>
<td>specific discharge coefficient for the secondary springs discharge function</td>
<td>$2.9 \times 10^{-2}$/d</td>
</tr>
<tr>
<td>$H_1$</td>
<td>lower threshold level for the hysteretic discharge function</td>
<td>100mm</td>
</tr>
<tr>
<td>$H_2$</td>
<td>upper threshold level for the hysteretic discharge function</td>
<td>119mm</td>
</tr>
<tr>
<td>$k_{HY}$</td>
<td>specific discharge coefficient for the hysteretic discharge function</td>
<td>$2 \times 10^{-2}$mm/d</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>exponent for the hysteretic discharge function</td>
<td>2.4</td>
</tr>
<tr>
<td>$k_{HL}$</td>
<td>specific discharge coefficient for the infiltration to the lower reservoir</td>
<td>$7 \times 10^{-3}$/d</td>
</tr>
<tr>
<td>$k_L$</td>
<td>specific discharge coefficient for the baseflow discharge</td>
<td>$4 \times 10^{-3}$/d</td>
</tr>
</tbody>
</table>

Table 2: Hysteresis-based model. Parameter set used in Section 4, 5.2 and 5.4.

4. Computational examples

The analysis of the sensitivity behaviour undertaken in Section 3 is valid regardless of the particular values assigned to the parameters. The following computational examples aim at illustrating some features of the sensitivity behaviour as a function of model structure. The sensitivity equations are solved numerically using an explicit Euler scheme. The parameter set used for the simulations is the one proposed by [7] (see parameters in Tables 4 and 2). For each example the simulation starts from a different time. The initial conditions are modified accordingly (see values in Tables 5 and 3).

4.1. Computational example 1

The first case tested is that of the time series used in [7]. The simulation starts on 1 January 2002. The internal water levels are presented in Figure 6.1. The initial state values were set as follows. A first simulation is run with arbitrary initial states. Then, the average water storage over the simulation period is used as an initial value for the computational example

Consider the hysteresis-based model model. Figure 7a shows the sensitivities to the initial water levels in the reservoirs H and L. The sensitivities $L_{Lo}$ and $Q_{Lo}$ decrease exponentially as stated in Section 3.2.1.

<table>
<thead>
<tr>
<th>Example</th>
<th>Symbol</th>
<th>Meaning</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$H_0$</td>
<td>initial water level in the reservoir H</td>
<td>40mm</td>
</tr>
<tr>
<td></td>
<td>$L_0$</td>
<td>initial water level in the reservoir L</td>
<td>150mm</td>
</tr>
<tr>
<td>2</td>
<td>$H_0$</td>
<td>initial water level in the reservoir H</td>
<td>108mm</td>
</tr>
<tr>
<td></td>
<td>$L_0$</td>
<td>initial water level in the reservoir L</td>
<td>156mm</td>
</tr>
<tr>
<td>3</td>
<td>$H_0$</td>
<td>initial water level in the reservoir H</td>
<td>50mm</td>
</tr>
<tr>
<td></td>
<td>$L_0$</td>
<td>initial water level in the reservoir L</td>
<td>130mm</td>
</tr>
</tbody>
</table>

Table 3: Hysteresis-based model. Initial conditions used in Section 4, 5.2 and 5.4.
Figure 6: Daily rainfall (graphs a) and simulated water levels for the hysteresis-based (graphs b) and Vensim (graphs c) models for: the computational example 1 (graphs 1), the computational example 2 (graphs 2), the computational example 3 (graphs 3).

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{\text{min}}$</td>
<td>minimum water level admissible in the reservoir H</td>
<td>-190mm</td>
</tr>
<tr>
<td>$X_D$</td>
<td>distribution coefficient in low water level</td>
<td>0.81</td>
</tr>
<tr>
<td>$X_W$</td>
<td>distribution coefficient in high water level</td>
<td>0.24</td>
</tr>
<tr>
<td>$S_{\text{sill}}$</td>
<td>threshold level for the switch in the distribution coefficient</td>
<td>600mm</td>
</tr>
<tr>
<td>$k_S$</td>
<td>specific discharge coefficient for the reservoir S discharge function</td>
<td>$1.5 \times 10^{-3}/d$</td>
</tr>
<tr>
<td>$k_R$</td>
<td>specific discharge coefficient for the reservoir R discharge function</td>
<td>$1.8 \times 10^{-1}/d$</td>
</tr>
</tbody>
</table>

Table 4: Vensim model. Parameter set used in Sections 4, 5.3 and 5.4.

<table>
<thead>
<tr>
<th>Example</th>
<th>Symbol</th>
<th>Meaning</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$H_0$</td>
<td>initial water level in the reservoir H</td>
<td>5mm</td>
</tr>
<tr>
<td></td>
<td>$S_0$</td>
<td>initial water level in the reservoir S</td>
<td>550mm</td>
</tr>
<tr>
<td></td>
<td>$R_0$</td>
<td>initial water level in the reservoir R</td>
<td>50mm</td>
</tr>
<tr>
<td>2</td>
<td>$H_0$</td>
<td>initial water level in the reservoir H</td>
<td>-35mm</td>
</tr>
<tr>
<td></td>
<td>$S_0$</td>
<td>initial water level in the reservoir S</td>
<td>500mm</td>
</tr>
<tr>
<td></td>
<td>$R_0$</td>
<td>initial water level in the reservoir R</td>
<td>0mm</td>
</tr>
<tr>
<td>3</td>
<td>$H_0$</td>
<td>initial water level in the reservoir H</td>
<td>-100mm</td>
</tr>
<tr>
<td></td>
<td>$S_0$</td>
<td>initial water level in the reservoir S</td>
<td>508mm</td>
</tr>
<tr>
<td></td>
<td>$R_0$</td>
<td>initial water level in the reservoir R</td>
<td>1mm</td>
</tr>
</tbody>
</table>

Table 5: Vensim model. Initial conditions used in Sections 4, 5.3 and 5.4.
The activation of the hysteretic transfer on days 70, 110 and 160 results in a decrease of $H_{H_0}$ and in an increase of $Q_{H_0}$ as predicted in Section 3.2.2. Note that the magnitude of both the decrease in $H_{H_0}$ and the increase in $Q_{H_0}$ remains limited, which must be related to the fact that the rainfall remains low. The drying of reservoir $H$ at day 205 results in a sudden drop of $Q_{H_0}$.

Consider now the Vensim model. Figure 7b shows the sensitivities to the initial water level in the reservoir $S$. Up to day 375, the sensitivity of the water level in $R$ to $S_0$ is equal to zero and the sensitivity of the water level in $S$ to $S_0$ decreases exponentially. The activation of the switch in the distribution coefficient (activation of the threshold $S_{\text{sill}}$) at days 375 and 700 results in a sudden decrease in $S_{S_0}$ and in a sudden increase in $R_{S_0}$ as stated in Section 3.3. The increase in $R_{S_0}$ triggers an increase in the discharge sensitivity $Q_{S_0}$. Note that the de-activation of the threshold $S_{\text{sill}}$ at day 750 has no impact on the sensitivities behaviour, which confirms the analysis of Section 3.3.2. Figure 7c shows the sensitivities to the initial water level in the reservoir $H$. The reservoir $H$ is overflowing at the beginning of the simulation ($t_H = t_0$). The sensitivities $S_{H_0}$ and $R_{H_0}$ decrease exponentially until the threshold $S_{\text{sill}}$ is activated. The activation of $S_{\text{sill}}$ results in a decrease in $S_{H_0}$ and in an increase in $R_{H_0}$ and $Q_{H_0}$ as predicted in Section 3.3.3.

For both models, the maximum discharge sensitivity values are reached during the activation of the threshold transfer functions. As for the hysteretic-based model, the drying of the reservoir $H$ during the warm-up year prevents the simulated discharge from any subsequent sensitivity burst. On the contrary, discharge sensitivity bursts for the Vensim model are triggered by any activation of the $S_{\text{sill}}$ threshold. Also note that the maximum discharge sensitivity values for the Vensim model are approximately one order of magnitude higher than those of the hysteretic-based model.

4.2. Computational example 2

The second computational example starts on 19 June 2002. The rainfall time series starts with a low water period, followed by a heavy rainfall event. The internal water levels are presented in Figure 6.2. The initial internal state is taken equal to the internal state simulated in the computational example 1 by the start time of the simulation.

Consider the hysteretic-based model. Figure 8a shows the sensitivities to the initial water levels in the reservoirs $H$ and $L$ as a function of the simulation time. The sensitivities $L_{L_0}$ and $Q_{L_0}$ decrease exponentially. The complete emptying of the reservoir $H$ at day 45 results in a brutal drop in the sensitivities to $H_0$.

Consider the Vensim model. Figure 8b shows the sensitivities to the initial water level in the reservoir $S$. The successive activations of the threshold $S_{\text{sill}}$ from day 190 to day 220 result in a strong decrease in
Simulation time (d)

Simulation parameters are given in Tables 2 and 4.

$S_{S_0}$ as compared to simulation 1, but also in sensitivity bursts for the simulated water level in R and for the spring discharge $Q$. Figure 8c shows the sensitivities of the water levels and of the spring discharge to the initial water level in the reservoir H. The sensitivities to $H_0$ are equal to zero until the first overflow of the reservoir H (day 110). The behaviour of the sensitivities to $H_0$ against the activations of the threshold $S_{all}$ after the first overflow is similar to that of the sensitivities to $S_0$, as stated in Section 3.3.3.

The fact that the simulation begins with a low water period has different consequences for the Vensim and the hysteresis-based models. The low water period delays the propagation of the sensitivity to $H_0$ for the Vensim model. On the contrary, for the hysteresis-based model the sensitivity to $H_0$ leaks towards the lower reservoir and the simulated discharge from the beginning of the simulation on.

### 4.3. Computational example 3

The last computational example starts on 8 September 2002. The rainfall time serie starts with a drought period, which is followed by a heavy rainfall event. The internal water levels are presented in Figure 6.3. The initial internal state is taken equal to the internal state simulated in the computational example 1 by the start time of the simulation.

Consider the hysteresis-based model. Figure 9a shows the sensitivities to the initial water levels in the reservoirs H and L as a function of the simulation time. The sensitivities $L_{Lo}$ and $Q_{Lo}$ to the initial water level in L decrease exponentially as stated in Section 3.2.1. The activation of the hysteretic transfer from day 40 to day 100 results in a decrease of the sensitivity $H_{Lo}$ and in an increase of the sensitivity $Q_{Lo}$ as seen in Section 3.2.2. Note that the magnitude of both the decrease in $H_{Lo}$ and the increase in $Q_{Lo}$ is larger than in the computational example 1, which must be related to the importance of the rainfall events.

Consider the Vensim model. Figures 9b and 9c show the sensitivities to the initial water level in the reservoirs S and H respectively. The sensitivities behaviour is similar to that observed in the example 1. The sensitivity $S_{S_0}$ decreases exponentially. The activation of the $S_{all}$ results in a sudden decrease in $S_{S_0}$, and in an increase in $R_{S_0}$ and $Q_{S_0}$. The sensitivities to $H_0$ are equal to zero until day 30 when the first overflow of the reservoir H occurs. The first overflow results in a burst in the sensitivities of $S$, $R$ and $Q$. After the first overflow, the behaviour of the sensitivities to $H_0$ is similar to that of the sensitivities to $S_0$.

This example illustrates the influence of a heavy rainfall period on sensitivity propagation. As for the hysteresis-based model, the activation of the hysteretic transfer due to intense rainfall results in a rapid decrease of the sensitivity to $H_0$. On the contrary, for the Vensim model the propagation of the sensitivity to $H_0$ and $S_0$ is independent from the magnitude of the rainfall event.
5. Assessment of the appropriateness of the warm-up period

The theoretical developments presented in Section 3 provide a qualitative understanding of the behaviour of the Vensim and hysteresis-based models in relation to their initialisation period. In practice, two questions may arise when working on a given model and meteorological input series:

(i) do the initial conditions have an influence on the calibration results?
(ii) do the initial conditions have an influence on the simulation results?

These questions call for quantitative answers. Answering question (i) requires an estimation of the uncertainty on the calibration criterion. Answering question (ii) requires an estimation of the uncertainty on the simulated variable.

The aim of this Section is to assess the suitability of the local approach for answering question (i) for the Vensim and hysteresis-based models, based on the Durzon example. Both the warm-up and the calibration periods are assumed to be one-year-long, which is the duration used in [7]. The calibration is assumed to be based on the Nash criterion only, which is the procedure adopted by [7] and [10]. The Nash efficiency is the one of the most widely used measure of model performance. It is a normalized variant of the mean squared error criterion. The Nash criterion be interpreted as the sum of three indicators involving the correlation coefficient between the measured and modelled variable as well as a measure of conditional and unconditional bias [21, 22]. An alternative decomposition involves the correlation, the bias and a measure of relative variability in the measured and modelled signals [23]. Theoretical justifications for its use in model performance assessment include the fact that the Nash optimum corresponds to the maximum likelihood estimator for a homoscedastic, gaussian distribution of model errors [20]. In practice, calibration is often based on a set of performance measures [24, e.g.] so that model performance is assessed against different aspect of the system response [25, 26]. Note the main conclusions of the analysis presented below remain valid for other, distance-based measures of model performance.

Section 5.1 details the methodology for the estimation of the uncertainty on the performance criterion, based on the local perturbation approach. Numerical applications to the Vensim and hysteresis-based models are given in Sections 5.3 and 5.2. The validity of the local approach is checked in Section 5.4. The available warm-up period may sometimes be too short to allow for a proper elimination of the initialisation bias. In that case, an intuitive solution would consist in replicating the warm-up time series several times, so as to obtain a sufficiently long warm-up period. The suitability of this approach for the studied daily, non-linear models is assessed in Section 5.5.
5.1. Principle of local uncertainty estimation

Denote by \( \Delta \phi \) the uncertainty in the initial water level in the reservoir \( \Phi \) (\( \Phi = H, S, L \) or R). The uncertainty \( \Delta Q_{\phi(t)} \) in the discharge estimate at time \( t \) may be approximated to the first order by

\[
\Delta Q_{\phi(t)} \equiv Q_{\phi(t)} \Delta \phi
\]

(19)

where \( Q_{\phi(t)} \) denotes the sensitivity of the simulated spring discharge to the parameter \( \phi \) at time \( t \). The value of \( Q_{\phi(t)} \) can be obtained by solving numerically the sensitivity equations as done in Section 4.

Similarly, the bias \( \Delta N_\phi \) in the Nash efficiency may be approximated to the first order by

\[
\Delta N_\phi \equiv N_\phi \Delta \phi
\]

(20)

where \( N_\phi \) denotes the sensitivity of the Nash criterion to the initial water level \( \phi \) in the reservoir \( \Phi \). The Nash criterion may be expressed as

\[
N = 1 - \frac{\int_{t_1}^{t_2} (Q - Q_{obs})^2 \, dt}{\int_{t_1}^{t_2} (Q_{obs} - \bar{Q}_{obs})^2 \, dt}
\]

(21)

where \( t_1 \) and \( t_2 \) are the initial and final times for the calibration period, \( Q_{obs} \) is the spring discharge measured at time \( t \) and \( \bar{Q}_{obs} \) is the mean measured spring discharge during the calibration period. Differentiating equation (21) with respect to parameter \( \phi \) leads to

\[
N_\phi = -2 \int_{t_1}^{t_2} Q^* Q_\phi \, dt
\]

(22a)

where

\[
Q^* = \frac{Q - Q_{obs}}{\int_{t_1}^{t_2} (Q_{obs} - \bar{Q}_{obs})^2 \, dt}
\]

(23)

Equation (19) can therefore be recast into

\[
\Delta N_\phi \equiv \int_{t_1}^{t_2} J_\phi \, dt
\]

(24)

where

\[
J_\phi = -2Q^* \Delta Q_\phi
\]

(25a)

5.2. Case of the hysteresis-based model

Similarly, the uncertainty on the simulated spring discharge can be estimated for a 25% variation in \( H_0 \) or \( L_0 \) (see Figure 10a). The uncertainty in the discharge estimate is larger for a perturbation in \( S_0 \) than for a perturbation in \( H_0 \), which is due to the difference in the sensitivities \( |Q_{S_0}| > |Q_{H_0}| \) based on Section 4. Note that unlike the case of the Vensim model, the maximum uncertainty in the discharge estimate during the calibration period (days 366 to 731) is reached at the beginning of the calibration period (no sensitivity burst). Indeed, for the three computational examples the reservoir H dried out before day 366. The consequence of the complete emptying of the reservoir H is that subsequent activations of the rapid transfert function have no impact on the sensitivity value (see Section 3.2). The maximum uncertainty in the discharge estimate is approximately \( \Delta Q_{S_0} = 0.05 \text{m}^3/\text{s} \), to be compared to the average low water spring discharge \( Q \approx 0.6 \text{m}^3/\text{s} \).

The efficiency bias over the calibration period can be estimated based on equation (25) (see numerical estimates in Table 6). Note that \( \Delta N \) is a function of both the discharge sensitivity and the discharge error (see equation (22a)). The maximum efficiency bias is \( \Delta N = 2 \times 10^{-3} \) regardless of the parameter considered, which makes an influence of the initial condition on calibration unlikely.
5.3. Case of the Vensim model

Assume a relative uncertainty of 25% on the estimation of $H_0$ (resp. $S_0$). The uncertainty on the simulated spring discharge can be estimated based on equation (19) (see Figure 10b). The uncertainty in the discharge estimate is one to two orders of magnitude higher for a perturbation in $S_0$ than for a perturbation in $H_0$, which is due to the difference in the order of magnitude of the absolute value of the perturbation ($|S_0| > |H_0|$). The uncertainty in the discharge estimate at the beginning of the calibration period (day 366) is the largest for example 3 (see Table 6), which must be related to the magnitude of the absolute value of the perturbation and also to the relatively low number of activations of the threshold $S_{366}$ in the corresponding simulation. Note that for computational examples 1 and 3, the maximum uncertainty in the discharge estimate during the calibration period (days 366 to 731) is reached at days 700 and 450 respectively, by the time of the activation of the switch in the distribution coefficient. The maximum uncertainty in the discharge estimate is approximately $\Delta Q_{S_0} = 2.5 \text{m}^3/\text{s}$, to be compared to the corresponding spring discharge $Q \simeq 18 \text{m}^3/\text{s}$. The activation of the switch in the distribution coefficient may hence hinder the estimation of the flood peaks discharges.

Similarly, the efficiency bias $\Delta N$ over the calibration period can be estimated from equation (25) (see numerical estimates in Table 6). Note that $\Delta N$ is a function of both the discharge sensitivity and the discharge error (see equation (22a)). The maximum bias in the Nash efficiency is $\Delta N_{H_0} = 8 \times 10^{-3}$ for a perturbation in $H_0$ (computational example 3) and $\Delta N_{S_0} = 6 \times 10^{-2}$ for a perturbation in $S_0$ (computational example 1). An inaccurate estimate of the initial water level in the reservoir $S$ may therefore have an impact on the calibration results.

Equation (22a) suggests that two options can be considered in order to reduce the efficiency bias:

1. extend the calibration period. Indeed, at large time the discharge sensitivity $Q_{\phi}$ tends to zero, which means that the numerator of equation (22a) tends to a finite value. On the other hand, the denominator of (22a) is approximately proportional to the length $t_f - t_i$ of the calibration period. As a consequence, for very large calibration periods the efficiency bias tends to zero.

2. extend the warm-up period. Indeed, the efficiency bias $\Delta N_{\phi}$ is all the more reduced as the discharge sensitivity $Q_{\phi}$ is low.

5.4. Validity of the local uncertainty estimates

The range of validity of the local sensitivity and uncertainty analyses is restricted to “small” perturbations in the values of the parameters, the meaning of “small” being dependent upon the degree of non-linearity of the model, and possibly the nominal value used for the analysis. The validity of the local sensitivity

---

### Table 6: Hysteresis-based and Vensim models. Local estimates of the uncertainty in the simulated spring discharge at day 366 and of the bias in the Nash coefficient over the calibration period (days 366 to 731), assuming a 25% uncertainty in the initial water level $\phi$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Example n°</th>
<th>Parameter</th>
<th>$\Delta Q_{\phi}(t=366)$ (m$^3$/s)</th>
<th>$\Delta N_{\phi}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hysteresis</td>
<td>1</td>
<td>$H_0$</td>
<td>$1.3 \times 10^{-2}$</td>
<td>$4.8 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$L_0$</td>
<td>$4.7 \times 10^{-2}$</td>
<td>$1.7 \times 10^{-1}$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$H_0$</td>
<td>$8.3 \times 10^{-3}$</td>
<td>$6.0 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$L_0$</td>
<td>$4.9 \times 10^{-2}$</td>
<td>$3.5 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$H_0$</td>
<td>$6.0 \times 10^{-3}$</td>
<td>$1.9 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$L_0$</td>
<td>$4.1 \times 10^{-2}$</td>
<td>$1.3 \times 10^{-1}$</td>
</tr>
<tr>
<td>Vensim</td>
<td>1</td>
<td>$H_0$</td>
<td>$1.5 \times 10^{-3}$</td>
<td>$4.3 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_0$</td>
<td>$2.1 \times 10^{-1}$</td>
<td>$5.9$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$H_0$</td>
<td>$1.4 \times 10^{-3}$</td>
<td>$2.3 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_0$</td>
<td>$2.0 \times 10^{-2}$</td>
<td>$3.4 \times 10^{-1}$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$H_0$</td>
<td>$1.7 \times 10^{-2}$</td>
<td>$7.8 \times 10^{-1}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$S_0$</td>
<td>$1.0 \times 10^{-1}$</td>
<td>$4.6$</td>
</tr>
</tbody>
</table>
The repetition of the available data record may thus not suffice to eliminate the bias due to the initialisation uncertainty. The purpose of the present subsection is to investigate whether it is actually the case.

5.5. Compensating the lack of data with a repetition of available time series

The available warm-up period may sometimes be too short to allow for a proper elimination of the initialisation bias. An intuitive solution would consist in replicating the input time series of the warm-up period several times, so as to obtain a sufficiently long warm-up period. These replicated time series would be inserted before the current warm-up period in the input time series of the model (see Figure 11a-b). For this reason, the newly extended time series is termed a “pre-warm-up period”. Since this artificially reconstructed pre-warm-up time series is not necessarily representative of the actual forcings that occurred over the pre-warm-up period, it is not certain at all that this practice would allow the initialisation bias to be eliminated. The purpose of the present subsection is to investigate whether it is actually the case.

Consider the time series used in the computational example 1 (Section 4.1) for the Vensim model. Assume that the available meteorological data record starts on day 731. The data record is extended artificially back to day 1 with the data recorded on days 731 to 1461 (see Figure 11a,b). The period day 1 - day 730 is used to produce an initial state estimate for the internal variables of the model which is hoped to be more realistic than the modeller’s best guess (pre-warming up period). This initial state estimate can be compared to the state reached by running the model for the true meteorological data record (see Figure 11c). The difference in the initial state estimates at day 731 for the actual and extended record data is negligible for the reservoirs H and R. However, the difference in the S estimate is 38% of the S value for the actual record. The repetition of the available data record may thus not suffice to eliminate the bias due to the initialisation uncertainty.
6. Discussion

This Section is a summary and interpretation of the results obtained in Sections 3 to 5.

6.1. Sensitivity to the initial water level in the lower reservoirs

The functioning of the reservoir L of the hysteresis-based model and that of the reservoir R of the Vensim model is linear. Indeed, the emptying of these reservoirs is modeled by a linear discharge relationship and the water level in these reservoirs does not trigger any change in the model functioning (no associated threshold transfer function). As a consequence, the sensitivity to the initial water level \( L_0 \) or \( R_0 \) is controlled by the only specific discharge coefficient \( k_\Phi \) of the reservoir \( \Phi = L, R \). The sensitivity decreases exponentially, with a time constant \( T = 1/k_\Phi \). In the case of the hysteresis-based model, the reservoir L accounts for baseflow discharge, which means that the numerical value of the specific discharge coefficient \( k_L \) is low. As a consequence, the discharge sensitivity to \( L_0 \) is relatively low, but it decreases slowly.

1. in the case of the hysteresis-based model, the reservoir L accounts for baseflow discharge, which means that the numerical value of the specific discharge coefficient \( k_L \) is low. As a consequence, the discharge sensitivity to \( L_0 \) is relatively low, but it decreases slowly.

2. in the case of the Vensim model, the reservoir R accounts for rapid infiltration towards the outlet, which means that the numerical value of the specific discharge coefficient \( k_R \) is high. As a consequence, the discharge sensitivity to \( R_0 \) is high, but it decreases rapidly.

The emptying of the reservoir S of the Vensim model is modelled by a linear discharge relationship. The difference with the reservoirs R and L lies in the fact that the water level in the reservoir S has an influence on model functioning. Indeed, the distribution coefficient \( X \) of the upper reservoir overflow discharge \( Q_H \) is defined as \( X = X_D \) if \( S \leq S_{\text{sill}} \) and \( X = X_W \) if \( S > S_{\text{sill}} \) (see Section 2.3). The activation of the threshold \( S_{\text{sill}} \) heavily affects the behaviour of the sensitivity to the initial water level \( S_0 \) (see Figure 4b).

1. assume that the threshold \( S_{\text{sill}} \) is not activated. Then the sensitivity to \( S_0 \) decreases exponentially, with a time constant \( T = 1/k_S \). Since the reservoir S accounts for long-term storage within the karst...
aquifer, the specific discharge coefficient $k_S$ associated with the linear discharge relationship is small. As a consequence, the decrease of the sensitivity to $S_0$ is slow (large time constant), but the numerical value of the sensitivity of the simulated spring discharge is small.

2. the activation of the threshold $S_{\text{ sill}}$ triggers the leaks of part of the sensitivity to $S_0$ towards the reservoir $R$. The sensitivity of $S$ to $S_0$ decreases suddenly, while the sensitivity of $R$ to $S_0$ increases. This sensitivity peak is rapidly drained off the reservoir $R$ (high specific discharge coefficient $k_R$), which results in a sensitivity peak in the simulated discharge (see Figure 4b).

3. each activation of the threshold $S_{\text{ sill}}$ therefore results in a sensitivity peak of the simulated discharge to $S_0$. The magnitude of the peak is proportional to the overflow discharge $Q_H$ and to the remaining sensitivity of $S$ to $S_0$. Since the decrease of the sensitivity of $S$ to $S_0$ is slow, discharge sensitivity peaks of significant magnitude may occur years after the beginning of the simulation. Also note that the number, magnitude and time of occurrence of these sensitivity peaks is difficult to predict since they are linked to internal model variables (water level in the reservoir $S$ and residual sensitivity of $S$ to $S_0$).

6.2. Sensitivity to the initial water level in the upper reservoirs

During low water periods the upper reservoir of the hysteresis-based model leaks towards the lower reservoir. By contrast, the upper reservoir of the Vensim model is disconnected from the lower reservoirs. For both models, a rapid emptying function is activated during high water periods

1. in the case of the hysteresis-based model, the propagation of the sensitivity to $H_0$ towards the lower reservoir starts at the beginning of the simulation. The activation of the rapid transfer functions results in a sudden decrease of the sensitivity to $H_0$, since part of the sensitivity to $H_0$ leaks directly towards the outlet (via the hysteretic transfer function) or is removed from the model (via the secondary springs transfer function). The consequence is a burst in the discharge sensitivity to $H_0$, the magnitude of which is proportional to the remaining sensitivity of $H$.

2. in the case of the Vensim model, the propagation of the sensitivity to $H_0$ into the model only begins with the activation of the overflow discharge (see Figure 5). The first activation of the overflow discharge triggers a Dirac peak in the sensitivity of the water level $H$ to $H_0$, the magnitude of which is independent from the magnitude of the overflow discharge. The sensitivity to $H_0$ leaks entirely towards the lower reservoirs. Subsequent activations of the overflow discharge have no effect on the propagation of the sensitivity to $H_0$. The propagation of the sensitivity to $H_0$ in the reservoirs $S$ and $R$ is similar to that of the sensitivity to $S_0$ and $R_0$ respectively (see Figure 4c).

As the upper reservoirs are affected by evapotranspiration, a complete emptying of these reservoirs is possible. The complete emptying of the reservoir $H$ causes the sensitivity of $H$ to $H_0$ to cancel.

1. In the case of the hysteresis-based model, part of the sensitivity to $H_0$ leaks towards the lower reservoir even during low flow periods. A complete emptying of the reservoir $H$ therefore stops the propagation of the sensitivity towards the lower reservoir.

2. In the case of the Vensim model, the upper and lower reservoirs are disconnected during low water periods. As a consequence, a complete emptying of the reservoir $H$ before the first overflow stops the propagation of the sensitivity to $H_0$ into the lower reservoirs. On the other hand, a low water period that does not result in a complete emptying of the reservoir only delays the propagation of the sensitivity. Lastly, a complete emptying of the reservoir $H$ after the first overflow has no impact on the sensitivity propagation.

7. Conclusion - practical recommendations

7.1. General rules for the initialisation bias behaviour

The theoretical considerations and the application examples presented in Sections 3 to 5 and discussed in Section 6 have evidenced the role of model structure in the behaviour of the sensitivity to the initial conditions. As a broad rule, the dissipation of the sensitivity is favoured by...
1. very low water periods. Indeed, the drying of the upper reservoir completely stops the propagation of the sensitivity to the initial water level in the upper reservoir.

2. very high water periods. Indeed, the activation of the rapid transfer functions (i.e., threshold functions) in a given reservoir speeds up the propagation of the sensitivity to the initial water level in that reservoir.

The above-mentioned considerations must be adjusted according to the structure of the reservoirs considered.

1. Consider the case where leaks occur from the upper reservoir H towards the lower reservoirs whatever the water level in H (no threshold). Then the sensitivity to the initial water level in H leaks towards the lower reservoirs starting from the beginning of the simulation on. The drying of the upper reservoir therefore leads to the dissipation of a proportion of the sensitivity all the more important as the drying occurs rapidly after the beginning of the simulation. Such a behaviour is illustrated by the computational example 2 for the hysteresis-based model (see Figure 4.2b).

2. Consider the case where a rapid transfer function from a given reservoir is activated above a given threshold. Assume that the transfer function is all-or-nothing (e.g., transfer function \( Q_H \) from the reservoir H of the Vensim model). Then a single activation of that rapid transfer function triggers the propagation of all the sensitivity to the initial water level in that reservoir towards the other reservoirs or towards the outlet of the model (see Figure 5 for an illustration of that property for the Vensim model). Now, assume that the rapid transfer functions are not all-or-nothing (e.g., transfer function \( Q_{HY} \) from the reservoir H of the hysteresis-based model). Then the propagation of the sensitivity becomes faster as the transfer functions are activated frequently and associated with high discharges. In other words, the propagation of the sensitivity is sped if the meteorological time series includes numerous heavy rainfall events. Such a behaviour is illustrated by the computational example 3 for the hysteresis-based model (Figure 4.3b).

Conversely, the propagation of the sensitivity is impaired in the following situations

1. if the upper reservoir is disconnected from the lower reservoirs during the low water period, and the simulation begins with a low water period that does not result in a complete emptying of the upper reservoir. Indeed, the propagation of the sensitivity is delayed until the first activation of the transfer functions towards the lower reservoirs. Such a behaviour is illustrated by Figure 4c for the Vensim model.

2. if a threshold transfer function is associated to the water level in a reservoir with slow dynamics. Indeed, sensitivity bursts associated with the activation of the threshold transfer function may occur years after the simulation start. Such a behaviour is illustrated by the computational example 1 (Figure 7b,c) for the Vensim model.

The sensitivity to the initial water level in a lower, linear reservoir is controlled by the only specific discharge coefficient \( k \) associated with the reservoir linear discharge relationship. Indeed, the sensitivity \( Q \) of the simulated discharge to the initial water level in that reservoir is \( Q = kA\exp(-kt) \) where \( A \) is the total catchment area and \( t \) is the simulation time. The sensitivity decreases exponentially with a time constant \( T = 1/k \). The initial water level in a linear reservoir with a low discharge coefficient therefore has a relatively mild influence on the simulated discharge, but its influence decreases slowly (large time constant). On the other hand, the initial water level in a linear reservoir with a high discharge coefficient has a relatively high influence on the simulated discharge but its influence decreases slowly.

7.2. Consequences for the modelling practice

As regards the modelling practice, the main results of this study can be summarized as follows.

1. Threshold-based transfer functions generate Dirac sensitivity patterns. When associated with long-term memory reservoir and fast discharge models, they may generate a substantial initialisation bias even after very long periods of inactivity.

2. As a consequence of the above remark, the commonly-used one-year warm-up period may not ensure a proper elimination of the initialisation bias.
3. When the available warm-up period is too short to allow for a proper elimination of the initialisation bias, an intuitive approach would consist in artificially extending the warm-up time series by replicating it several times. However, the artificially extended warm-up time series may not be representative of the actual forcings. As regards the present study, such a procedure proved inefficient to reduce the initialisation bias.

4. This work stresses the fact that the specification of the initial state may significantly bias the calibration step. This initialisation bias issue is little regarded in most practical applications. A careful examination of the initialisation bias behaviour should be part of the good modelling practices. In particular, the use of elaborate procedures for locating the global optimum of the objective function used for parameter optimization can only be justified in so far as the initialisation bias has been efficiently eliminated.

5. Local sensitivity analysis can be used as a low-computational cost tool to identify the main characteristics of the bias behaviour, even for conceptual models with strongly non-linear transfer functions.

6. The last remark is specific to the modelling of karst spring discharge. Recent studies have emphasized the need to account for the influence of the karst flowpath network connectivity on the system response dynamics [10, 7, 27]. The change in connectivity may be accounted for in the model structure by a threshold function, the activation of which depends on the water level in a given reservoir. As for the Vensim model, the threshold function triggers the switch in the distribution coefficient based on the water level in the lower, slow discharge reservoir. As regards the hysteresis-based model, the threshold function triggers the activation of the hysteretic transfer, based on the water level in the upper reservoir. Our study indicates that whenever possible, the activation of the threshold function should not be associated with the water level in a slow dynamics reservoir.

Acknowledgements

This work was supported by a PhD grant from the French Ministère de l’Éducation Nationale et de la Recherche (Allocation Couplée number 30368-2008). The authors wish to thank the “Parc naturel régional des Grands Causses” for the discharge data monitored at the Duzon spring and Météo France for the rainfall data recorded at the “Le Caylar” meteorological station.

Appendix A. Sensitivity equations

Appendix A.1. Sensitivity equations for the hysteresis-based model

Denote by $H_\phi$ and $L_\phi$ the sensitivities of the water levels in the reservoirs H and L to the parameter $\phi$. Applying the perturbation approach to the model equations (2) and (7) for a perturbation in $\phi = H_0$ leads
to the following set of sensitivity equations

\[
\frac{dH_0}{dt} = -H_0 \left[ k_{sec} \left( \varepsilon_{sec} + \frac{\partial \varepsilon_{sec}}{\partial H} (H - H_{sec}) \right) + k_{HY} \left( \frac{\partial \varepsilon_{HY}}{\partial H} + \varepsilon_{HY} \frac{\alpha}{H - H_1} \right) \left( \frac{H - H_1}{H_2 - H_1} \right)^\alpha + k_{HL} \right] \quad \text{for } H > 0 \\
\mathcal{H}_{H_0} = 0 \\
\frac{dL_0}{dt} = k_{HL} H_0 - k_{L} L_0 \\
\mathcal{Q}_{H_0} = k_{HY} A H_0 \left( \frac{\partial \varepsilon_{HY}}{\partial H} + \varepsilon_{HY} \frac{\alpha}{H - H_1} \right) \left( \frac{H - H_1}{H_2 - H_1} \right)^\alpha + k_{LA} L_0 \\
\mathcal{H}_{H_0}(t = 0) = 1 \\
\mathcal{L}_{H_0}(t = 0) = 0 \\
\mathcal{Q}_{H_0}(t = 0) = A \varepsilon_{HY} k_{HY} \alpha \left( \frac{H(t = 0) - H_1}{H_2 - H_1} \right)^{\alpha-1} \\
\mathcal{H}_{H_0}(t = 0) = 0 \\
\mathcal{L}_{H_0}(t = 0) = 1 \\
\mathcal{Q}_{H_0}(t = 0) = k_{LA} \\
\text{Similarly, applying equations the perturbation approach to the model equations (2) and (7) for a perturbation in } \phi = L_0 \text{ leads to}
\]

\[
\frac{dH_0}{dt} = 0 \quad \text{(A.2a)} \\
\frac{dL_0}{dt} = -k_{L} L_0 \quad \text{(A.2b)} \\
\mathcal{Q}_{L_0} = A \left[ \frac{\varepsilon_{HY} k_{HY} \alpha H_{L_0}}{H_2 - H_1} \left( \frac{H - H_1}{H_2 - H_1} \right)^{\alpha-1} + k_{LA} L_0 \right] \quad \text{(A.2c)} \\
\mathcal{H}_{L_0}(t = 0) = 1 \quad \text{(A.2d)} \\
\mathcal{L}_{L_0}(t = 0) = 1 \quad \text{(A.2e)} \\
\mathcal{Q}_{L_0}(t = 0) = k_{LA} \quad \text{(A.2f)} \\
\text{where } \mathcal{H}_\phi \text{ and } \mathcal{L}_\phi \text{ denote the sensitivities to the parameter } \phi \text{ of the water levels in the reservoirs } H \text{ and } L \text{ respectively.}
Appendix A.2. Sensitivity equations for the Vensim model

Consider a perturbation in the parameter $\phi = H_0$. Then the perturbation approach leads to the following set of sensitivity equations

\[
\begin{align*}
\frac{dH_0}{dt} &= 0 \quad \text{for} \quad H_{\text{min}} < H < 0 \\
H_0 &= 0 \quad \text{for} \quad H = H_{\text{min}} \text{ or } H = 0 \\
\frac{dS_0}{dt} &= \frac{\partial X}{\partial S} S_0 Q_H + X \frac{\partial Q_H}{\partial H_0} - k_S S_0 \\
\frac{dR_0}{dt} &= - \frac{\partial X}{\partial S} S_0 Q_H + (1 - X) \frac{\partial Q_H}{\partial H_0} - k_R R_0 \\
Q_0 &= A(k_R R_0 + k_S S_0) \\
H_0(t = 0) &= 1 \\
S_0(t = 0) &= 0 \\
R_0(t = 0) &= 0 \\
Q_0(t = 0) &= k_A 
\end{align*}
\]

Note that the term $\partial X / \partial S$ is equivalent to a dirac impulse which is turned on whenever $S = S_{\text{all}}$ (see demonstration in Appendix B). Also note that the de-activation of the threshold means that the inflow rate $XQ_H$ into the reservoir $S$ is lower than the outflow rate $k_S S$ from the reservoir $S$ towards the spring. Since the specific discharge coefficient of the inflow is much greater than that of the outflow, the de-activation of $S_{\text{all}}$ requires that the outflow from the reservoir $H$ be zero ($\varepsilon_H = 0$ and therefore $Q_H = 0$).

Similarly, for a perturbation in $\phi = S_0$

\[
\begin{align*}
\frac{dH_S}{dt} &= 0 \\
\frac{dS_S}{dt} &= \frac{\partial X}{\partial S} S_S Q_H - k_S S_S \\
\frac{dR_S}{dt} &= - \frac{\partial X}{\partial S} S_S Q_H - k_R R_S \\
Q_S &= A(k_R R_S + k_S S_S) \\
H_S(t = 0) &= 0 \\
S_S(t = 0) &= 1 \\
R_S(t = 0) &= 0 \\
Q_S(t = 0) &= k_S A 
\end{align*}
\]

Lastly, a perturbation in $\phi = R_0$ yields

\[
\begin{align*}
\frac{dH_R}{dt} &= 0 \\
\frac{dS_R}{dt} &= 0 \\
\frac{dR_R}{dt} &= - k_R R_R \\
Q_R &= A(k_R R_R + k_S S_R) \\
H_R(t = 0) &= 0 \\
S_R(t = 0) &= 0 \\
R_R(t = 0) &= 1 \\
Q_R(t = 0) &= k_R A 
\end{align*}
\]
Appendix B. Sensitivity source term $\partial Q_H/\partial H_0$ (Vensim model)

This Appendix details the calculation of the term $\partial Q_H/\partial H_0$ that appear in equations (A.3c) and (A.3d). Denote by $t_H$ the time of the first overflow of the reservoir $H$. The overflow discharge is a discontinuous function of time:

$$
Q_H = \begin{cases} 
0 & \text{for } t < t_H \\ 
P - ET & \text{for } t \geq t_H 
\end{cases}
$$

(B.1a, b)

Assume that $H_0$ is perturbed by an amount $\delta H_0 > 0$. Due to the perturbation in $H_0$, the time of the overflow $t_H$ is advanced by a time $\delta t$ (see Figure B.12). The difference in the outflow between $t_H - \delta t$ and $t_H$ that results from the perturbation $\delta H_0$ is

$$
\int_{t_H - \delta t}^{t_H} \delta Q_H dt = \int_{t_H - \delta t}^{t_H} (P - ET) dt
$$

(B.2)

As $\delta H_0$ tends to zero, equation (B.2) can be approximated as

$$
\delta Q_H \delta t = (P - ET) \delta t
$$

(B.3)

Similarly, the difference in the filling of the reservoir $H$ that results from the perturbation $\delta H_0$ can be expressed as

$$
\delta H_0 = -(P - ET) \delta t
$$

(B.4)

Combining equations (B.3) and (B.4) leads to

$$
\frac{\delta Q_H}{\delta H_0} \delta t = 1
$$

(B.5)

The sensitivity of the overflow discharge to the perturbation in $H_0$ is defined as

$$
\frac{\partial Q_H}{\partial H_0} = \lim_{\delta H_0 \to 0} \frac{\delta Q_H}{\delta H_0}
$$

(B.6)

and verifies

$$
\left( \frac{\partial Q_H}{\partial H_0} \right)_{t \to t_H} \to + \infty
$$

(B.7a)

$$
\int_{t_H}^{t_H + \delta t} \frac{\partial Q_H}{\partial H_0} dt = 1
$$

(B.7b)

$$
\left( \frac{\partial Q_H}{\partial H_0} \right)_{t < t_H} = 0
$$

(B.7c)

$$
\left( \frac{\partial Q_H}{\partial H_0} \right)_{t > t_H} = 0
$$

(B.7d)

The function $\partial Q_H/\partial H_0$ is thus a Dirac function of magnitude $1s^{-1}$.

Appendix C. Validity of local uncertainty estimates

The aim of this Appendix is to check the validity of the local sensitivity and uncertainty estimates by comparison against empirical estimates.
Appendix C.1. Case of the hysteresis-based model

Since the hysteretic-based model is linear with respect to a perturbation in the parameter $L_0$, the validity of the local sensitivity and uncertainty analyses for a perturbation in $L_0$ need not to be checked.

The validity of the linear approximation for perturbations in $H_0$ is first checked by a graphic comparison between the local and empirical discharge sensitivities estimates. Figure C.13 shows the empirical discharge sensitivity $Q_{emp}^{H_0}$ computed based on perturbations $\Delta H_0$ ranging from 10 to 50% of the nominal value of $H_0$. The visual comparison of the empirical (Figure C.13) and local (Figures 7.a2, 8.a2 and 9.a2) sensitivity estimates shows a good agreement between the empirical and local approaches. The corresponding empirical and local uncertainties on the Nash criterion are given in Table C.7. The relative error on the Nash uncertainty estimate is at maximum 7% for a 50% perturbation in $H_0$, which confirms the suitability of the local approach.

Appendix C.2. Vensim model

Since the Vensim model is linear with respect to a perturbation in the parameter $R_0$, the validity of the local sensitivity and uncertainty analyses with respect to a perturbation in $R_0$ need not to be checked.

The validity of the linear approximation with respect to a perturbation in $S_0$ or $H_0$ is first checked by a graphic comparison between the local and empirical discharge sensitivity estimates. Experimental sensitivities are computed based on the results of two simulations. In the second simulation, the investigated parameter $\phi_0$ is modified by an amount $\Delta \phi_0$ as compared to the first simulation value. The empirical sensitivity $Q_{emp}^{\phi_0}$ of the spring discharge to the parameter $\phi_0$ is approximated as the ratio of the difference between the results of the two simulations runs to the perturbation $\Delta \phi_0$

$$Q_{emp}^{\phi_0}(t) = \frac{Q(\phi_0 + \Delta \phi_0, t) - Q(\phi_0, t)}{\Delta \phi_0} \tag{C.1}$$

Figure C.14a shows the empirical discharge sensitivity estimates $Q_{emp}^{S_0}$ for $\Delta S_0$ ranging from 10 to 50% of the nominal value of $S_0$. The empirical estimates must be compared to the local estimates which are plotted...
in Figures 7.b2, 8.b2 and 9.b2. The visual comparison of the local and empirical sensitivities shows a strong difference between both, even for a 10% perturbation. The empirical sensitivities do show peaks by the date the threshold $S_{\text{ill}}$ is activated. However, empirical sensitivities also exhibit a number of supplementary peaks. Figure C.14b shows the empirical estimates $S_{\text{emp}}$ of the discharge sensitivity computed based on perturbations $\Delta H_0$ ranging from 10 to 50% of the nominal value of $H_0$. The empirical estimates must be compared to the local sensitivities which are plotted in Figures 7.e2, 8.e2 and 9.e2. A visual comparison of the local and empirical sensitivities shows a strong difference between both. However, the situation is the reverse of that a perturbation in $S_0$ as the empirical sensitivities lack a number of additional peaks compared to the local sensitivities.

The comparison of the empirical and local estimates of the uncertainty on the Nash criterion (see values in Table C.8) confirms the failure of the local approach for the uncertainty estimation.

The poor performance of the local uncertainty analysis may be associated to two factors: (i) the time discretization adopted for the solution of the model equations and (ii) the dynamics of the reservoir. Indeed, the reservoir $S$ is characterized by a high storage and a slow drainage. As a consequence, the perturbation $\Delta S_0$ considered is important as compared to the daily changes in the water level. A perturbation in $S_0$ is likely to strongly modify the number of activations of the switch in the distribution coefficient and therefore the number of peaks in the sensitivity to $S_0$. On the other hand, the daily changes in the water level in the reservoir $H$ are large compared to the perturbations $\Delta H_0$ considered. At a daily time step, the result is that the perturbation in $S_0$ is not likely to trigger a switch in the distribution coefficient. The case of the simulation 2 is somewhat different. The perturbation $\Delta H_0 < 0$ results in a complete emptying of the reservoir $H$. Since the emptying often occurs before the first overflow, the propagation of the sensitivity to $H_0$ is completely stopped, as explained in Section 3.3.3.
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### Table C.7: Hysteresis-based model. Empirical ($\Delta S_{\text{emp}}$) vs local ($\Delta S_{\text{loc}}$) uncertainty estimates of the Nash criterion over the calibration period (days 366 to 731).

<table>
<thead>
<tr>
<th>Example no.</th>
<th>$\Delta H_0$ (%)</th>
<th>$\Delta S_{\text{emp}}$ (%)</th>
<th>$\Delta S_{\text{loc}}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>$1.9 \times 10^{-2}$</td>
<td>$1.9 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>$5.0 \times 10^{-2}$</td>
<td>$4.8 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>$1.0 \times 10^{-1}$</td>
<td>$9.6 \times 10^{-2}$</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>$2.4 \times 10^{-3}$</td>
<td>$2.4 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>$6.3 \times 10^{-3}$</td>
<td>$6.0 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>$1.1 \times 10^{-2}$</td>
<td>$1.2 \times 10^{-2}$</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>$7.5 \times 10^{-3}$</td>
<td>$7.6 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>$1.8 \times 10^{-2}$</td>
<td>$1.9 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>$3.6 \times 10^{-2}$</td>
<td>$3.8 \times 10^{-2}$</td>
</tr>
</tbody>
</table>
Figure C.14: Empirical discharge sensitivity estimates for a perturbation in: a) the initial water level in the reservoir $S$, b) the initial water level in the reservoir $H$ for 1) the computational example 1, 2) the computational example 2, 3) the computational example 3. The simulation parameters are given in Table 4.

Table C.8: Vensim model. Empirical ($\Delta N_{\phi}^{\text{emp}}$) vs local ($\Delta N_{\phi}^{\text{loc}}$) uncertainty estimates for the Nash criterion over the calibration period (days 366 to 731).
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