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Lyapunov-based control of non isothermal continuous stirred tank reactors using irreversible thermodynamics

H. Hoang, F. Couenne, C. Jallut, and Y. Le Gorrec,

Abstract

In this paper, the thermodynamic availability function is used as a Lyapunov function for the practical derivation of non linear control laws for the stabilization of a large class of CSTRs far from the equilibrium. The strict convexity of the availability function is guaranteed as long as one of the extensive variables is fixed. In this study, we consider liquid mixture with constant volume, the constraint on the volume being insured by perfect regulation of the outlet flow of the CSTR. Several control laws are then derived which insure global asymptotic stability, exponential stability or simple asymptotic stability. These control laws are discussed regarding the magnitude and the dynamic variations of the control variable. It is shown that the availability function can be split into two parts: one corresponds to the mixing term and depends on mole numbers only and the other depends on both temperature and mole numbers. The two parts are positive and the second one is chosen as a new Lyapunov function. The use of this new Lyapunov function insures smooth variations of the control variable. An exothermal, first order chemical reaction leading to multiple steady-state operating points of the CSTR illustrates the proposed theory.
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I. INTRODUCTION

Stability analysis and control design are usually achieved by using energetic considerations, as in the Lyapunov theory [29] or more generally in approaches based on passivity [41]. Such tools are very efficient when electrical or mechanical systems are considered as the links between energy and system dynamics are well established. The port Hamiltonian framework is commonly used [8, 37, 38] for mechanical or electrical systems and the energy function traditionally used in these cases is restricted to that of the considered domain (electrical or mechanical). As a consequence, the energy is usually not conserved. Dissipation corresponds to the irreversible transfer of electrical or mechanical energy to the thermal domain that is not explicitly represented.

In thermodynamic systems, especially in the case of reaction processes, the total energy of the system is represented by the internal energy. Internal energy refers to the energy of matter at an atomic and molecular level. From the first law of thermodynamics it is a conserved quantity. As a consequence, the internal energy cannot be used as a storage function; indeed dissipation due to reaction irreversibly transfers energy from the material domain to the thermal domain, these two domains being represented within the internal energy. So one has to clarify the links existing between thermodynamics and system dynamics to exhibit a Lyapunov function candidate able to capture the irreversibility of the system for stability analysis and control design. Such studies initiated by the Brussels school of thermodynamics [18] led to active research activities in the process control domain. Indeed recently numerous researchers [1, 2, 16, 20, 42] proposed an insightful study of the thermodynamic availability function as defined previously in [9, 30] and its use for analysis and control design for some classes of thermodynamic systems. At the same time numerous works have been devoted to the modeling of irreversible thermodynamic systems using the port Hamiltonian framework [13, 15, 21, 32, 25]. Even if such formulation does not formally exist [14], a pseudo Hamiltonian formulation has proved to help to find the appropriate control law for a class of simple chemical reactors for example [15, 32].

This paper is concerned with the non linear control of Continuous Stirred Tank reactors (CSTRs). Such systems represent numerous difficulties that system control theory has to overcome: they are non linear, they may have multiple steady states and coupling between energy and material balances. For all theses reasons, CSTRs have been widely studied in literature with respect to control design, by using classical approaches (see for example [3, 5, 31, 7, 17, 19,
or more recently by using thermodynamic based approaches through the so called availability function [20, 23, 28, 35, 42] or Hamiltonian framework [13, 15, 21]. Nevertheless a majority of the thermodynamics based approaches consider strong assumptions about the constitutive equations (diffusion laws, reaction rate) to use passivity properties for control purpose or to exhibit system structural properties. Furthermore they are mainly devoted to infinite dimensional thermodynamic systems, process network or inventory control. It appears that even for simple reactions, control issues using thermodynamic properties are still open problems. The case of non isothermal CSTRs control by using thermodynamics was addressed in [4]. The authors proposed a hierarchical control formed by inventory controllers for the extensive variables combined with ”classical” controllers such as PI controller for the intensive variables. The authors do not use the availability function for the control design. They verify a posteriori that the controller devoted to the intensive variables modifies the entropy production. Furthermore they do not use the thermodynamic chemical potential for the control but the concentrations. In these control strategies the enthalpy of reaction and the heat capacities are considered as constant.

The objective of the current paper is twofold. First to derive stabilizing control laws directly from the thermodynamic availability function for a general class of CSTRs with time varying enthalpies of reaction and heat capacities. To remain in the thermodynamic context we have to use intensive variables such as chemical potentials. Moreover, the use of the availability function needs the use of a controller to fix at least one of the extensive variables of the system. In this paper we consider that there exists a “perfect” CSTR outlet flow control to keep the volume constant.

Second, it will be shown that the availability function is very conservative with respect to the magnitude and the dynamics of the control variables. To overcome this drawback, we modify the initial Lyapunov function by excluding a non-thermal part that is nonlinear with respect to the mole numbers.

This paper is organized as follows. In Section 2, thermodynamic properties of homogeneous mixtures are described. We recall how the availability function is defined in [42] and how it is used as a Lyapunov function. Section 3 is devoted to the non-linear control of CSTRs. Three control strategies are presented and analyzed with respect to the closed loop stability and actuators limitations. Section 4 provides an illustrative example. Section 5 ends the paper with concluding
II. IRRREVERSIBLE THERMODYNAMICS AND STABILITY

In this section we review the main thermodynamic concepts necessary for the stability analysis of CSTRs. As stated in the introduction, the internal energy cannot be used for control purposes, as it is a conserved quantity. One has to investigate the notion of entropy and study the associated potential functions usable for closed loop stabilization. We restrict our study to the case of homogeneous mixtures at constant pressure. Discussions related to phase separation and multiphasic mixtures can be found in [28].

A. Overview of thermodynamic concepts

In equilibrium thermodynamics, the system variables are divided into extensive and intensive variables, depending on whether their values depend on the ”size” of the system (extensive variables) or not (intensive variables). One can cite as an example of extensive variables the internal energy $U$, the volume $V$, the entropy $S$ or the mole number $n_i$ for each species $i$ ($i = 1, \cdots, n_c$) of the homogeneous mixture under consideration.

The intensive variables are the variables that are energy conjugate to the intensive variable: their product has the dimension of an energy. The internal energy of a homogeneous system is then expressed in terms of products of pairings of energy conjugate variables such as pressure $P$ - volume $V$, temperature $T$ - entropy $S$ and chemical potential $\mu_i$ - mole number $n_i$. The variation of the internal energy is derived from the variation of the extensive variables using the Gibbs equation [36]:

$$dU = TdS - PdV + \sum_{i=1}^{n_c} \mu_i dn_i$$  \hspace{1cm} (1)

Equivalently one can write the variation of the entropy as:

$$dS = \frac{1}{T}dU + \frac{P}{T}dV + \sum_{i=1}^{n_c} -\frac{\mu_i}{T} dn_i.$$  \hspace{1cm} (2)

or in vectorial form:

$$dS = w_U^T dZ_U$$  \hspace{1cm} (3)

with $w_U^T = \left( \frac{1}{T}, \frac{P}{T}, -\frac{\mu_1}{T}, \cdots, -\frac{\mu_{n_c}}{T} \right)$ and $Z_U^T = (U, V, n_1, \cdots, n_{n_c})$. When isobaric conditions are considered, it is more convenient to use the enthalpy $H$ instead of the internal
energy $U$. Indeed $H(S, P, n_i)$ is obtained as the Legendre transform of $U(S, V, n_i)$ with respect to the volume $V$. Using the fact that $H = U + PV$, one can write:

$$dH = dU + d(PV) = TdS + VdP + \sum_{i=1}^{n_c} \mu_i d n_i$$

which reduces to:

$$dH = dU + d(PV) = TdS + \sum_{i=1}^{n_c} \mu_i d n_i$$

when the pressure is assumed to be constant. As a consequence in this case:

$$dS = \frac{1}{T}dH + \sum_{i=1}^{n_c} \frac{-\mu_i}{T} d n_i.$$  

which can be written as:

$$dS = w^T dZ$$

with $w^T = \left( \frac{1}{T}, \frac{-\mu_1}{T}, \cdots, \frac{-\mu_{n_c}}{T} \right)$ and $Z^T = (H, n_1, \cdots, n_{n_c})$.

Since the entropy $S$ is an extensive variable, it is a homogeneous function of degree 1 of $Z$ (see [9]). So from Euler’s theorem [9, 36], we obtain:

$$S(Z) = w^T Z$$

Equation (7) or (3) can also be applied in irreversible thermodynamics as soon as the local equilibrium assumption is assumed: it postulates that the present state of the homogeneous system in any evolution can be characterized by the same variables like those at equilibrium and is independent of the rate of evolution [18].

As a consequence of (7) or (3), the time derivative of the entropy can alternatively be written as:

$$\frac{dS}{dt} = w^T \frac{dZ}{dt}$$

Based on the second law of thermodynamics in the case of homogeneous thermodynamical systems, the entropy function $S(Z)$ is concave with respect to its arguments $Z$ (see [9]). Indeed from equation (7) and Euler’s equation (8), the intersection of the map $S$ with its tangent plane

1Let $f : \mathbb{R}_+^n \rightarrow \mathbb{R}$. The function $f$ is homogeneous of degree $k$ if for all $x \in \mathbb{R}_+^n$ and $\alpha > 0$, $f(\alpha x) = \alpha^k f(x)$.

2If $f : \mathbb{R}_+^n \rightarrow \mathbb{R}$ is continuously differentiable and homogeneous of degree $k > 0$, then $\sum_{i=1}^{n} \frac{\partial f}{\partial x_i} x_i = kf(x_1, \cdots, x_n)$.
in $S(Z)$ is a straight line of slope $w^T$. Intensive variables $w^T$ are homogeneous functions of degree 0 of $Z$. This implies that all the pairs of points of the state space, $Z_\alpha$ and $Z_\beta$ such that:

$$
\frac{H_\alpha}{n_\alpha} = \frac{n_\beta}{n_\beta} = \lambda, \; i = 1, \cdots, n_c; \; \lambda \in \mathbb{R}
$$

(10)

have the same slope $w_\alpha = w_\beta$. As a consequence $S$ is not strictly concave but admits a tangent hypersurface defined by (10). $\lambda$ is fixed as soon as one of the extensive variables such as $n_k$, the total mole number $N = \sum_k n_k$, $V = \sum_k n_k v_k$, $H = \sum_k n_k h_k$, or the total mass $M = \sum_k n_k m_k$ is fixed. In these expressions $v_k$, $h_k$ and $m_k$ are the partial molar volume, partial molar enthalpy and molar mass of the component $k$. In this case the entropy function $S$ becomes strictly concave.

Strict concavity of $S$ with respect to some extensive variable $Z$ induces that the intersection between the tangent line and $S(Z)$ is a point. Such a situation is depicted in Fig. 1.

![Fig. 1. Entropy and availability functions with respect to $Z$.](image)

From these observations, it can be shown (see [42]) that the non negative function:

$$
\mathcal{A}(Z) = S_e + w_e^T(Z - Z_e) - S(Z)
$$

(11)

where $Z_e$ is a fixed reference state (as an example the desired set point for closed loop control) satisfying the aforementioned constraint, is such that:

$$
\mathcal{A}(Z) > 0 \; \forall Z \neq Z_e \; , \; \mathcal{A}(Z_e) = 0
$$

(12)

$\mathcal{A}(Z)$ is the algebraic distance between the entropy $S(Z)$ and the tangent plane passing through $Z_e$. This function is called *availability function* and is in this case strictly convex and usable as
a Lyapunov function for closed loop control purpose. Let us consider Example 1 to illustrate the fact that the availability function is strictly convex as soon as one extensive variable is fixed.

**Example 1 (Strict convexity of the Availability function: illustrative example):** We consider the mixing entropy of an ideal solution composed of two species as given by:

$$\Delta S^m(n_1, n_2) = -Rn_1 \ln \left( \frac{n_1}{n_1 + n_2} \right) - Rn_2 \ln \left( \frac{n_2}{n_1 + n_2} \right)$$  \hspace{1cm} (13)

One can easily check that $\Delta S^m(n_1, n_2)$ is a first order homogeneous function concave with respect to $n_1$ and $n_2$ and

$$\left( \frac{\partial \Delta S^m}{\partial n_1}, \frac{\partial \Delta S^m}{\partial n_2} \right) = \left( -R \ln \left( \frac{n_1}{n_1 + n_2} \right), -R \ln \left( \frac{n_2}{n_1 + n_2} \right) \right)$$  \hspace{1cm} (14)

are zero order homogeneous functions with respect to $n_1$ and $n_2$. In this case $\mathcal{A}$ is defined by:

$$\mathcal{A}(n_1, n_2) = Rn_1 \left( \ln \left( \frac{n_1}{n_1 + n_2} \right) - \ln \left( \frac{n_{1e}}{n_{1e} + n_{2e}} \right) \right)$$

$$+ Rn_2 \left( \ln \left( \frac{n_2}{n_1 + n_2} \right) - \ln \left( \frac{n_{2e}}{n_{1e} + n_{2e}} \right) \right)$$  \hspace{1cm} (15)

One can check that $\mathcal{A}(n_{1e}, n_{2e}) = \mathcal{A}(\lambda n_{1e}, \lambda n_{2e}) = 0, \forall \lambda \in \mathbb{R}$ and $\mathcal{A}$ is not strictly convex. This situation is represented in Fig. 2 by the contact line. If one imposes $N = n_1 + n_2$ constant then $\mathcal{A}$ becomes strictly convex and can be considered as a Lyapunov function candidate. This last situation is depicted in Fig. 1.

![Fig. 2. $\Delta S$ function and its tangent plane.](image-url)
It is important to note that the positivity of the availability function comes from thermodynamic properties of the homogeneous mixture. Yet the dynamic behavior of the system only depends on the balance equations. □

B. Thermodynamic properties and stabilization

In the previous subsection we have shown that from thermodynamic properties of the entropy function one can exhibit a positive function that is strictly convex and that vanishes in \( Z_e \). In the following we focus our attention on the dynamic control of CSTRs. We will show that these thermodynamic systems can be described by a set of ordinary differential equations of the form:

\[
\frac{dZ}{dt} = f(Z) + g(Z)u
\]  

(17)

The idea is to use the availability function as Lyapunov function and to find an appropriate control strategy so that this function decreases with time. This problem can be formulated as follows.

Control Problem. The stabilization of the thermodynamic system (17) about the desired equilibrium point \( Z_e \) is the problem of designing a feedback control law \( u(Z) \) in (17) so that:

\[
\frac{dA}{dt} = \tilde{w}^T \frac{dZ}{dt} < 0 \quad \text{where} \quad \tilde{w} = \begin{pmatrix} \tilde{w}_1 \\ \tilde{w}_2 \end{pmatrix}
\]

(18)

with \( \tilde{w}_1 = \frac{1}{T} - \frac{1}{T_e} \), \( \tilde{w}_2 = \frac{-\mu}{T} + \frac{\mu_e}{T_e} \)

(19)

□

III. THERMODYNAMIC MODELING AND NONLINEAR CONTROL OF CSTRs

A. General modeling of CSTRs

We first recall the considered assumptions.

Assumptions 1. We consider a liquid homogeneous mixture of \( n_c \) species having the following properties:

1. The reacting mixture is assumed to be ideal and incompressible.
2. Isobaric conditions are considered.
3. The total volume \( V \) is assumed to be constant. This constraint is satisfied by perfect output molar flow regulation.

4. The CSTR is controlled through the jacket heat flow \( \dot{Q} \).

Assumption 1.2 allows \( H \) instead of \( U \) to be considered for the modelling. Hypothesis 1.3 guarantees the strict concavity of the entropy function (in the following one could have considered constraint on the total mass number without significant change or computational difficulty) and consequently the strict positivity of the availability function\[1, 2\], i.e.:

\[
A(Z) = -(w - w_e)^T Z > 0, \forall Z \neq Z_e, \ A(Z_e) = 0 \text{ for } Z = Z_e
\] (20)

The species balances within the CSTR can be written:

\[
\frac{dn}{dt} = F_i - F_o + V \nu^T r
\] (21)

where \( n \) is the vector of mole numbers, \( F_i, F_o \) the inlet and outlet molar flows respectively, \( \nu \) the matrix of stoichiometric coefficients and \( r \) the vector of reaction rates. Let us now consider the energy balance equation involving the enthalpy variable \( H \) in the case of the isobaric condition [36]:

\[
\frac{dH}{dt} = h_i^T F_i - h_o^T F_o + \dot{Q}
\] (22)

where \( h_i, h_o \) are the vectors of partial molar enthalpies respectively at the inlet and the outlet of the CSTR, \( \dot{Q} \) is the heat flow exchanged with the jacket.

By expressing the outlet molar flows as a function of inlet molar flows and mole numbers the volume of the mixture is defined by:

\[
V = v^T n
\] (23)

where \( v \) is the vector of molar partial volumes which are assumed to be constant. As a consequence the constraint on the total volume can be written:

\[
\frac{dV}{dt} = v^T \frac{dn}{dt} = 0 \text{ or equivalently } v^T F_i - v^T F_o + V v^T \nu^T r = 0
\] (24)

\( F_o \) can be expressed with respect to the total molar flow rate \( F \) as:

\[
F_o = \frac{n}{N} F \text{ then } v^T F_o = \frac{V}{N} F
\] (25)

where \( N = \sum_k n_k \) is the total number of moles. From (24) we obtain:

\[
F = \frac{N v^T}{V} (F_i + V \nu^T r) \text{ and } F_o = \frac{nv^T}{V} (F_i + V \nu^T r)
\] (26)
Consequently the constraint on the volume is guaranteed as soon as the outlet molar flow is chosen equal to (26). To summarize the balances on extensive variables can be written:

$$\frac{dZ}{dt} = f(Z) + g(Z)u$$

(27)

with:

$$f = \begin{pmatrix} f_H \\ f_n \end{pmatrix} = \begin{pmatrix} \left(h_i^T - h_o^T \frac{\nu T}{V}\right) F_i - h_o^T \nu^T r \\ \left(I_{n_c,n_c} - \frac{\nu^T}{V}\right) (V \nu^T r + F_i) \end{pmatrix}$$

(28)

$$g = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad u = \dot{Q}$$

From now on the constraint on the volume is implicitly taken into account in (27).

To end we consider the additional following assumptions [5]:

**Assumptions 2.**

1. At isothermal condition, $T = T_e$ corresponds a unique set of stationary mole numbers $n_e$.
2. The reaction kinetics are smooth and thus open loop dynamics $f_H$ and $f_n$ are smooth.

**B. Non linear control using $\mathcal{A}$ as a Lyapunov function**

In this subsection the heat flow $\dot{Q}$ is used as the control variable through state feedback i.e. $u = u(Z)$, to solve the Control Problem of subsection II-A. We are also interested in the applicability of the proposed control strategy. In particular the proposed control variable $u(Z)$ has to be bounded. It is not always true when global asymptotic stability is considered and consequently only simple asymptotic stability has to be considered. These considerations will lead to the modification of the Lyapunov function (Subsection III-C).

Let us first consider the global stabilization problem. The availability function $\mathcal{A}$ defined by (11) can be explicitly written:

$$\mathcal{A}(Z) = -\bar{w}^T Z = -\left(\frac{1}{T} - \frac{1}{T_e}\right) H - \left(\frac{-\mu}{T} + \frac{\mu_e}{T_e}\right)^T n$$

(29)

and from (27):

$$\frac{d\mathcal{A}(Z)}{dt} = -\bar{w}^T \frac{dZ}{dt} = -\bar{w}_1^T f_H - \bar{w}_2^T f_n - \bar{w}_1^T u$$

(30)

The realization of the control law able to solve the aforementioned Control problem is obtained from (30) by inverting $\bar{w}_1$ as stated in Proposition 1.

**Proposition 1:** The dynamic system (27,28) is:
• globally asymptotically stable in $Z_e$ if :

$$u(Z) = -f_H + \tilde{w}_1^{-1} \left( (Z - Z_e)^T K(Z) (Z - Z_e) - \tilde{w}_2^T f_n \right)$$ (31)

$K(Z)$ being a positive definite matrix valued function and $f_H, f_n$ defined by (28). In this case

$$\frac{dA}{dt} = - (Z - Z_e)^T K(Z) (Z - Z_e) < 0, \quad \forall Z \neq Z_e$$ (32)

• exponentially stable in $Z_e$ if:

$$u(Z) = -f_H + \tilde{w}_1^{-1} \left( -\tilde{w}_2^T f_n + K(Z)A \right)$$ (33)

with $K(Z)$ a positive definite valued function and $A$ defined from (11). In this case

$$\frac{dA}{dt} = -K(Z)A$$ (34)

Proof. $A(Z)$ is chosen as a Lyapunov function candidate. Let us now consider (30). Choosing $u(Z)$ defined by (31) guarantees that (32) is satisfied since $K(Z)$ is a positive matrix. $A$ is then positive, equal to zero for $Z = Z_e$. Its time derivative remains negative for all $Z \neq Z_e$. Furthermore $\frac{dA}{dt}$ tends to $-\infty$ if $\|u(Z)\|$ tends to $-\infty$. When (33) is considered $A$ can be written

$$A = A_{t=0} e^{-Kt}$$ (35)

Furthermore it is possible to write $A$ on the form (see the proof of Lemma 1 for details):

$$A = - \left( 1 - \frac{T}{T_e} + ln \left( \frac{T}{T_e} \right) \right) C_p - \sum_k n_k Rln \left( n_{ke} \sum_j n_{je} \right) \left( \frac{n_{ke} \sum_j n_{je}}{n_k \sum_j n_{je}} \right)$$ (36)

where $C_p = \sum_i n_i c_{pi}$. From the constraint on the total volume the mole numbers are positive and bounded and then $0 < C_{pmin} \leq C_p \leq C_{pmax}$. Furthermore in this case $- \sum_k n_k Rln \left( \frac{n_{ke} \sum_j n_{je}}{n_k \sum_j n_{je}} \right)$ is a positive bounded function. As a consequence there exist two positive constants $\kappa_1, \kappa_2$ such that:

$$\kappa_1 |T - T_e| < A < \kappa_2 |T - T_e|$$ (37)

Equations (35) and (37) imply that $T$ exponentially converges to $T_e$. From Assumption 2.2 one can state that $n_k$ exponentially converge to $n_{ke}$ and then $H$ converges to $H_e$. □

One problem is that the control law can be unbounded from the inversion of $\left( \frac{1}{T} - \frac{1}{T_e} \right) = \tilde{w}_1$. To avoid such undesirable behavior we can bound the Lyapunov function time derivative by a negative quadratic function of the intensive variable $\tilde{w}_1$ instead of the extensive variables $Z$, as
stated in Proposition 2. Indeed, in this case, the control variable depends only on \( \tilde{w}_1^{-1} \tilde{w}_2^T f_n \) and this term remains bounded. Such property is difficult to prove in the general case. Nevertheless, this preliminary result will lead to the definition of a new Lyapunov function usable for control purpose. In this last case the boundedness of the control variable can be proved (cf. Theorem 1).

**Proposition 2:** The dynamic system defined by (27,28) is asymptotically stable in \( Z_e \) if :

\[
u(Z) = -f_H + K_1(Z) \tilde{w}_1 - \tilde{w}_1^{-1} \tilde{w}_2^T f_n\]

where \( f_H \) and \( f_n \) are defined by (28) and \( K_1 \) is a real positive constant \(^3\). In this case

\[
\frac{dA}{dt} = -K_1(Z) \tilde{w}_1^2 < 0 \quad \forall \ T \neq T_e
\]

and

\[
\lim_{Z \to Z_e} u(Z) = 0
\]

**Proof.** The inequality (39) is derived from equations (30) and (38). The time derivative of \( A(Z) \) remains negative for all \( T \neq T_e \). From Assumption 2.1, the invariant set associated to \( \dot{A}(Z) = 0 \) at \( T = T_e \) reduces to \( Z_e = (H_e, n_e) \). Then from LaSalle’s Theorem [29] the system trajectories converge asymptotically to the equilibrium state \( Z_e \) and then \( f_n \to 0, \frac{1}{T} \to \frac{1}{T_e} \) and \( \frac{dT}{dt} \to 0 \). Since the pressure influence is neglected, the variation of the molar enthalpy of a species \( i \) is given by:

\[
dh_i = c_{pi}dT
\]

Then the time derivative of the enthalpy \( H = n^T h \) can be written:

\[
\frac{dH}{dt} = C_p \frac{dT}{dt} + h^T \frac{dn}{dt}
\]

Let us now consider system (27) in closed loop with (38), i.e.:

\[
\frac{dH}{dt} = C_p \frac{dT}{dt} + h^T \frac{dn}{dt} = f_H + u
\]

with

\[
u(Z) = -f_H + K_1 \tilde{w}_1 - (\tilde{w}_1)^{-1} \tilde{w}_2^T f_n
\]

\(^3\)The proof remains true with \( K_1(Z) \) a real valued positive function
Then by using the notation $f_n = \frac{\partial m}{\partial t}$ one can write:

$$C_p \frac{dT}{dt} = K_1 \tilde{w}_1 - L(T, n)$$  \hspace{1cm} (45)

with ($c_p$ being the vector of the partial heat capacities $c_{pi}$):

$$\begin{align*}
C_p &= c_p^T n, \\
L(T, n) &= (\tilde{w}_1^{-1} \tilde{w}_2^T + h^T) f_n
\end{align*}$$  \hspace{1cm} (46)

$C_p = \sum_i n_i c_{pi}$ is strictly positive [36] so that from equation (45), $L(T, n) \to 0$ when $Z \to Z_e$.

It is easy to show that $h^T f_n \to 0$ and then that $(\tilde{w}_1^{-1} \tilde{w}_2^T) f_n$ converges to $0$ proving (40). $\Box$

**Remark 1:** Let us note that the proposition remains true as strict positivity of $C_p$ is always true according to the second law [36].

**C. Modification of the Lyapunov function**

The availability function combines terms that depends on temperature and mole numbers. It appears that the control efforts, especially at the beginning of the reaction, are mainly devoted to counterpart the fraction of the time derivative of the availability function which only depends on mole numbers. The most important consequence is a jacket temperature that can be excessively high or with unacceptable range for its dynamics (cf Example of Section IV) at the beginning of the reaction.

The idea is to let the part of the availability function that only depends on mole numbers $n$ free by defining a new Lyapunov function. Indeed for an ideal mixture one can write (cf Proof of Lemma 1):

$$\left(\frac{-\mu}{T} + \frac{\mu_0}{T_e}\right)^T = \Gamma(H, n) + \Lambda(n)$$  \hspace{1cm} (47)

Thus the availability function defined by (29) can be written in the form:

$$\begin{align*}
\mathcal{A}(Z) &= -\tilde{w}_1^T H - (\Gamma(H, n) + \Lambda(n))^T n \\
&= \mathcal{A}_1(H, n) + \mathcal{A}_2(n)
\end{align*}$$  \hspace{1cm} (48)

and one can consider $\mathcal{A}_1$ as the new Lyapunov function. Let us first describe such decomposition in Lemma 1. Its use for control derivation is detailed in Theorem 1.

**Lemma 1:** In the case of an ideal mixture, the availability function (29) can be written as the sum of two positive functions $\mathcal{A}_1$ and $\mathcal{A}_2$ so that:

$$\begin{align*}
\mathcal{A}_1(H, n) &= -\left(\frac{1}{T} - \frac{1}{T_e}\right) H - \Gamma(H, n)^T n \\
\mathcal{A}_2(n) &= -\Lambda(n)^T n
\end{align*}$$  \hspace{1cm} (49)
with
\[ \Gamma(H, n) = c_p \ln \left( \frac{T}{T_e} \right) - \frac{h_i}{T_e} + \frac{h_{ie}}{T_e} \]
\[ \Lambda_k(n) = R \ln \left( \frac{n_{ke} \sum_i n_i}{n_k \sum_i n_{ie}} \right) \] (50)

Furthermore $A_2$ is a homogeneous function of degree one with respect to $n$ and
\[ \frac{dA_1}{dt} = -\tilde{w}_r \cdot dZ \] (51)
with $Z = (H, n)$, $\tilde{w}_r^T = (\tilde{w}_r^T, \tilde{w}_r^2 T) = (\frac{1}{T} - \frac{1}{T_e}, \Gamma^T)$

Proof. We first start by decomposing the chemical potential into two parts, aiming at highlighting the term which is dependent only on the species. From definition of the chemical potential:
\[ \mu_i = h_i - T s_i \] (52)

with, in the case of the ideal incompressible mixture,
\[ s_i = c_{pi} \ln \left( \frac{T}{T_{ref}} \right) + s_{iref} - R \ln \left( \frac{n_i}{N} \right) \] (53)

with respectively $c_{pi}$, $s_{iref}$ as the heat capacity and as the reference entropy. After some basic manipulations, one can write from (52) and (53):
\[ \left( -\frac{\mu_i}{T} + \frac{\mu_{ie}}{T_e} \right) = \Gamma_i(H, n) + \Lambda_i(n) \] (54)

with
\[ \Gamma_i(H, n) = c_{pi} \ln \left( \frac{T}{T_e} \right) - \frac{h_i}{T} + \frac{h_{ie}}{T_e} \]
\[ \Lambda_i(n) = R \ln \left( \frac{n_{ie} \sum_k n_{ie}}{n_i \sum_k n_{ke}} \right) \] (55)

The availability function can be written:
\[ A(H, n) = -\tilde{w}_r^T H - \Gamma^T n - \Lambda^T n \] (56)

$\Gamma$ and $\Lambda$ being the two column vectors of component $\Gamma_i$ and $\Lambda_i$ respectively. Furthermore firstly by using:
\[ H = h^T n \] (57)

it is easy to show that $A_1 = -\left( 1 - \frac{T}{T_e} + \ln \left( \frac{T}{T_e} \right) \right) C_p$. From the strict negativity of the function $f : x \rightarrow 1 - x + \ln(x)$ for $x > 0, x \neq 1$ and the fact that $C_p > 0$ then $A_1(Z) > 0, \forall Z \neq Z_e$.

Secondly, $A_2$ is defined by:
\[ A_2 = \sum_i \left( R \ln \left( \frac{n_{ie} \sum_k n_{ke}}{n_{ie} \sum_k n_{ke}} \right) \right) n_i \] (58)
Let us note that:

\[
\frac{\partial \mathcal{A}_2}{\partial n_i} = R \ln \left( \frac{n_i \sum_k n_{ke}}{n_{ie} \sum_k n_k} \right)
\]  

(59)

and that \( \mathcal{A}_2 \) is a homogeneous function of degree one with respect to \( \mathbf{n} \):

\[
\mathcal{A}_2 = \frac{\partial \mathcal{A}_2}{\partial \mathbf{n}} \mathbf{n} = -\Lambda^T \mathbf{n}
\]  

(60)

Consequently:

\[
\frac{d \mathcal{A}_2}{dt} = \frac{\partial \mathcal{A}_2}{\partial \mathbf{n}} \frac{d \mathbf{n}}{dt} = -\Lambda^T \frac{d \mathbf{n}}{dt}
\]  

(61)

From (56):

\[
\frac{d \mathcal{A}}{dt} = - \left( \frac{1}{T} - \frac{1}{T_e} \right) \frac{d H}{dt} - (\Gamma^T + \Lambda^T) \frac{d \mathbf{n}}{dt}
\]  

(62)

and then using (61):

\[
\frac{d \mathcal{A}_1}{dt} = -\tilde{w}_r \frac{dZ}{dt}
\]  

(63)

Let us now show the positivity of \( \mathcal{A}_2 \). \( \mathcal{A}_2 \) can be written:

\[
\mathcal{A}_2 = R \sum_i \ln \left( \frac{n_i}{\sum_k n_k} \right) n_i - R \sum_i \ln \left( \frac{n_{ie}}{\sum_k n_{ke}} \right) n_i
\]  

(64)

with \( \Theta = R \sum_i \ln \left( \frac{n_i}{\sum_k n_k} \right) n_i \). One can easily show that \( \Theta(\mathbf{n}) \) is convex. Furthermore:

\[
\frac{\partial \Theta}{\partial n_i} = R \ln \left( \frac{n_i}{\sum_k n_k} \right) \quad \text{and} \quad \Theta = \frac{\partial \Theta}{\partial \mathbf{n}} \mathbf{n}
\]  

(65)

Then \( \mathcal{A}_2 \) can be viewed as the distance between \( \Theta(\mathbf{n}) \) and its tangent plane in \( \mathbf{n}_e \) i.e.:

\[
\mathcal{A}_2 = \Theta(\mathbf{n}) - \left( \frac{\partial \Theta}{\partial \mathbf{n}} \right)_{\mathbf{n}=\mathbf{n}_e} \left( \mathbf{n} - \mathbf{n}_e \right) + \Theta(\mathbf{n}_e) > 0
\]  

(66)

One can remark that \( \mathcal{A}_1 \) has very similar properties to \( \mathcal{A} \) and that it can be used as a new Lyapunov function to derive stabilizing control law. It remains to concentrate the control on the thermal part of the system by avoiding the important actuator effort to control the material part (that is indirectly stabilized).

**Theorem 1:** The dynamic system (27,28) is asymptotically stable in \( Z_e \) if:

\[
u(Z) = -f_H + K_1(Z) \tilde{w}_1 - \tilde{w}_1^{-1} \Gamma^T f_n
\]  

(67)

with \( \Gamma^T \) defined from (55) and with \( K_1(Z) \) a real valued positive function. In this case \( \mathcal{A}_1 \) is a Lyapunov function for the closed loop system satisfying:

\[
\frac{d \mathcal{A}_1}{dt} = -K_1(Z) \tilde{w}_1^2 < 0 \quad \forall T \neq T_e
\]  

(68)
The function: \( T \mapsto \tilde{w}_1^{-1} \Gamma^T \) being \( C^\infty \), \( T \) and \( u \) are \( C^\infty \). Furthermore the closed loop temperature is monotone and does not cross \( T = T_e \).

**Proof.** We have shown that \( A_1(Z) > 0 \) for \( (Z) \neq (Z_e) \) and that \( A_1(Z_e) = 0 \). Consequently \( A_1 \) can be considered as a new Lyapunov candidate. Replacing (67) in (51) one obtains:

\[
\frac{dA_1}{dt} = -K_1 \tilde{w}_1^2 < 0 \quad \forall T \neq T_e
\]

(69)

So the time derivative of \( A_1 \) remains negative for \( T \neq T_e \). From Assumption 2.1, the invariant set associated to \( \dot{A}_1 = 0 \) at \( T = T_e \) reduces to \( Z_e = (H_e, n_e) \). Thus from LaSalle’s Theorem [29] the system trajectories converge asymptotically to the equilibrium state \( Z_e \). Once again by using (67) in the expression of the energy balance (see the proof of Proposition 2) for details), one can write:

\[
C_p \frac{dT}{dt} = K_1 \tilde{w}_1 - L(T, n)
\]

(70)

with

\[
L(T, n) = (\tilde{w}_1^{-1} \Gamma^T + h^T) f_n
\]

(71)

We can note that both the control law and the temperature derivative depend on \( \tilde{w}_1^{-1} \Gamma^T = (c_p T_{ref} - h_{ref}) + c_p \left( \frac{1}{T} - \frac{1}{T_e} \right)^{-1} \ln \left( \frac{T}{T_e} \right) \). The function \( \tilde{w}_1^{-1} \Gamma^T \) can be derived from the function \( f : x \rightarrow \ln x \) which is \( C^\infty \) for \( x > 0 \). Consequently by using Assumption 2.2 \( \tilde{w}_1^{-1} \Gamma^T f_n \) is \( C^\infty \). Thus the control law and the temperature profile are \( C^\infty \). Let us now give a sketch of the proof to show that the closed loop temperature profile is strictly monotone and does not cross \( T = T_e \).

For that purpose we have to show that if \( T_0 > T_e \) then \( \frac{dT}{dt} \) remains negative as soon as \( K_1 > 0 \). Reversely if \( T_0 < T_e \) then \( \frac{dT}{dt} \) remains positive as soon as \( K_1 \) is chosen positive. Let us consider the case \( T_0 > T_e \). One can easily show from Equation 45 that:

\[
C_p \frac{dT}{dt} = K_1 \tilde{w}_1 - (\tilde{w}_1^{-1} \Gamma^T + h^T) f_n
\]

(72)

\( C_p \) being positive, if \( T > T_e \) then \( \frac{dT}{dt} \) remains negative if \( K_1 \tilde{w}_1 - (\tilde{w}_1^{-1} \Gamma^T + h^T) f_n < 0 \). By using the expressions of \( f_n \), \( \Gamma^T \), and \( h^T \) with respect to \( T \) and \( n \) and the fact that the \( n_i \) are bounded from the conservation of the volume and that the logarithm function is a concave function and the Arrhenius term is bounded on the considered domain, one can show that there exists a function \( \Pi(T) \) such that:

\[
-(\tilde{w}_1^{-1} \Gamma^T + h^T) f_n < \Pi(T)
\]

(73)
and that $K_1 \tilde{w}_1 + \Pi(T) < 0$ for all $T > T_e$ as soon as $K_1 > 0$. As a consequence:

$$C_p \frac{dT}{dt} = K_1 \tilde{w}_1 - \left( \tilde{w}_1^{-1} \Gamma^T + h^T \right) f_n < K_1 \tilde{w}_1 + \Pi(T) < 0 \quad (74)$$

That ends the first part of the proof. The second part of the proof can be treated with similar arguments. □

**Remark 2:** Let us remark that

$$\mathcal{A} = \mathcal{A}_1 + \mathcal{A}_2 \quad (75)$$

thus

$$\frac{d\mathcal{A}_1}{dt} < 0 \text{ is equivalent to } \frac{d\mathcal{A}}{dt} < \frac{d\mathcal{A}_2}{dt} \quad (76)$$

As $\frac{d\mathcal{A}_2}{dt}$ could be positive, the use of $\mathcal{A}_1$ is less restrictive than the use of $\mathcal{A}$.

### IV. Case study: A non isothermal CSTR model

The case study illustrates the efficiency of the control strategies in the case of a first-order chemical reaction: $A \rightarrow B$. In the previous section the considered control variable was $\dot{Q}$. In practice the manipulated control variable is usually the jacket temperature $T_j$. In this study we consider that these two variables are linked through the linear relation:

$$\dot{Q} = \alpha (T_j - T) \quad (77)$$

$\alpha (W/K)$ is the heat transfer coefficient. $T_j$ is manipulated through a Cooler/Heater supply system and has to have smooth variations. It will be shown how the design parameter $K_1$ can be fixed from the initial conditions and how the use of the modified Lyapunov function insures gentle variations of the control variable. In the following we consider the same assumptions as the ones made in Subsection III-A. We moreover assume that:

- The kinetics of the liquid phase reaction is given by $k_0 e^{-E/kT} \frac{n_A}{V}$, $E(J/mol)$, $R(J/mol/K)$ and $k_0$ are the activation energy, the gas constant and the rate constant respectively.
- The two species have the same partial molar volumes $v_A = v_B = v (m^3/mol)$.

All the numerical data relative to this example are gathered in table I (see also [22]).

In the following we consider a regulation of the total output molar flow $F_o$ so that the total mass in the reactor remains constant. This guarantees the strict convexity of the availability function.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_pA$</td>
<td>75.24</td>
<td>$C_pB$</td>
<td>60.</td>
</tr>
<tr>
<td>$E$</td>
<td>1046.43</td>
<td>$h_{Aref}$</td>
<td>0</td>
</tr>
<tr>
<td>$h_{Bref}$</td>
<td>-4575</td>
<td>$k_0$</td>
<td>$0.12\ 10^{10}$</td>
</tr>
<tr>
<td>$P$</td>
<td>$10^5$</td>
<td>$P_{ref}$</td>
<td>$10^5$</td>
</tr>
<tr>
<td>$R$</td>
<td>8.314</td>
<td>$T_{ref}$</td>
<td>300</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.0005</td>
<td>$V$</td>
<td>0.001</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.05808</td>
<td>$s_{Aref}$</td>
<td>210.4</td>
</tr>
<tr>
<td>$s_{Bref}$</td>
<td>180.2</td>
<td>$\xi_A$</td>
<td>1</td>
</tr>
<tr>
<td>$\xi_B$</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE I**

Numerical values of parameters.

A. **CSTR modelling**

The balances on species $A$ and $B$ can be written:

$$
\begin{align*}
\frac{dn_A}{dt} &= F_{Ai} - F_{Ao} - r_v V \\
\frac{dn_B}{dt} &= -F_{Bo} + r_v V
\end{align*}
$$

and the energy balance can be written:

$$
\frac{dH_{AB}}{dt} = \alpha (T_j - T) + F_{Ai} h_{Ai} - (F_{Ao} h_A + F_{Bo} h_B)
$$

The total volume within the reactor can be written: $V = \sum_{l=A,B} n_l v_l$, $v_l$ being the specific molar volume of component $l$. The total outlet molar flow rate $F$ is chosen so that the total volume is constant i.e. $\frac{dV}{dt} = 0$ (see Subsection III-A). The outlet molar flows of species $A$ and $B$ are $F_{Ao} = x_A F$ and $F_{Bo} = x_B F$, with:

$$
F = \frac{v_A F_{Ai} + (v_B - v_A) r_v V}{x_A v_A + x_B v_B}
$$

where $x_A$, $x_B$, $v_A$, $v_B$ are the molar fractions and the molar volumes of components $A$ and $B$ respectively. As a consequence, using the first balance equation in (78) and equation (79) one can write, with $k_1 = \frac{E}{R}$ and $H_{AB} = n_A h_A + n_B h_B$:

$$
\begin{align*}
\frac{dH_{AB}}{dt} &= \alpha (T_j - T) + F_{Ai} (h_{Ai} - \beta_1 H_{AB}) - \beta_2 H_{AB} r_v \\
\frac{dn_A}{dt} &= F_{Ai} (1 - \beta_1 n_A) - (1 + n_A \beta_2) r_v V
\end{align*}
$$
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where \( \beta_1 = \frac{v_A}{x_A v_A + x_B v_B} \) and \( \beta_2 = \frac{v_B - v_A}{x_A v_A + x_B v_B} V \).

**Remark 3:** The system (81) can be written in the form (27) with \( u = T_j \) by:

\[
\begin{pmatrix}
    f_{H_{AB}} \\
    f_{n_{AB}}
\end{pmatrix} =
\begin{pmatrix}
    F_{Ai}(h_{Ai} - \beta_1 H_{AB}) - \beta_2 H_{AB} r_V - \alpha T \\
    F_{Ai}(1 - \beta_1 n_A) - (1 + n_A \beta_2) r_V V
\end{pmatrix}
\]

(82)

The steady states are computed for the following conditions (inlet molar flow of component A and temperature, jacket temperature):

\( F_{Ai} = 0.0183 \text{ mol s}^{-1}, T_i = 310 K \) and \( T_j = 300 K \)  

(83)

Using these operating conditions, the system admits three steady states denoted \( P_1, P_2 \) and \( P_3 \). \( P_1 \) and \( P_3 \) are stable, whereas the steady state operating point \( P_2 \) is unstable. Depending on the initialization state, the chemical reaction shuts down (low temperature) toward steady state \( P_1 \), or the reaction runs out of control (high temperature) toward the steady state \( P_3 \). It can be illustrated by loop simulations (Fig. 3), with respect to the initial conditions \( (C1 : T_0 = 340 K, n_{A0} = 0.6 \text{ mol}), (C2 : T_0 = 325 K, n_{A0} = 1.8 \text{ mol}), (C3 : T_0 = 300 K, n_{A0} = 1.6 \text{ mol}) \) and \( (C4 : T_0 = 300 K, n_{A0} = 0.6 \text{ mol}) \).

![Fig. 3. The representation of the open loop phase plane.](image)

**B. Controller synthesis and simulations**

This section illustrates the performances of the different control strategies of Section III. The objective is to stabilize the system around the unstable point \( P_2 \), i.e. \( P_2(Z_e) \). First, we consider
the exponential stabilization using the feedback law (33) with initial state \((T_0 = 300 \text{ K}, n_{A0} = 1 \text{ mol})\). \(K_1 = 0.035\) is computed from the initial condition and in such a way that \(\dot{Q}(t = 0) = 0\).

![Graph](image1.png)

![Graph](image2.png)

Fig. 4. Temperature and composition responses.

Figure 4 shows that the system is stable around \(P_2\) and that the feedback plays its role. One can also notice that \(T\) has an overshoot and crosses many time \(T_e = 300 \text{ K}\). The response of the composition has the same behavior.

![Graph](image3.png)

![Graph](image4.png)

Fig. 5. Availability function and jacket temperature.

In Figure 5 we see that the availability function decreases exponentially as it is imposed by the
control strategy. However, due to the inversion of $\tilde{w}_1$ and the temperature profile in Figure 4 and the control variable, i.e. the jacket temperature, presents many singularities with inadmissible values.

Let us now consider the control strategy (38). Figure 6 shows that again the system is stable around $P_2$.

![Figure 6. Temperature and composition responses.](image)

Even if the control variable remains bounded, as it is illustrated in Figure 7, the jacket temperature is out of physical bounds. Indeed the jacket temperature reaches 1200 K.

![Figure 7. Jacket temperature.](image)
To overcome this drawback one can use Theorem 1 that leads in the case of this example to Corollary 1.

**Corollary 1:** The system (81) with the non linear feedback law (with fixed $T_i$ and $F_{Ai}$)

$$T_j = \frac{1}{\alpha} \left( K_1 \tilde{w}_1 - f_{HAB} - \Gamma_{AB} \tilde{w}_1^{-1} \frac{dn_A}{dt} \right)$$

(84)

where:

$$\begin{align*}
\tilde{w}_1 &= \left( \frac{1}{T} - \frac{1}{T_e} \right) \\
v_{AB} &= F_{Ai} (h_{Ai} - \beta_1 H_{AB}) - \beta_2 H_{AB} r_V - \alpha T \\
\Gamma_{AB} &= \left( (c_{pA} - \frac{\beta_1}{\beta_1 + \beta_2} c_{pB}) T_{ref} - (h_{Aref} - \frac{\beta_1}{\beta_1 + \beta_2} h_{Brej}) \right) \\
&\quad \left( \frac{1}{T} - \frac{1}{T_e} \right) + \left( c_{pA} - \frac{\beta_1}{\beta_1 + \beta_2} c_{pB} \right) \ln \left( \frac{T}{T_e} \right)
\end{align*}$$

(85)

is stable and asymptotically converges to the desired operating point $P_2$. Furthermore the closed loop behavior of the temperature is given by:

$$C_p \frac{dT}{dt} = K_1 \left( \frac{1}{T} - \frac{1}{T_e} \right) + L(T) \frac{dn_A}{dt}$$

(86)

where

$$L(T) = - \Gamma_{AB} \left( \frac{1}{T} - \frac{1}{T_e} \right)^{-1} - \left( h_A - \frac{\beta_1}{\beta_1 + \beta_2} h_B \right)$$

(87)

**Proof.** Equation (84) is deduced from equation (67) taking into account that $\dot{Q} = \alpha (T_j - T)$ and $n_A v_A + n_B v_B = \text{const.}$ Indeed $f_n = \left( \frac{dn_A}{dt}, - \frac{\beta_1}{\beta_1 + \beta_2} \frac{dn_A}{dt} \right)^T$ and $-\frac{\mu_p}{T_e} + \frac{\mu_p}{T_e} = \left( -\frac{\mu_A}{T} + \frac{\mu_A}{T_e}, -\frac{\mu_B}{T} + \frac{\mu_B}{T_e} \right)$ leading to (84). $\square$

**Remark 4:** The considered control variable is the jacket temperature $T_j$. Practically in order to avoid the initial jump of the control variable $T_j$, the parameter $K_1$ can be tuned such that $\dot{Q} = 0$ at $t = 0$. In the closed loop case such constraint restricts the domain of the initial conditions compatible with $K_1 > 0$. To determine this domain of validity one has to find the initial conditions compatible with (84). This is equivalent to

$$\left[ K_1 \tilde{w}_1 - f_{HAB} - \Gamma_{AB} \tilde{w}_1^{-1} \frac{dn_A}{dt} \right]_{t=0} = 0$$

(88)

with $K_1 > 0$. In our simple case this domain (union of domain 1 and domain 2) is delimited by the function $\Xi(T)$ as depicted in Fig. 8. In the general case such domain has to be numerically solved.

In what follows we consider that the state variables are measured (if not, one has to implement an observer as proposed in [12]). The system is closed using the state feedback law derived using
$A_1$ as the Lyapunov function. In Figure 9 the closed loop phase plane is represented. We can see that for all the considered initial conditions the system converges to the desired operating point P2. Let us consider the particular case (C3): at the beginning of the reaction $n_A$ is increasing; it means that the reaction is consuming less $n_A$ than the quantity supplied to the reactor. As a consequence the control law tends to impose high jacket temperature to initiate the reaction and to stabilize it asymptotically to P2. Figure 10 shows that the control variable $T_j$ is admissible in terms of amplitude and dynamics. This interesting property is linked to the fact that the system is not constrained too much as it was the case in [22]. Let us now examine the evolution of $A_1$, $A_2$ and $A$ in Figure 11, Figure 12, Figure 13 respectively. In Figure 11 we can see that
\( A_1 \) decreases with time. It is in accordance with the control strategy insuring that \( \frac{dA_1}{dt} < 0 \).

Figure 12 shows that \( A_2 \) does not always decrease. Indeed \( A_2 \) increases for the cases \((C3)\) and \((C4)\). Furthermore its growth rate is greater than the rate of decrease of \( A_1 \). As a consequence one can note from Figure 13 that the associate function \( A \) admits positive variations in these two cases. If \( A \) would have been chosen as the Lyapunov function, the control variable would have to counterpart these positive variations of \( A_2 \) involving significant control values. It is in accordance with the results of Figure 7 corresponding to the use of \( A \) as a Lyapunov function.

The results presented here are satisfactory from both a qualitative and a quantitative point
of view. We showed that thermodynamics naturally proposes a Lyapunov function usable for dynamic control. Nevertheless, in the proposed control strategy, the closed loop dynamics is imposed by the initial conditions through the tuning parameter $K_1$. This is the reason why we are now looking for dynamic controllers with additional degrees of freedom.

V. CONCLUSIONS

The second law of thermodynamics allows to define the so called Availability function that is usable for control purposes when one of the extensive variables is fixed. In this paper we consider a perfect regulation of volume to satisfy this constraint. If no attention is paid to the
admissibility of the control variable, the global asymptotic stabilizing control law as well as the exponential stabilizing control law can easily be derived.

When bounded control variable is looked for it is possible to insure asymptotic stability. Nevertheless in practice such a strategy can lead to unbounded control or control variables with strong variations. A modified strategy considers the thermal part of the Availability function as a closed loop Lyapunov function. These different strategies have been applied to a first order chemical reaction. The relaxation of the Lyapunov function has proven to be efficient since it gives bounded control variables. This work shows that the energetic exchanges within the system is important. A natural extension of this work uses the port Hamiltonian formulation for modeling and control. The first result of such an approach can be found in [24].
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