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Constant growing of the mean age of the population and bottleneck created at the entry of institutions makes telemedicine for elderly people an actual challenge largely explored. It requires recognizing the behavior and actions of a person inside his home with non-intrusive sensors and to process data to check his evolution. This paper presents the results of the study of prior introduction, in Support Vector Machine, to improve this automatic recognition of Activities of Daily Living. From a set of activity performed in a smart home in Grenoble, we obtained models for seven activities of Daily Living and test the performances of this classification and the introduction of spatial and temporal priors. Finally, we discuss the different results.


1 Introduction

During the past 15 years, telemedicine, telemonitoring and assisted living have been fields of research very active due to the evolutions in the sensor production and to the increase of performances of computing units [Noury et al., 2003; Chan et al., 2008]. Moreover, the evolution of the demography in the world begins to be critics and nowadays the number of places in institutions able to welcome elderly people that are not anymore autonomous is largely lower than the demands for the entry in such place. That is the reason why researches in the field of...
smart sensors and smart homes try to find ways to assist the monitoring of person automatically, launching alarm when needed, either in case of the detection of a severe problem such as fall for instance (Noury et al., 2007; Bourke et al., 2007; Bourke and Lyons, 2008), or in case of detection of a modification in the uses of the person that could indicate a problem (Campo et al., 2010). To monitor person at home, we have to get interested on the part that the geriatricians tries to follow: the autonomy and performing of Activities of Daily Living (ADL). That is the reason why our work, presented in this paper, is focused on the automatic recognition of activities of daily living in smart environment.

In the literature, we can find a large spectrum of different smart home environments and experimental protocol to use and test them for activity recognition. For instance, (Philipose et al., 2004) explored the thematic using RFID tags on a large number of objects (more than a hundred) and tried to infer the activity that was performed considering the objects touched by the person using a glove with a RFID receiver and also a Gaussian curve describing the mean time of execution of each activity. They considered 14 activities and made experimentations on 14 persons. Dynamic Bayesian Networks gave them 88% of global detection accuracy. (Hong et al., 2009) also used RFID tags on foods and objects to create models for the activities “preparing a drink (cold or hot)” and “Hygiene”. Using Dempster-Shafer Theory, they presented the values of the belief and mass functions that show the possibility to distinguish between both activities with this configuration. Related to this work, (Nugent et al., 2008) also tested the impact of sensor failures on recognition using the evidential theory. (Kröse et al., 2008), in the CARE project, also tried to differentiate between two activities (“going to the toilets” and “exit from the flat”) using the data from a lot of sensors (switch, environmental, etc.) and considering Hidden Markov Models for classification. They achieved promising results and presented them for two elderly people (contrary to other studies made on young individuals).

Some other sensors can be used, such as FSR arrays. FSR are Force Sensing Resistors. (Kim et al., 2009) set-up FSR on sofa, table, toilet seat, top of toilet bowl and bed; and combined this set of arrays with an accelerometer-based sensor that is placed on the belt of the person. The presented results aimed at detecting the beginning and the end of the night with these sensors. On/off switches can also inform on the use of some objects (Tapia et al., 2004). These sensors are simple switches that detect the use of a particular object at home. These switches can transmit their data and also their identifier (which corresponds to a location and an object). From this data, for each activity recorded, we build a vector of features, which takes into account the use of a sensor or not, the way it is used, and if another sensor has been used before. The sensors are used on various doors, on specific objects such as cabinets, and also on electrical devices (microwave oven, TV, etc.). The authors tried to learn models for 35 activities using Naïve-Bayes network with the described features. The results are presented for activities with a minimum number of occurrences (at least six) and for two individuals. The maximum number of activities was eight. The results presented ranged from 7% to 30% of adequate classification, depending on the activity. Better results are presented for the activity detected in the “best interval” (with a confidence interval of time before and after activity).

(Tsukamoto et al., 2008) and (Berenguer et al., 2008) tested the use of electrical signatures to detect different various activities of daily living. Indeed, by using pattern recognition on the electrical network it is possible to infer what materials are being used, and when they are turned on and off. In the last paper, the authors presented the detection of the activity “take a meal” on 18 aged people whose flat were monitored.
Some other smart homes try to reduce the number of sensors using mostly video cameras as sensor and analyzing it as a scene. [Libal et al., 2009] uses the signal of 3 video cameras and 24 microphones to try to recognize 6 different activities in a smart environment. Audio and video are processed separately and fused. Then GMM are trained to recognize the activities from the features vector extracted from both audio and video.

As previously presented, there are multiple configurations of sensors, flats and also validation. For this work, we were based on a flat that is developed since 10 years at the TIMC-IMAG laboratory and that will be presented in the next part. The third part will present the Activities of Daily Living classification using support vector machines. Then, on the fourth part, we will introduce the addition of priors to this generic classification before presenting, in the sixth part, the results of these classifications, with and without priors, on our initial dataset of seven Activities of Daily Living recorded in a smart environment. The final part will be devoted to the discussion and conclusion of the results obtained in the paper.

2 Health smart home – TIMC-IMAG Lab

Since 1999, the AFIRM team of the TIMC-IMAG laboratory is working on a Health Smart Home at the faculty of Medicine of Grenoble. This flat is fully equipped, with all the necessary rooms (as described on Figure 1), and all the equipment that we can find in a normal apartment (fridge and microwave oven in the kitchen, TV and radio in the living room ...).

To turn it into a smart environment, different sensors have then been added to this home. The
first sensors that have been used are the Presence Infra-red Sensors, passive sensors that are able to detect a movement in a cone of reception. They are placed all over the flat to cover the movement of the person in the different location, especially in the region of interest (bed, table of the kitchen, etc.). These sensors also equipped other locations that have been set-up by the laboratory in hospital suites and in real home of elderly people. They have produced years of data that are analyzed to detect trends in the behavior of the person (Virone et al., 2002) and also alarms that can be raised in case of abnormal situation detection (Noury et al., 2006). For this system, the important measurement are the agitation and mobility (Bellego et al., 2006), that are two variables that indicate respectively the movement habits of the person inside the same area or from one area to another (an area being a room or a specific location of the flat).

Then, the second step has been to work, with the former CLIPS laboratory (now LIG, team GETALP), on the integration of their sound and speech recognition system and the application of this sensor to the problematic. This integration has been done (Istrate et al., 2006) and the system has been validated in semi-wilde conditions (Vacher et al., 2010). This system uses eight microphones linked to a computer equipped with a software that is able to recognize the different sounds of daily living (step, door locking or shutting, dishes, object fall, phone ringing, screams, and glass breaking) and also to translate the voice into the pronounced (the five most probable) sentences in French. For the speech recognition, it also learnt some distress sentences with specific weight to be able to recognize them and launch alarms.

This whole setup has been completed during the last years to add other sensors and video cameras (Fleury et al., 2010). The first new sensors are door contacts on the fridge, chest of drawers and cupboard. We also added a sensor in the bathroom that indicates the temperature and hygrometry every five minutes. Finally, a wearable sensor is placed in the tee-shirt of the person. This sensor indicates the posture of the person at each moment (sit, lie or stand) and the walking episodes (Fleury et al., 2009).

In addition to all of the previous ones, we added wide-angle video camera to have a vision of the whole flat. They were not used as a sensor but only as a way to timestamp the performed activities afterward. They cover the whole flat except the bathroom and the toilets. For these two rooms, for privacy considerations, only the door of the room is recorded and the persons were asked to close the door differently depending if the activity concerned the bathroom or the toilets.

All these sensors have been chosen for the information brought in the context of activity recognition and also for the ease and possibility to install and use them. They are then used in a classification process that aimed at determining the activity currently performed and that is presented in the next section.

3 Supervised Modeling and Classification of ADLs

3.1 Activities of daily living considered

This work aims at being part of the follow-up for a person by geriatricians in a telemedicine context. To make it the more informative, we used, as a base, the scales that are used in this field classically, that is to say the ADL scale (Katz and Akpom, 1976) and one of its variation in...
France the AGGIR scale. ADL scale is interested by six different activities: (1) is the person has to receive assistance for bathing either the entire body or a part of it, (2) is the person is able to find clothes, and dress or undress (except tying shoes), (3) ability to use the toilet, (4) capacity to transfer (move out from a bed or a chair without external assistance), (5) full control of the bowel and bladder, (6) ability to feed oneself (except an help for cutting meat or buttering bread for instance). During the evaluation with the geriatrician, the elderly people have to answer these questions by yes or no. Depending on these answer, a level of autonomy is determined.

As far as AGGIR scale is concerned, it defines ten discriminatory items (coherence, orientation, toilet use, dressing, feeding, bowel movement, transfers, moving inside the flat, moving outside, and communication with the external world) and seventeen illustrative (as handling money or taking transport – cab or bus). Depending on the ability to do the ten ones either alone, with partial or total assistance, this grid defines six levels of autonomy that are then used to determine the institutionalization of the person or his access to financial or material assistance.

From the consideration of these scales, we determined seven activities of interest that we would like to automatically recognize in our health smart homes. These are the following:

- **Sleeping**: for this activity, a bed is available in the bedroom,
- **Preparing and having a meal**: we put all the necessary (even all the kind of food) to prepare a breakfast in the flat,
- **Dressing and undressing**: for this activity, clothes were available in the chest of drawers,
- **Resting**: it is the broadest activity as it does not have a specific definition. This activity includes watching TV, listening to the radio, reading a book, sitting down on the sofa...
- **Hygiene**: for this activity, for simplicity, we considered the tooth brushing and washing of the hands.
- **Bowel movement**: this activity covers the toilets use.
- **Communication**: this final activity is the ability to communicate on the phone with the external world. In our protocol, the subject was called five times on the phone and has to answer with given previously created, phone conversations, which were randomly selected.

### 3.2 Multi-modal consideration for ADL recognition

For such recognition, there is no adapted sensor able to indicate the activity currently performed. Indeed, an activity is a combination of one or several locations, a set of movement, a set of interaction with object... Moreover, to implement it in a process of activity recognition, we must find some features that allow discriminating the different activities for every people. Performing one activity (for instance preparing a meal) is not unique and a same person will not perform a same activity twice exactly in the same way.

For these reasons, the previously described sensors were considered and a former analysis was done in order to choose the best representative features for activity description. This feature analysis is presented in the next section.

### 3.3 Features

A first experimentation was performed to collect few data related to the ADL. The results of this experimentation were used to compute a very large number of features and then to extract the
most relevant for our test dataset. The final feature set is described in Table 1. These features are then computed on our new dataset of the seven activities that will be described later and used in the SVM process for activity classification.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Features selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actimeter</td>
<td>Percentage of time spent in the different postures (stand, sit, lie) and walking</td>
</tr>
<tr>
<td>Microphones</td>
<td>Number of events per class and number of events per microphones</td>
</tr>
<tr>
<td>PIR</td>
<td>Percentage of time in each rooms and number of events for each detectors</td>
</tr>
<tr>
<td>Door contacts</td>
<td>Percentage of time in “open” position and predominant state (open/close) in the considered time slot</td>
</tr>
<tr>
<td>Environmental</td>
<td>Differential measure for the last 15 minutes for temperature and hygrometry</td>
</tr>
</tbody>
</table>

Table 1: Sum-up of the sensors and their associated features.

3.4 Classification with SVM

Support Vector Machines (SVM) has been introduced by (Boser et al., 1992) as a way to solve binary classification problems whether linear or non-linear. SVM tries to determine, using optimization, a separating hyperplane for the two different classes and trying to maximize the “safety margin” from this hyperplane to the closest vectors of the subset for each class. These vectors, which are the main data entering in consideration for the construction of the solution, are the support vectors (that support the margin). We can see an illustration of this principle on Figure 2 between classes C1 and C2 for instance. All the equations relating to SVM are based inner product for the considered vectors. To solve non-linear classification problems, we use a kernel function, that acts as an inner product and that map the input space into a higher dimension space called feature space. If correctly chosen, in this new space, the problem turns into a linear classification problem for which the separation can be found easily. The kernel used for our application is the Gaussian kernel defined by:

$$K(x_i, x_j) = \exp \left( -\frac{||x_i - x_j||^2}{2\sigma^2} \right)$$

In this equation, the hyper parameter $\sigma$ is optimized during the learning session considering the training examples.

From their constructions, SVM have a good capacity for generalization of a problem (that is to say good results when classify new items) in a large set of applications (Burges, 1998), in which it performs at least as well as other classification processes and often better. That is a reason why we chose this algorithm for this problem in which we have to cope with a very few training dataset.

This process is previously defined for binary classification. In our application, we have seven classes (for the seven activities), and so we face multiclass classification problem instead of binary. To use SVM into multiclass problems, three methods can be used. We chose the method one-versus-one (Knerr et al., 1990) in which we construct $\frac{N(N-1)}{2}$ classifiers using all the pairwise combinations of the N classes (see on Figure 2). We then took the decision using majority voting. Each new sample is sent for classification to all the classifiers and the decision that has the most important number of hits is the final taken decision. In case of equality, we consider the classifier
that has the highest margin (as it is the “safer” one). This method for multiclass classification has been preferred to one-versus-all because of our little number of samples. Indeed, one-versus-all will construct N classifiers that will be unbalanced. On larger datasets, it could be insignificant but in our case it should be a disaster with the little number of samples in some of the classes. The second reason why we prefer one-versus-one was also because with this method, the area in which the decision cannot be taken is smaller (colored part on Figure 2). We also prefer this method to M-SVM (Multiclass SVM) (Guermeur, 2002) and again it is because of the little number of samples. M-SVM has to solve a linear problem largely more complex than binary SVM and with few samples in some classes, the system leads to a singular matrix (the optimization problem has then no solution).
3.5 Experimental dataset

3.5.1 Protocol

The process of classification needs data for training and testing, and these data must be as realistic as possible for usable results. To obtain these data, we performed experimentation with different person in the previously introduced flat. This experimentation was quite simple. First, a deep visit of the flat was performed with the experimenter so that the person can act in it as if he were home. Then, he was asked to enter the flat alone, and to perform, at least once, all of the seven activities. There was no instruction on either the order in which the person has to do the activity, the way to do it or the time spent for each one. He was totally free to perform it as normally done at home and to spend as much time as needed to do the activities.

After the experimental session, for each participant, an XML file that describes the whole followed scenario was created using the video camera recordings.

This experimentation was performed by 13 healthy and young subjects (six women and seven men). The average age was $30.4 \pm 5.9$ years (24–43, min–max), height $1.76 \pm 0.08$ m (1.62–1.92, min–max), and weight $69 \pm 7.42$ kg (57–80, min–max). The mean execution time of the experiment was 51 min 40 s (23 min 11 s–1 h 35 min 44 s, min–max).

3.5.2 Dataset

From this experimentation, we obtained more than 11 hours of recording. These records have been analyzed to create the XML files containing the information on the exact timestamp of the beginning and end of each activity.

For our work, we considered fixed-time frame of 3 minutes and our goal was to classify, as perfectly as possible, these frames. This value (3 minutes) has been chosen because it is the mean time of execution of the shortest activity. These frames are independent, without aliasing. Table 2 presents the repartition of the different frames in the seven classes. As we can notice, this repartition is highly unbalanced. Indeed, when we ask to people to sleep as much time as they want and then to spend as much time as they need to wash hand and teeth, the time for both activity is largely not the same. It is so very likely to obtain such repartition.

<table>
<thead>
<tr>
<th>Class</th>
<th>Subset size</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleeping</td>
<td>49</td>
<td>21.2 %</td>
</tr>
<tr>
<td>Resting</td>
<td>73</td>
<td>31.5 %</td>
</tr>
<tr>
<td>Dressing</td>
<td>15</td>
<td>6.4 %</td>
</tr>
<tr>
<td>Eating</td>
<td>45</td>
<td>19.4 %</td>
</tr>
<tr>
<td>Elimination</td>
<td>16</td>
<td>6.9 %</td>
</tr>
<tr>
<td>Hygiene</td>
<td>14</td>
<td>6 %</td>
</tr>
<tr>
<td>Communication</td>
<td>20</td>
<td>8.6 %</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>232</strong></td>
<td><strong>100 %</strong></td>
</tr>
</tbody>
</table>

Table 2: Content of the activity dataset and repartition of the samples in each class.
3.5.3 Validation protocol

The validation is performed using leave-one-out method on the global dataset. Indeed, with the little number of sample in some classes as hygiene or toilets use, it is difficult to perform multi-folds (stratified or not) validation or even to validate keeping one subject against all the others. The unbalancing of the dataset should be more important with other methods. So for this validation, we take one sample out of the dataset. Then, we normalize the data and keep the normalization coefficients. We learn with the 231 samples that were previously normalized, and we test on the sample we kept out. This last sample is normalized using the coefficient of normalization of the 231 samples. We repeat this operation for all the samples of the dataset.

4 Introducing Priors in the Classification Process

4.1 Why considering prior knowledge for activity recognition?

In the previous part, that describes the classification process, we explained that we construct models to differentiate each pairs of activities for the seven ones. Then, majority voting rule is used to determine which of the seven activities is the most probable for this frame. To sum-up, this process can be seen as a black-box with two inputs and one output. The first input is the binding of the models constructed by optimization during the training phase. These models are the equations of the different separation for each SVM of the problem. The second input is the set of features for the specific time frame which must be classified. According to the models and to the specific values of the features, the output is then the classification result in one of the seven classes.

According to this description, it becomes evident that this process looks at the data without knowing them. Indeed, no matter, for instance, what the data on the 5th feature is, the important is where the point is located in the feature space to determine, for a specific SVM, if it is the class $C_i$ or $C_j$.

Another approach would be to try to interpret these data. Figure 3 gives two examples of activities and decision in multimodal environment. For the first one, on the left, the person is in the bedroom. From this location, we can reduce the number of possibilities from seven to only two different activities. We have only one classifier to use then to determine the result. This classifier will use the postural data (if the person is lying down or not, etc.) and the data of the door contact of the chest of drawers. For these two last variables, we can consider that, now that we have reduced the number of possibilities, they will be correctly learnt by the classifier and then we only consider as prior the location in the bedroom.

It is exactly the same thing on the second example. The person is in the living room, with three possibilities: resting, communicating and also dressing (because there is no wall between the bedroom and the living room at this place, so aliasing problems can appear). Considering the postural data and the sound data, we can determine easily which of the three remaining class is the most probable for this frame.

The method described in the two previous paragraphs interprets partially the data to first reduce the number of possibilities in the classification process and then use the other dimensions to
classify between the remaining possibilities. This kind of method will be used to introduce prior knowledge in our classification process in order to try to improve the classification results.

### 4.2 Priors introduction method

We can imagine two methods for introducing priors in our process. The first is to tune the classifier considering the knowledge, by adding some additional equations to the initial optimization problem. We consider the interesting priors that are location and time in our case. For this application it will be difficult to obtain a robust solution introducing knowledge like this because of the majority voting part that is performed after the classification and also another time because of the little number of samples for the learning process.

For these reasons, we decided to apply a pre-process to the data allowing the introduction these priors. We have a set of rule and depending on this rule; we can activate some of the classifiers and take the decision with majority voting on the only classifiers that are activated. The rules that are considered are described in the three following sections.

### 4.3 Priors based on the location

When a person is trying to understand an action, two major variables are important: “where” and “when” (indeed the “who” is not important in this work). The first is so the location of the person (as shown as example on Figure 3). We considered as pre-process to take the percentage
of time spent in each room (that is one of our feature) and to consider the maximum. If this maximum is greater than 80% (so if more than 80% of the 3 minutes frame is spent in one room) then we consider that this frame is assigned to this specific room. If it is not the case, the frame is not assigned to a room.

The seven activities that we consider are relatively precise. Indeed, we can assign them to a specific location that is the most common and the most use to do so. For instance we know that preparing and having a meal will be done in the kitchen and that sleeping will be done in the bedroom. We assigned the communication activity to the living room because the phone is in it. Finally, we assigned dressing to the bedroom (even if we wrote previously in this paper about possible aliasing problems with the living room) because in case of dressing, even if there are detections in the living room, the majority of the activity will be detected in the bedroom. As we consider the dominant room for each activity, that is a possible assignment scheme. It is not the case for hygiene and toilets use. There is also no separation between the two rooms but the overlap area is more important. In that case, we assigned both activities to both rooms. Finally we can also notice that eating is affected to kitchen and hall, because of the sensor of the hall also “monitor” the sink and some of the chairs of the table of the kitchen. Table 3 sums-up all these assignations.

<table>
<thead>
<tr>
<th>Class</th>
<th>Dominant Room</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleeping</td>
<td>Bedroom</td>
</tr>
<tr>
<td>Resting</td>
<td>Living room</td>
</tr>
<tr>
<td>Dressing</td>
<td>Bedroom</td>
</tr>
<tr>
<td>Eating</td>
<td>Kitchen and hall</td>
</tr>
<tr>
<td>Elimination</td>
<td>Bathroom and toilets</td>
</tr>
<tr>
<td>Hygiene</td>
<td>Bathroom and toilets</td>
</tr>
<tr>
<td>Communication</td>
<td>Living room</td>
</tr>
</tbody>
</table>

Table 3: Repartition of the dominant room for the different activities.

### 4.4 Priors based on the time of the day

By the same token, we can work on the time of the day which is the “when” clause of the activity. When the action is performed is important, especially for elderly people that have uses and routine in their lives. Let’s take the example of an activity in the bedroom. The two possibilities are sleeping and dressing. If it is 3PM and that the person finished his lunch at 1:30 PM, we can imagine that it is more likely that he is sleeping (nap time) than dressing.

For that reason, we split the day in seven periods of time. These periods are organized as follow: T1 represents the breakfast (from 7 AM to 9 AM), T2 the morning (from 9 AM to 12 AM), T3 the lunch (from 12 AM to 2 PM), T4 the afternoon (from 2 PM to 7 PM), T5 the diner (from 7 PM to 9 PM), T6 the evening (from 9PM to 11 PM) and finally T7 for the night (from 11 PM to 7 AM). We then attribute the seven activities to a subset of the seven time slots trying to keep the models as general as possible. The possible considered slots for each activity are displayed on Table 4.

We tried to be general and logical; however, this model can be easily adapted knowing a specific
target population and its uses. As we can see on Table 4, eating is possible at time of breakfast, lunch and dinner and sleeping is possible during night, morning, afternoon and late evening. Some of the activities are not restricted in time. For instance, communication (received or performed) is possible at any time, and logically elimination is also possible at any time. As it is a large activity, resting is possible often also.

To test this method, a problem was encountered because even if the person simulates his life during an entire day, this simulation is performed during only a short period of time and the recorded hours are not coherent with the activity. To test this additional sensor, we generated a perfect sensor for it, and for that we randomly associated for each frame to a possible slot depending on the activity. Then, knowing this perfect sensor, we used the same method than for location. For each frame, considering its slot, we can reduce the number of possibilities by inactivating some of the classifiers and take the decision with majority voting on the remaining SVM.

### 4.5 Priors based on aggregation of both location and time

The idea of this last part is to use both spatial and time priors at a time. Until now, we consider three different models. The first is generic ones and is related to seven activities, 21 classifiers allow differentiating these activities one compared to another. The second is the one based on the location priors that reduces the number of classifiers using the dominant room in the frame. The last one is based on time priors by aggregating the time of the day information to the first one.

To try to improve more the results, we could consider using both priors. We have for the moment three classifiers and three decisions. One simple scheme is to look at the two decisions based on priors, and if these decisions are coherent we keep this as the final decision. If they are not, we take the decision of the generic model. Using this, we perform a majority voting on the classifiers with a priority to the generic models to resolve ambiguities.

After this presentation of the different methods of classification, with and without priors, we will present the results of these different methods on our dataset.
Table 5: CONFUSION MATRIX FOR THE LEAVE-ONE-OUT PROTOCOL USING GENERIC MODELS. GLOBAL ERROR RATE: 13.79%

<table>
<thead>
<tr>
<th>Activity</th>
<th>Sleeping</th>
<th>Resting</th>
<th>Dress/undress</th>
<th>Eating</th>
<th>Toilet use</th>
<th>Hygiene</th>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleeping</td>
<td>97.96%</td>
<td>2.04%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Resting</td>
<td>16.44%</td>
<td>78.08%</td>
<td>0%</td>
<td>1.37%</td>
<td>4.11%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Dressing/undressing</td>
<td>13.3%</td>
<td>6.7%</td>
<td>80%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Eating</td>
<td>0%</td>
<td>0%</td>
<td>2.2%</td>
<td>97.8%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Toilet use</td>
<td>0%</td>
<td>6.25%</td>
<td>0%</td>
<td>6.25%</td>
<td>81.25%</td>
<td>6.25%</td>
<td>0%</td>
</tr>
<tr>
<td>Hygiene</td>
<td>7.14%</td>
<td>0%</td>
<td>0%</td>
<td>7.14%</td>
<td>14.29%</td>
<td>71.43%</td>
<td>0%</td>
</tr>
<tr>
<td>Communication</td>
<td>5%</td>
<td>10%</td>
<td>5%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>80%</td>
</tr>
</tbody>
</table>

5 Results

5.1 Generic models

The results for the generic models are presented in the Table 5. These results show a global error rate (GER) of 13.79%. The details of all the mistakes are presented in the confusion matrix and these results are more extensively discussed in (Fleury et al., 2010), to which the readers are referred.

5.2 Priors on the location

First we can notice that only 8 frames over the 232 are not assigned to a specific room with our pre-process. Only these 8 frames are processed by the generic classifiers presented previously. The results of this second classification are presented by the Table 6. Unexpectedly, the GER is greater than for the generic models and is 21.12%. If we examine it more carefully, it could be explained by one simple fact: the missing detections of the presence infra-red sensors. Indeed, we can for instance focus on the first line of the table, Sleeping activity, and we examine the results. The frames that are classified as Resting are still classified as Resting and correspond to ones that are not assigned to a room. But we can see appearing more than 28% of classification as Eating. If our classifier that distinguishes the possible activities in a room goes wrong, the classification should be Dressing/Undressing. The only possibility to obtain Eating is to be in the Kitchen. That corresponds to non-detections on the presence infrared sensors. We examined for instance this particular case of Sleeping, and we noticed these non-detections. The participant number 12 entered the flat and directly went to the bed to perform the first activity that she chose, Sleeping. She stayed in bed for 25 minutes. If we look at the file that contains the location sensors data, we have a first detection at the entrance and then in the hall. After, when she entered the Living room we have no detection and the same when she entered the Bedroom. The first detection appears at 22 minutes of Sleeping activities. For the 22 first minutes, for the algorithm, as there is no other detection, the person is still in the hall, not moving. As a consequence, all these frames are 100% in the Kitchen/Hall and the decision taken is Eating. We have other non-detection like this that brings a high number of misclassification in the Eating activity for all the classes. This knowledge based on the spatial occupation is interesting and allow disambiguating some
other situations. As we can notice, the only class for which the classification rate rises with this knowledge is Elimination. With the generic models, Elimination were classified as Resting in 7% of the case, (it can be explained because for this activity, no specific sound is known, the posture is the same, etc.) and now because the location is in the bathroom/toilets, the decision taken is correct. We can imagine that some Resting frames classified as Sleeping could be corrected if there were no problem with the presence sensors.

With a faultless presence sensor, this knowledge allows to obtain a lower computing time and to disambiguate situations (as it considers few classifiers). However, with faulty sensors, some frames for which the incorrect data were compensated by the other sensors are now incorrectly interpreted because the correct class is not even considered as possible and is, as a consequence, not tested.

Table 6: Confusion matrix for the leave-one-out protocol using models with spatial knowledge. Global Error Rate: 21.12%

<table>
<thead>
<tr>
<th>Activity</th>
<th>Sleeping</th>
<th>Resting</th>
<th>Dress/undress</th>
<th>Eating</th>
<th>Toilets use</th>
<th>Hygiene</th>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleeping</td>
<td>69.39%</td>
<td>2.04%</td>
<td>0%</td>
<td>28.57%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Resting</td>
<td>10.96%</td>
<td>78.08%</td>
<td>0%</td>
<td>6.85%</td>
<td>4.11%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Dressing/undressing</td>
<td>13.3%</td>
<td>6.7%</td>
<td>73.3%</td>
<td>6.7%</td>
<td>0%</td>
<td>0%</td>
<td>6.25%</td>
</tr>
<tr>
<td>Eating</td>
<td>0%</td>
<td>0%</td>
<td>2.2%</td>
<td>97.8%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Toilets use</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>6.25%</td>
<td>87.5%</td>
<td>6.25%</td>
<td>0%</td>
</tr>
<tr>
<td>Hygiene</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>14.29%</td>
<td>14.29%</td>
<td>71.42%</td>
<td>0%</td>
</tr>
<tr>
<td>Communication</td>
<td>5%</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
<td>0%</td>
<td>0%</td>
<td>65%</td>
</tr>
</tbody>
</table>

5.3 Priors on the time

The results of this third algorithm are presented in Table 7. As the time parameter is simulated and affected randomly to the different frames, the results could change with these 232 assignations. To avoid side effects, the results given are the mean of five executions of the same algorithm, so five different assignations for the 232 frames. Globally, they are better than the generic ones while the GER is only 9.91%. Indeed, this time the introduction of a prior allows disambiguating between some classes that can be considered as close, for instance Sleeping and Resting and reducing the misclassification rate in both cases. It also show the limits of these priors when classes are close one to another. Indeed, if we analyze the results for the activity dressing, we can see that we reduced the misclassification to Sleeping from 13% to 0%. That is normal because Sleeping and Dressing are orthogonal in that case. But half of the samples that were misclassified are still misclassified with temporal prior but now they are classified as Resting that is the closest class to Sleeping which exist in the same temporal slots as Dressing. We have the same case for Elimination that is now classified as Resting.

These results are easily explainable because here, and contrary to the case of the location in the previous results, we only find a perfect and faultless way to reduce the number of possible classes for each frame. Moreover, as previously, the classification is faster than for the generic models because we reduce the number of estimations and so the computing time. But when the number of classes is reduced, we still rely on the SVM that can differentiate the classes pairwise.
As these SVM are not perfect, our classification is not either and we found again the classes that SVM have difficulties to separate.

Table 7: **Confusion matrix for the leave-one-out protocol using models with priors on time. Global Error Rate: 9.91%**

<table>
<thead>
<tr>
<th>Activity</th>
<th>Sleeping</th>
<th>Resting</th>
<th>Dress/Undress</th>
<th>Eating</th>
<th>Toilets use</th>
<th>Hygiene</th>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sleeping</strong></td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td><strong>Resting</strong></td>
<td>10.96%</td>
<td>83.56%</td>
<td>0%</td>
<td>0%</td>
<td>2.74%</td>
<td>1.37%</td>
<td>1.37%</td>
</tr>
<tr>
<td><strong>Dressing/Undressing</strong></td>
<td>0%</td>
<td>13.3%</td>
<td>86.7%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td><strong>Eating</strong></td>
<td>0%</td>
<td>0%</td>
<td>2.2%</td>
<td>97.8%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td><strong>Toilets use</strong></td>
<td>0%</td>
<td>12.5%</td>
<td>0%</td>
<td>0%</td>
<td>87.5%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td><strong>Hygiene</strong></td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>7.1%</td>
<td>14.3%</td>
<td>78.6%</td>
<td>0%</td>
</tr>
<tr>
<td><strong>Communication</strong></td>
<td>0%</td>
<td>5%</td>
<td>5%</td>
<td>5%</td>
<td>0%</td>
<td>0%</td>
<td>85%</td>
</tr>
</tbody>
</table>

### 5.4 Aggregation of priors

The results of this last algorithm are presented in the Table 8. The GER is then 13.2%, so almost the same than the generic models. These results are easily explainable. Indeed, aggregation of classifiers should enhance the results. It is for instance the basis of boosting methods. If we eliminate the cases in which the classifier with spatial knowledge is wrong because of faulty measurements, we have the expected behavior. With a bigger training dataset or with more predictable faults in the measurement, we could have trained an artificial neural network with three entries (the three decisions). But here this would not have any sense. Here, the decisions brought by the two other classifiers, which are supposed to correct the errors of the generic one, are not consistent between them. As a consequence, the decision is taken on the most general one. We improved a little (for few frames) the results of the general classifier by adding the two others but as we can see, the problems of the classifier based on the location makes these improvements negligible. The only result that has been taken into account for the final classification is for the Toilets use. The items classified as Sleeping has been corrected and are in the correct class in that case. These frames correspond (see on Table 6) to the ones that have been correctly classified by the algorithm based on spatial priors. On most of the cases, the decision is taken considering the generic classifier (because it is the one that does not bring any prior knowledge and that uses only the models determined from the samples).

### 6 Discussion and Conclusion

This paper presented a study on the introduction of priors in the automatic classification of seven different activities of daily living in a health smart home. We have first presented the set-up of the flat (with all the sensors) that hosted the experimentations, and then the technique used (based on SVM) and the features proposed to differentiate correctly the seven activities of daily living.

This study relies on a dataset, acquired in the Health Smart Home of the TIMC-IMAG laboratory,
Table 8: Confusion Matrix for the Leave-One-Out Protocol Using Models With Aggregated Priors. Global Error Rate: 13.2%

<table>
<thead>
<tr>
<th>Activity</th>
<th>Sleeping</th>
<th>Resting</th>
<th>Dress/undress</th>
<th>Eating</th>
<th>Toilets use</th>
<th>Hygiene</th>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleeping</td>
<td>97.96%</td>
<td>2.04%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Resting</td>
<td>16.44%</td>
<td>78.08%</td>
<td>0%</td>
<td>1.37%</td>
<td>4.11%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Dressing/undressing</td>
<td>13.3%</td>
<td>6.7%</td>
<td>80%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Eating</td>
<td>0%</td>
<td>0%</td>
<td>2.2%</td>
<td>97.8%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Toilets use</td>
<td>0%</td>
<td>0%</td>
<td>6.25%</td>
<td>87.5%</td>
<td>6.25%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Hygiene</td>
<td>7.14%</td>
<td>0%</td>
<td>0%</td>
<td>7.14%</td>
<td>14.29%</td>
<td>71.43%</td>
<td>0%</td>
</tr>
<tr>
<td>Communication</td>
<td>5%</td>
<td>10%</td>
<td>5%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>80%</td>
</tr>
</tbody>
</table>

in which 13 young and healthy persons have been asked to perform, without any scenario or orders, the seven activities of daily living that we tried to learn using supervised classification.

From this dataset, we first remind the results of the supervised classification of these seven activities by SVM. In these results, we noticed a Global Error Rate of 13.79% and the analysis of the confusion matrix showed that some of the classes are close to each other and as a consequence difficult to differentiate. That is for instance the case for the activities Sleeping and Resting and also for the activities Hygiene and Elimination (the second include the first). These samples of these classes are often differentiated only by the value of one or two of the features and close on all the other dimensions.

Then we tried to improve the results by adding spatial knowledge. This knowledge is that for each activity, one room is dominant (bedroom for Sleeping, etc.). This addition is done by preprocessing the data and inactivating some of the classifiers that are useless. This new classification process degrades the results to 21.2% of GER. Analyzing the data, we noticed that this is due to the numerous errors in the Presence Infra-Red sensors that are supposed to give the location of the person and being essential in this knowledge.

The second addition of knowledge was temporal one. We generated a perfect sensor for this one and tried this classification. This improves the GER to 9.9%. This improvement is due to the diminution of the number of possible classes for each sample and as it is a perfect sensor, we do not have the same effect that for the previous knowledge.

Finally, we aggregated both priors with a priority, in case of non coherence between both priors, on the generic classification. We obtained, at the end of this process, results very close to the first one (with a GER of 13.2%), that are dues, again, to the errors of the temporal knowledge. Indeed, because of this error, both classifiers do not give the same results and so the classification process takes the result of the generic one.

Introduction of knowledge could be more efficient if the location sensors have a better detection rate. Here, only the temporal knowledge improves the results and the aggregation of both do not bring large progression because of the spatial one. Changing these sensors for more precise ones in the future version of the smart home should be a way to improve the results with these priors.

This work gave us the opportunity to know the effect of considering priors in a supervised classification process for activities of daily living. Such process can be used for two different applications. The first is for assistance of the person in an Ambient Assisted Living environment.
Knowing the activity currently performed, we can assist the person in this activity or check some specific states (for example that he turned off the gas in case of cooking) at the end. Moreover, the sound and speech recognition system of the flat could also be used as a way to improve home automation.

The second application is for long-term monitoring of a person at home. During this monitoring process, the important is to know whether the set of vital activities have been done during the day (eating, going to the toilets, taking care of him...) and finding a way to quantify the level of performance on the activity.

If we analyze the results, even with the temporal knowledge, we only improve our results of few percents (4-5%). However, with this improvement, we also lose a large part of the generality of our models. Indeed, in the previous generic models, nothing impose that we have to eat in the kitchen between 12AM and 2PM for instance. With this dataset and such results, we could think that we can lose 4% of correct classification and keep the generality of the models to be adaptable to every situation and house (considering a part for the learning process that should be coherent with this situation).

Moreover, we also have another way to improve the results of the classification, which are post-processing after the classification. Indeed, in this paper, we only consider the frames independently. We do not have a long term follow-up of a person so we took all the frames and try to classify them. This removes one important property of our data: they are continuous. The different frames are more than independent frames; they are also a succession of frames of the same activity and of transition between two activities. To consider this, we can work on these results of classification as on sentences: with grammar. The succession of activities will create the equivalent of “words” and “sentences” that we could interpret to correct the data if this appears to be useful.

In all the case, all this work has to be put in perspective considering the little number of samples that we have and the fact that, even if it has been done with multiple persons, all the experiments have been conducted in the same flat. We are able to discuss of the results of this classification and compare the effect of different introduction of priors, but the generalization of these results have to be proven using a larger database acquired in different smart environments. Such dataset will allow us to test the generic models and confirm the good results that we have on this generic model; and secondly to confirm the results that we have on the prior introduction.

However, acquiring a larger dataset is very time-consuming and a hard task to complete. For this, we cannot imagine using the same technique than here for the indexation. We have to remove the video camera and be based on partial annotation that should be given by the person himself. We can imagine for instance to give, with the system, a PDA that allows to do this annotation. By considering large time of recording, this partial annotation (we can imagine that the person will annotate about 10 or 20% of his life) will give us a large database to work with.
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