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Résumé. On propose dans cette Note un schéma permettant de profiter d’une architecture parallèle pour la discrétisation en temps d’une équation d’évolution aux dérivées partielles. Cette méthode, basée sur un schéma d’Euler, combine des résolutions grossières et des résolutions fines et indépendantes en temps en s’inspirant de ce qui est classique en espace. La parallélisation qui en résulte se fait dans la direction temporelle ce qui est en revanche non classique. Elle a pour principale motivation les problèmes en temps réel, d’où la terminologie proposée de « pararéel ».

A “parareal” in time discretization of PDE’s

Abstract. The purpose of this Note is to propose a time discretization of a partial differential evolution equation that allows for parallel implementations. The method, based on an Euler scheme, combines coarse resolutions and independent fine resolutions in time in the same spirit as standard spatial approximations. The resulting parallel implementation is done in the non standard time direction. Its main goal concerns real time problems, hence the proposed terminology of “parareal” algorithm.
the functions \( \lambda_n \) for \( n = 0, \ldots, N - 1 \) (of course \( \lambda_0 = u_0 \)) and solve over \( [T^n, T^{n+1}] \) the equation (2) with the same boundary conditions as in (1).

The collection \( u_n \), for \( n = 0, \ldots, N - 1 \), can be computed in parallel. This collection coincides with \( \{ u_{T^n, T^{n+1}} \} \), when \( u_n(T^{n+1}, -) = \lim_{\delta \to 0, \delta > 0} u_n(T^{n+1} - \delta) = \lambda_{n+1} \) for \( n = 0, \ldots, N - 1 \).

We provide in this Note a way to get \( \lambda_n \) at any accuracy.

As illustrated on the simple example of equation (3), the first step consists in defining \( Y^n \) by the implicit Euler scheme (4) then solve (exact or with a very fine approximation based on a small time step \( \delta t \)) the independent (thus parallelizable) problems (5) over each \( [T^n, T^{n+1}] \). Iteratively, we then improve the order accuracy of this scheme by deriving from known values \( y_k(t) \) and \( y_k(t) \) over \( [T^n, T^{n+1}] \) better approximations \( Y_{k+1}^n \) and \( Y_{k+1}^n(t) \) over \( [T^n, T^{n+1}] \) as follows:

(i) introduce the jumps \( S_k^n = y_k^{n-1}(T^n) - Y_k^n \);

(ii) then propagate the jumps with a coarse resolution of the \( \delta_k^n \) following (6);

(iii) finally set \( Y_{k+1}^n = y_k^{n-1}(T^n) + \delta_k^n \) and solve (7) (again exactly or with a very fine approximation).

This procedure provides at step \( k \) an order \( k \) approximation as is stated in (8). The important remark is that step (ii) consists in \( N \) independent problems that can thus be solved in parallel.

We first analyse the stability diagram of our scheme, both in the case where the basic scheme is the implicit (plot 1) and the explicit Euler scheme (plot 2). The conclusion is that our extension does not pollute much the basic stability diagrams.

It is simple to extend this scheme to a linear PDE, as (9) after a spatial discretization. Table 1 presents the convergence history of the scheme for a fixed spacial discretization. We can compare to the standard Euler scheme with \( \delta t \) which provides an error estimated to \( 0.6 \cdot 10^{-2} \). With our scheme, this error is recovered at step \( k = 3 \). Our scheme requires three coarse resolutions and two fine parallel resolutions over each \( [T^n, T^{n+1}] \). This improves the efficiency by a factor of 8 if parallel implementation is done.

The scheme can also be extended to nonlinear nonsymmetric equations as in (10) by linearizing the equation at each available state: first, solve (11) that provides a coarse solution \( U_k^n \), then use these values to solve (12) with a fine time step over each \( [T^n, T^{n+1}] \) ad in parallel. The iteration then proceeds as follows, assuming \( U_k^n \) and \( u_k(t) \) are known

(i) introduce \( S_k^n = u_k^{n-1}(T^n) - U_k^n \);

(ii) then propagate the jumps \( \delta_k^n \) with (13);

(iii) then set \( U_{k+1}^n = u_k^{n-1}(T^n) + \delta_k^n \) and solve (14) over each \( [T^n, T^{n+1}] \) and in parallel.

Table 2 presents the convergence history in this case. Here the two time steps have been chosen in a more coherent manner \( \frac{T}{\delta t} \sim \frac{\Delta T}{\Delta t} \) and the standard Euler scheme’s error is recovered with four iterations of our scheme. A factor of 18 can be gained through parallel implementation.

Remarks. – This scheme combines coarse and fine resolutions in time in the same spirit as what is done in space for the domain decomposition methods (cf. e.g. [6]).

Runge–Kutta or predictor-corrector scheme are other examples of the fact that the right combination of steps similar to a first order scheme may lead to higher order discretization schemes. What is new here is the potentiality to implement the resulting scheme in parallel.

Our scheme is not the first attempt to perform parallel in time discretization, we can quote e.g. [1] and [2] for small systems. Nevertheless, the extension of their ideas based on Newton scheme to PDE is not obvious.

---------
1. Introduction

On considère une équation d’évolution aux dérivées partielles

\[
\frac{\partial u}{\partial t} + Au = f \quad \text{dans un intervalle de temps } [0, T],
\]

avec des conditions initiales \( u(t = 0) = u_0 \) et des conditions aux limites qu’il est inutile de préciser ici. L’inconnue \( u \) peut être scalaire ou vectorielle, l’EDP linéaire ou non linéaire...

Nous proposons dans cette Note un schéma en temps compatible avec une résolution en parallèle et avec une précision souhaitée. Pour cela, on choisit un entier \( N \) représentant le nombre de pas de temps et on note \( \Delta T = \frac{T}{N} \) le pas de temps et \( T^n = n \Delta T \) pour \( n = 0, \ldots, N \). On introduit ensuite à ces instants des fonctions \( \lambda_n \) pour \( n = 0, \ldots, N - 1 \) (bien sûr \( \lambda_0 = u_0 \)) et on résout, dans l’intervalle \([T^n, T^{n+1}]\) l’équation

\[
\frac{\partial u_n}{\partial t} + Au_n = f_n, \quad f_n = f[T^n, T^{n+1}],
\]

avec pour condition initiale \( u_n(t = T^n) = \lambda_n \) et les mêmes conditions aux limites que pour \( u \).

On peut ainsi résoudre en parallèle la collection des \( u_n \), pour \( n = 0, \ldots, N - 1 \). Cette collection coïncide avec \( \{u[T^n, T^{n+1}]\}_n \) quand \( u_n(T^{n+1} - \delta) = \lambda_n \) pour \( n = 0, \ldots, N - 1 \). Nous montrons dans cette Note comment trouver ces valeurs de façon itérative.

Remarque. – On peut considérer, comme dans [4], que les \( \lambda_n \) jouent le rôle de « contrôles virtuels ». Il est alors naturel d’introduire la fonction de coût virtuel \( J(\lambda) = \sum_{n=1}^{N-1} ||u_n(T^n) - \lambda_n||^2 \) et de proposer une méthode de gradient pour trouver les \( \lambda_n \). La procédure qui en résulte n’est pas parallélisable directement et nous proposons ici une sorte de loi de feedback pour se faire une intuition les bonnes valeurs. On développera cette idée dans une prochaine note sur l’application de ce schéma pour le contrôle.

Pour commencer, on expose l’idée sur l’exemple simple d’une équation différentielle linéaire

\[
\begin{cases}
\frac{dy}{dt}(t) = -ay(t) & \text{sur } [0, T], \\
y(0) = y_0.
\end{cases}
\]

On considère le schéma d’Euler implicite

\[
\begin{cases}
\frac{Y^{n+1} - Y^n}{\Delta T} + aY^{n+1} = 0, \\
Y^0 = y_0,
\end{cases}
\]

puis on utilise les valeurs précédemment calculées pour résoudre de façon exacte, sur chaque intervalle de temps \([T^n, T^{n+1}]\)

\[
\begin{cases}
\frac{dy^n}{dt}(t) = -ay^n(t) & \text{sur } [T^n, T^{n+1}], \\
y^n(T^n) = Y^n.
\end{cases}
\]

On propose maintenant une procédure itérative pour améliorer la précision de ce schéma.

On pose donc \( Y_1^n = Y^n \) et, défini sur \([T^n, T^{n+1}]\), \( y_1^n(t) = y^n(t) \). Puis, supposant connus \( Y_k^n \) et \( y_k^n(t) \) sur \([T^n, T^{n+1}]\)

(i) on introduit les sauts \( S^n_k = y_k^{n-1}(T^n) - Y_k^n \),

(ii) puis on propage les sauts

\[
\begin{cases}
\frac{\delta^{n+1} - \delta^n}{\Delta T} + a\delta^{n+1}_k = \frac{S^n_k}{\Delta T}, \\
\delta^n_0 = 0.
\end{cases}
\]
(iii) ensuite on pose \( Y_{k+1}^n = y_k^{n-1}(T^n) + \delta_k^n \) et on résout de façon exacte, et en parallèle
\[
\begin{align*}
\frac{\partial y_{k+1}^n}{\partial t}(t) &= -a y_{k+1}^n(t) \quad \text{sur } [T^n, T^{n+1}], \\
y_{k+1}^n(t = T^n) &= Y_k^n.
\end{align*}
\] (7)
C’est alors un exercice que de montrer la :

**Proposition 1.** – Le schéma précédent est d’ordre \( k \) au sens où il existe une constante \( c_k \) telle que
\[
\forall n, \quad 0 \leq n \leq N - 1, \quad \| Y_k^n - y(T^n) \| + \max_{t \in [T^n, T^{n+1}]} | y_k^n(t) - y(t) | \leq c_k \Delta T^k.
\] (8)

**Démonstration.** – La proposition est évidente au rang \( k = 1 \), on la démontre par récurrence. On rappelle tout d’abord que \( y_k^{n-1}(T^n) = e^{-a\Delta T} Y_k^{n-1} \) et que donc \( S_k^n = e^{-a\Delta T} Y_k^{n-1} - Y_k^n \). Par ailleurs, la solution de (6) est
\[
\delta_k^n = \sum_{p=1}^{n-1} (1 + a\Delta T)^{p-n} S_k^p = \sum_{p=1}^{n-1} (1 + a\Delta T)^{p-n} (e^{-a\Delta T} Y_k^{p-1} - Y_k^p),
\]
et ainsi
\[
Y_{k+1}^n = e^{-a\Delta T} Y_k^{n-1} + \sum_{p=1}^{n-1} (1 + a\Delta T)^{p-n} (e^{-a\Delta T} Y_k^{p-1} - Y_k^p)
\]
en rappelant que la solution exacte \( y(T^n) = e^{-na\Delta T} y_0 \) on déduit que
\[
Y_{k+1}^n - e^{-na\Delta T} y_0 = e^{-a\Delta T} [Y_k^{n-1} - e^{-a(n-1)\Delta T} y_0] \\
+ \sum_{p=1}^{n-1} (1 + a\Delta T)^{p-n} \left( e^{-a\Delta T} [Y_k^{p-1} - e^{-a(p-1)\Delta T} y_0] - [Y_k^p - e^{-ap\Delta T} y_0] \right),
\]
ou encore, en introduisant \( \varepsilon_k^n = Y_k^n - y(T^n) \),
\[
\varepsilon_{k+1}^n = e^{-a\Delta T} \varepsilon_k^{n-1} + \sum_{p=1}^{n-1} (1 + a\Delta T)^{p-n} (e^{-a\Delta T} \varepsilon_k^{p-1} - \varepsilon_k^p) \\
= e^{-a\Delta T} \varepsilon_k^{n-1} + \sum_{p=0}^{n-2} (1 + a\Delta T)^{1+p-n} (e^{-a\Delta T} \varepsilon_k^p) - \sum_{p=1}^{n-1} (1 + a\Delta T)^{p-n} (\varepsilon_k^p) \\
= \varepsilon_k^{n-1} (e^{-a\Delta T} - (1 + a\Delta T)^{-1}) + \sum_{p=0}^{n-2} (1 + a\Delta T)^{p-n} ((1 + a\Delta T - 1) \varepsilon_k^p),
\]
de sorte que si, à l’ordre \( k \) il existe \( c_k \) indépendante de \( \Delta T \) telle que, pour tout \( n, |\varepsilon_k^n| \leq c_k \Delta T^k \), alors
\[
\varepsilon_{k+1}^n \leq c_k \Delta T^k (e^{-a\Delta T} - (1 + a\Delta T)^{-1}) + c_k \left[ \sum_{p=1}^{n-2} ((1 + a\Delta T - 1) e^{-a\Delta T} - 1) \right] \Delta T^k \leq \alpha_N c_k \left( \frac{T a^2}{2} \right) \Delta T^{k+1},
\]
avec une constante \( \alpha_N \) indépendante de \( k \) (et de l’ordre de 2) ce qui montre la proposition avec \( c_{k+1} = \alpha_N c_k (T a^2 / 2) \).
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Après cet exercice, quelques remarques s’imposent.

– On aurait pu choisir un schéma d’Euler explicite et la conclusion aurait été la même.

– Il n’y a rien d’étonnant à ce qu’à partir d’un schéma du premier ordre, bien combiné, on arrive à un schéma d’ordre supérieur. C’est par exemple le cas des schémas de Runge–Kutta ou des schémas de type prédélecteur-correcteur. Néanmoins, le schéma précédent a la particularité de corriger l’ordre de la solution et d’être naturellement parallélisable.

– Pour que ce qui vient d’être donné soit effectivement un schéma, il faut bien évidemment remplacer la résolution exacte entre $T^n$ et $T^{n+1}$ par une résolution précise, avec n’importe quel schéma classique utilisant un pas de temps $\delta t$ petit par rapport à $\Delta T$. L’intérêt de ce schéma réside dans le fait que les résolutions sur les intervalles $[T^n, T^{n+1}]$ peuvent se faire en parallèle.

– La grille grossière (pas de temps $\Delta T$) permet de propager rapidement l’information sur tout l’intervalle $[0, T]$, la grille fine (pas de temps $\delta t$) permet d’obtenir la précision du schéma. Cette combinaison de calculs sur deux grilles généralise un concept bien connu dans les méthodes de décomposition de domaine pour aborder le parallélisme (cf. [6] par exemple).

2. Quelques notions sur la stabilité

Il est intéressant de vérifier que la stabilité de notre schéma de base n’est pas trop dégradée par la multiplication des étapes d’amélioration de l’ordre. C’est ce que l’on a vérifié en recherchant numériquement les diagrammes de stabilité pour les différents ordres en partant d’un schéma de Euler implicite ou explicite. Les diagrammes correspondants sont donnés dans les figures suivantes où l’on vérifie que pour des ordres raisonnables ($\leq 4$) les diagrammes de stabilité sont comparables. C’est particulièrement intéressant pour le schéma implicite où l’on vérifie que le demi espace des réels négatifs est largement dans la zone de stabilité.

Figure 1. – La région de stabilité pour le schéma implicite est l’extérieur de la courbe.

Figure 1. – The region of stability for the implicit scheme is the exterior of the curve.
3. Application à la résolution d'EDP linéaires en parallèle

Pour appliquer notre schéma à une EDP parabolique, avec un opérateur en espace symétrique, on discrétise en espace ce qui conduit à un système différentiel en temps. La proposition 1 reste vraie comme on peut facilement s’en convaincre en travaillant dans une base propre de l’opérateur spatial.

Pour vérifier le bon comportement de ce schéma sur une EDP elliptique, on a considéré le problème de la chaleur

$$\frac{\partial u}{\partial t} - \Delta u = f = A \cdot \sin(\alpha \cdot t), \quad u(t = 0) = \tan(x^2 + y^2 - 1),$$

(9)
dans le disque unité et avec des conditions aux limites homogènes. Les résultats sont dans le tableau suivant.

Tableau 1. – Convergence du schéma pour $T = 50$, $\Delta T = 0.1$, $\delta t = 0.004$, $A = 5$, $\alpha = 10$.

Table 1. – Convergence of the scheme for $T = 50$, $\Delta T = 0.1$, $\delta t = 0.004$, $A = 5$, $\alpha = 10$.

L’erreur pour une résolution classique avec le pas de temps de $\delta t$ est de $0.6 \cdot 10^{-2}$. On retrouve cette erreur avec notre schémas à l’ordre 3 qui nécessite donc trois résolutions grossières (avec un $\Delta T = 0.1$)
et deux résolutions fines, mais en parallèle, sur chaque \([T^n, T^{n+1}]\). Ceci donne un gain en efficacité d’un facteur 8 si les résolutions fines sont effectuées en parallèle. On précise aussi que l’erreur à chaque ordre est divisée par un facteur 6.

4. Applications dans le cas non linéaire

Pour la généralisation aux cas d’EDP non linéaires, l’argument est d’utiliser la linéarisation de l’équation autour de l’état courant. Prendons par exemple le problème suivant (non linéaire et non symétrique)

\[
\frac{\partial u}{\partial t} + \frac{\partial u}{\partial x} - \nu \Delta u + \beta u^3 = f = A \cdot \sin(\alpha \cdot t), \quad \nu > 0, \quad \beta > 0,
\]

(10)
dans le disque unité \(\Omega\), avec la même condition initiale que pour (9) et des conditions aux limites homogènes. On propose alors le schéma

\[
\begin{cases}
\frac{U_{n+1}^k - U_n^k}{\Delta t} + \frac{\partial U_{n+1}^k}{\partial x} - \nu \Delta U_{n+1}^k + \beta(U_n^k)^3 = f^n, \\
U_0^k = u(t = 0),
\end{cases}
\]

(11)

On utilise les valeurs précédentes pour résoudre en parallèle sur chaque intervalle \([T^n, T^{n+1}]\) et de façon fine (en temps)

\[
\begin{align*}
\frac{\partial u_n^k}{\partial t} + \frac{\partial u_n^k}{\partial x} - \nu \Delta u_n^k + \beta(u_n^k)^3 &= f \text{ sur } [T^n, T^{n+1}], \\
u_n^k(t = t^n) &= U_1^n,
\end{align*}
\]

(12)

puis, supposant connus \(U_k^n\) et \(u_k^n(t)\) sur \([T^n, T^{n+1}]\)

(i) on introduit \(S_k^n = u_k^{n-1}(T^n) - U_k^n\);
(ii) puis on propage les sauts

\[
\begin{cases}
\frac{\delta u_{n+1}^k - \delta u_k^n}{\Delta t} + \frac{\partial \delta u_{n+1}^k}{\partial x} - \nu \Delta \delta u_{n+1}^k + 3\beta(u_k^n(T^n))^2 \delta u_{n+1}^k = S_k^n, \\
\delta u_k^n = 0;
\end{cases}
\]

(13)

(iii) ensuite on pose \(U_{n+1}^k = u_k^{n-1}(T^n) + \delta u_k^n\) et on résout de façon fine, et en parallèle

\[
\begin{align*}
\frac{\partial u_{n+1}^k}{\partial t} + \frac{\partial u_{n+1}^k}{\partial x} - \nu \Delta u_{n+1}^k(t) + \beta(u_{n+1}^k(t))^3 &= f \text{ sur } [T^n, T^{n+1}], \\
u_{n+1}^k(t = t^n) &= U_{n+1}^k,
\end{align*}
\]

(14)

On vérifie sur le tableau suivant que les ordres augmentent bien avec \(k\). Ici le gain est encore plus important que pour le cas linéaire car les paramètres ont été choisis de façon plus compatible. On a en effet \(\frac{T}{\Delta T} \approx \frac{\Delta T}{\Delta t}\) et l’on remarque que l’erreur d’un schéma classique (avec \(\Delta t\)), de l’ordre de 0.3 \cdot 10^{-3}, est retrouvée avec notre schéma à l’ordre 4, nécessitant quatre résolutions grossières et trois résolutions fines, sur chaque \([T^n, T^{n+1}]\), en parallèle, donnant un gain d’un facteur \(\frac{\Delta T}{(4+3) \cdot \Delta t} \approx 18\).

Remarque. – Ce schéma n’est pas la première tentative de parallélisation en temps, on pourra aussi consulter \[1\] et \[2\] pour des systèmes différentiels non linéaires de petite dimension. Leur approche est basée sur des itérations de Newton et ne semble pas pouvoir être étendue à des systèmes de grande dimension. À notre connaissance, notre schéma est une première proposition qui permet de traiter des EDP (non linéaires).

Remarque. – Les potentialités de ce schéma peuvent encore être améliorées en utilisant des discrétisations en espace différentes pour les résolutions avec les pas de temps \(\Delta T\) et \(\Delta t\). Dans le même sens que \[3\], on peut en effet proposer d’utiliser un maillage \(H\) grossier pour propager les sauts entre \(u_n(T^{n-})\) et
Tableau 2. – Taux de convergence pour $\nu = 1, \alpha = 2, \beta = 5, T = 10, A = 5, \Delta T = 0.1, \delta t = 0.0008$.  
Table 2. – Rate of convergence for $\nu = 1, \alpha = 2, \beta = 5, T = 10, A = 5, \Delta T = 0.1, \delta t = 0.0008$.  

Le schéma de base étant implicite, donc inconditionnellement stable, nous n’avons pas eu à nous préoccuper ici d’un éventuelle condition de type CFL entre les paramètres de discrétisation en espace et en temps. Les gains obtenus nous semblent être un pas supplémentaire vers le temps réel pour des problèmes dépendants du temps.
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