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Abstract

A Lyapunov-based approach for trajectory tracking of the Schrödinger equation is proposed. In the finite dimensional case, convergence is precisely analyzed. Connection between the controllability of the linear tangent approximation around the reference trajectory and asymptotic tracking is studied. When the linear tangent approximation is controllable, such a feedback ensures almost global asymptotic convergence. When the linear tangent system is not controllable, the stability of the closed-loop system is not asymptotic. To overcome such lack of convergence, we propose, when the reference trajectory is a pure-state, a modification based on adiabatic invariance. Simulations illustrate the simplicity and also the interest for trajectory generation.
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1 Introduction

Controllability of a finite dimensional quantum system:

\[ i\dot{\Psi} = (H_0 + u(t)H_1)\Psi \]

where $H_0$ and $H_1$ are $n \times n$ Hermitian matrices with coefficients in $\mathbb{C}$, can be studied via the general accessibility criteria proposed in [26] and based on Lie-Brackets. More specific results might be found in e.g. [21] and [27]. In particular, the system is controllable if and only if the Lie algebra generated by the skew-symmetric matrices $H_0/i$ and $H_1/i$ is $\mathfrak{su}(n)$, the Lie algebra of skew-Hermitian matrices of dimension $n$. Thus controllability of such systems is well characterized. However, such a characterization does not provide in general a simple and efficient way for control design and trajectory generation.

Optimal control techniques (see, e.g., [23] and [13] and the reference herein) provide a first set of methods. Another set consists in using feedback: see, e.g., [20] for decoupling techniques, or [28,5,25] for Lyapunov-based techniques.

In this paper we propose a Lyapunov-based technique that can be relevant for trajectory tracking and generation. The control Lyapunov function is based on the conservation of probability and thus can be used whatever the dimension of the system is. In the finite dimensional case, we show that controllability of the first variation around the reference trajectory is a necessary condition for asymptotic convergence. The analysis is based on an adaptation to bilinear quantum systems of the general method proposed in [8] (see also [6]). Our design method is close but different from the one proposed in [28,25]. The Lyapunov function is different and can be adapted to tracking of any system trajectory. Moreover, we propose here to add a fictitious control $\omega$ (see (2)) to take into account the physically meaningless global phase. Such additional fictitious control simplifies notably the control-design and the convergence analysis.

The paper contains three convergence analysis. They are given in theorem 1 when the reference trajectory is a pure-state, in theorem 3 when the reference trajectory is
adiabatic and in theorem 6 when the reference trajectory is analytic. In section 2, we introduce the additional fictitious phase control \( \omega \), we present the Lyapunov-based tracking feedback and we discuss three simulations that illustrate theorems 1 and 3. This section is tutorial and technicalities are reduced to a strict minimum. The three remaining sections are more technical and formal: section 3 (resp. 4 and 5) is devoted to theorem 1 (resp. 3 and 6). In conclusion, we suggest extensions to the multi-input and infinite-dimensional cases.

Preliminary versions of these results can be found in \([18,17]\). Connected but different results can also be found in \([19]\) where Lyapunov design is developed for the density operator \( \Psi \), and also in \([1]\) that studies the stabilization around a degenerate pure state where the linear tangent system is analytic. In section 2, we introduce the additional fictitious phase control.

\section{Tracking feedback design}

\subsection{Dynamics and global phase}

Consider the \( n \)-states quantum phase system \((h = 1)\)

\[
\frac{d}{dt} \Psi = (H_0 + u(t)H_1)\Psi,
\]

where \( H_0 \) and \( H_1 \) are \( n \times n \) Hermitian matrices with coefficients in \( \mathbb{C} \). Here \( H_0 \) is a time independent Hamiltonian, corresponding to the free evolution of the system in the absence of any external fields. The external interaction here is taken as a control classical field \( u(t) \in \mathbb{R} \) coupled to the system through the time independent Hamiltonian \( H_1 \). The wave function \( \Psi = (\Psi_i)_{i=1}^n \) is a vector in \( \mathbb{C}^n \), verifying the conservation of probability:

\[
\sum_{i=1}^n |\Psi_i|^2 = 1.
\]

An important characteristic is that the choice of the global phase is arbitrary: physically, the probability amplitudes \( \Psi \) and \( e^{i\theta(t)}\Psi \) describe the same physical state for any global phase \( t \mapsto \theta(t) \in \mathbb{R} \).

The conservation of probability and global phase invariance have important consequences on the geometry of the physical state space: \( \Psi \) lives on the unit sphere of \( \mathbb{C}^n \); two probability amplitudes \( \Psi_1 \) and \( \Psi_2 \) are identified when exists \( \theta \in \mathbb{R} \) such that \( \Psi_1 = \exp(i\theta)\Psi_2 \). Thus the geometry of the state space does not coincide with the unit sphere of \( \mathbb{C}^n \), i.e., \( S^{2n-1} \).

The usual way to take into account such geometry is to reduce the dynamics on the minimal state space: when \( n = 2 \), the dynamics reduces on \( S^2 \), the unit sphere of \( \mathbb{R}^3 \) called the Bloch sphere. This corresponds to the geometric representation in terms of a fictitious spin 1/2 (see, e.g., \([3]\)). For \( n > 2 \) such reduction if less simple and the state-space geometry corresponds to the complex projective space of \( \mathbb{C}^n \), \( \mathbb{P} \mathbb{C}^n \).

In this paper, we propose another way to take into account such non trivial geometry of the physical state-space. Instead of reducing the state dimension, we increase the number of control by one. To \( u \) we will add a second control \( \omega \) corresponding to the time derivative of the global phase. Thus we consider instead of (1) the following control system

\[
n \dot{\Psi} = (H_0 + uH_1 + \omega)\Psi
\]

where \( \omega \in \mathbb{R} \) is a new control playing the role of a gauge degree of freedom. We can choose it arbitrarily without changing the physical quantities attached to \( \Psi \). With such additional fictitious control \( \omega \), we will assume in the sequel that the state space is \( S^{2n-1} \) and the dynamics given by (2) admits two independent controls \( u \) and \( \omega \).

Adding controls to take into-account symmetry is not new. It has been already proposed for induction motors by Blaschke \([2,12]\). This point has been re-explained in \([14]\) and is widely used for induction motors (see, e.g., point (2) of the discussion page 141 in \([4]\)).

\subsection{Lyapunov control design}

Take a reference trajectory \( t \mapsto (\Psi_r(t), u_r(t), \omega_r(t)) \), i.e., a smooth solution of (2) (or of (1) with \( \omega_r = 0 \)):

\[
n \frac{d}{dt} \Psi_r = (H_0 + u_rH_1 + \omega_r)\Psi_r.
\]

Take the following time varying function \( V(\Psi,t) \):

\[
V(\Psi,t) = \langle \Psi - \Psi_r | \Psi - \Psi_r \rangle
\]

where \( \langle .,. \rangle \) denotes the Hermitian product. \( V \) is positive for all \( t > 0 \) and all \( \Psi \in \mathbb{C}^n \) and vanishes when \( \Psi = \Psi_r \). Simple computations show that \( V \) is a control Lyapunov function when \( \Psi \) satisfies (2):

\[
\frac{d}{dt} V = 2(u - u_r)\Im((H_1 \Psi(t) | \Psi_r)) + 2(\omega - \omega_r)\Im((\Psi(t) | \Psi_r))
\]

where \( \Im \) denotes the imaginary part. With, e.g.,

\[
u = u_r - a\Im((H_1 \Psi(t) | \Psi_r(t)))
\]

\[
\omega = \omega_r - b\Im((\Psi(t) | \Psi_r(t)))
\]
Let us detail the important case when the reference trajectory corresponds to an equilibrium: \( u_r = 0, \omega_r = -\lambda \) and \( \Psi_r = \phi \) where \( \phi \) is an eigen-vector of \( H_0 \) associated to the eigenvalue \( \lambda \in \mathbb{R} \). Then (5) becomes a static-state feedback:
\[
\begin{align*}
    u &= -a \Ima \langle H_1 \Psi | \phi \rangle \\
    \omega &= -\lambda - b \Ima \langle \Psi | \phi \rangle.
\end{align*}
\] (6)

### 2.3 Tutorial examples and simulations

Simulations of figure 1 describes the trajectory with \( \Psi^0 = (0, 1/\sqrt{2}, 1/\sqrt{2}) \) as initial state. Other simulations indicate that the trajectories always converge to \( \phi \). It appears that such Lyapunov based techniques is quite efficient for system (7). In theorem 1, it is shown that almost global convergence is equivalent to the controllability of the linear tangent system around \( \phi \).

Fig. 2. populations \((|\Psi_1|^2, |\Psi_2|^2, |\Psi_3|^2)\) and controls \((u, \omega)\); initial condition \((0, 1/\sqrt{2}, 1/\sqrt{2})\); \( H_0 \) defined by (7), \( H_1 \) by (9) and feedback by (10).

Let us consider another example that clearly illustrates the limitation of such Lyapunov based technique: \( H_0 \) and the goal state \( \phi \) remain unchanged but \( H_1 \) becomes:
\[
H_1 = \begin{pmatrix}
  0 & 1 & 0 \\
  1 & 0 & 1 \\
  0 & 1 & 0
\end{pmatrix}
\] (9)

The feedback becomes
\[
\begin{align*}
    u &= -\frac{1}{2} \Ima (\Psi_2^*) \\
    \omega &= -\frac{1}{2} \Ima (\Psi_1^*).
\end{align*}
\] (10)

Simulations of figure 2 start with \((0, 1/\sqrt{2}, 1/\sqrt{2})\) as initial condition for \( \Psi \). We clearly realize that such a feedback reduces the distance to the first state but does not ensure its convergence to 0. This is not due to a lack of controllability. This system is controllable since the Lie algebra spanned by \( H_0/\mathfrak{s} \) and \( H_1/\mathfrak{s} \) coincides with \( su(3) \) [21]. As explained in theorem 1, such convergence deficiency comes form the fact that the linear tangent system around \( \phi \) is not controllable.

To overcome such lack of convergence observed with simulations on figure 2, we will use (5) with a adiabatic...
reference trajectory
\[ \frac{d}{dt} \Psi_r = (H_0 + u_r(t)H_1)\Psi_r, \quad \Psi_r(0) = (1, 0, 0), \] \hspace{1cm} (11)
where \( u_r = \frac{1}{T} \sin(2\pi t/T) \) with a period \( T = 300 \), large compared with the natural periods of \( H_0 \) to ensure that \( u_r \) is a slowly varying time function. Take the following tracking feedback
\[ u = u_r - \frac{1}{2} \Im (\langle H_1 \Psi | \Psi_r(t) \rangle), \quad \omega = -\frac{1}{2} \Im (\langle \Psi | \Psi_r(t) \rangle). \] \hspace{1cm} (12)
Since \( u_r \) varies slowly, adiabatic theory ensures that \( \Psi_r \) will follow closely the first eigen-state of \( H_0 + u_r H_1 \). So when \( u_r \) returns to 0, \( \Psi_r \) will almost return to the first eigen-space spanned by \( (1, 0, 0) \); we have \( \Psi_r(T) \approx (\exp(i\theta), 0, 0) \) for some phase shift \( \theta \). If during this slow motion, the reference trajectory \( \Psi_r \) is in the neighborhood of an eigen-state of \( H_0 + u_r H_1 \) where the linear tangent system is controllable, this will strongly improve convergence. This is effectively the case as shown in figure 3 that illustrates the efficiency of combining Lyapunov design and adiabatic invariance. Detailed results and rigorous proofs of such convergence improvements are given by theorem 6. See also [1] for a different method based on an implicitly defined control-Lyapunov function that ensures local convergence then the linear-tangent system around \( \phi \) is not controllable.

![Fig. 3. system and initial conditions identical to figure 2; adiabatic trajectory (11) tracking via the feedback (12).](image)

3 Convergence analysis

The goal of this section is to prove the following theorem that underlies simulations of figures 1 and 2.

**Theorem 1** Consider (2), with \( \Psi \in \mathbb{S}^{2n-1} \) and an eigen-state \( \phi \in \mathbb{S}^{2n-1} \) of \( H_0 \) associated to the eigenvalue \( \lambda \).

Take the static feedback (6) with \( a, b > 0 \). Then the two following propositions are true:

1. If the spectrum of \( H_0 \) is not degenerate (all eigenvalues are distinct), the Omega-limit set of the closed loop system is the intersection of \( \mathbb{S}^{2n-1} \) with the real vector-space \( \mathcal{E} \) spanned by the eigen-vectors \( \Phi \) of \( H_0 \) such that \( \langle H_1 \Phi | \phi \rangle = 0 \) and \( \Theta(\Phi | \phi) = 0 \).
2. The omega-limit set reduces to \{ \phi, -\phi \} if and only if \( H_0 \) is not degenerate and \( E = \Re \phi \). In this case: the equilibrium \( \phi \) is exponentially stable (on \( \mathbb{S}^{2n-1} \); the equilibrium \( -\phi \) is unstable; the attractor set of \( \phi \) is exactly \( \mathbb{S}^{2n-1} / \{- \phi \} \). This case corresponds to the controllability of the linear-tangent system at \( \phi \), a time-invariant linear system that lives on the \( 2n - 1 \) plane tangent to \( \mathbb{S}^{2n-1} \) at \( \phi \).

For example of figure 1, it becomes clear that \( E = \Re \phi \) since \( H_0 \) is not degenerate and \( \phi = (1, 0, 0) \) is almost globally asymptotically stable. Notice the condition \( E = \Re \phi \) says that, physically, the goal-state \( \phi \) is connected to all other pure states via mono-photonic transitions (see, e.g., [16]).

For example of figure 2, elements of \( E \) are of the form \((x, 0, z)\) where \( x \in \mathbb{R} \) and \( z \in \mathbb{C} \); we observe effectively that the Omega-limit set contains elements of the form \((x, 0, r \exp(i\theta))\) with \( x \), \( r \) and \( \theta \) in \( \mathbb{R} \) such that \( x^2 + r^2 = 1 \). Physically, the transition between \( \phi \) and state of energy \( 3/2 \) necessitates at least two photons: the feedback (10) cannot find such multi-photonic processes.

The proof of theorem 1 mainly relies on the characterization of the Omega-limit set via LaSalle invariance principle. It provides here a complete description of the invariant subset via the linear system \( M \Xi = 0 \) where \( M \) is defined by (14) below. Such description becomes very simple when \( H_0 \) is not degenerate.

3.1 Proof of proposition (1) of theorem 1

Up to a shift on \( \omega \) and \( H_0 \), we can assume that \( \lambda = 0 \). LaSalle’s principle (see, e.g., theorem 3.4, page 115 of [11]) says that the trajectories of the closed-loop system converge to the largest invariant set contained in \( dV/dt = 0 \) where \( V \) is defined by (3). The equation \( dV/dt = 0 \) means that
\[ \Theta(\langle H_1 \Psi | \phi \rangle) = \Theta(\langle \Psi | \phi \rangle) = 0. \]
Thus \( u = 0 \) and \( \omega = 0 \). Invariance means that \( \frac{d}{dt} \Psi = H_0 \Psi, \quad \frac{d}{dt} \Theta(\langle H_1 \Psi | \phi \rangle) = 0 \) and \( \frac{d}{dt} \Theta(\langle \Psi | \phi \rangle) = 0 \). Clearly \( \frac{d}{dt} \Theta(\langle \Psi | \phi \rangle) = 0 \) does not give any additional information since \( H_0 \phi = 0 \). Only \( \frac{d}{dt} \Theta(\langle H_1 \Psi | \phi \rangle) = 0 \) provides a new independent equation: \( \Re(\langle H_0 H_1 \Psi | \phi \rangle) = 0 \) that reads
\[ \Re(\langle [H_0, H_1] \Psi | \phi \rangle) = 0. \]
Similarly \( \mathfrak{d} \Re((H_0, H_1)|\Psi(\phi)) = 0 \) implies
\[
\Im((H_0, [H_0, H_1])\Psi(\phi)) = 0.
\]

And so on. Finally, the largest invariant set is characterized by \( \Im((H_i\Psi(\phi)) = 0 \) with the following conditions,
\[
\begin{align*}
\Im((H_0\Psi(\phi)) & = 0, \\
\Re((H_0, [H_0, H_1])\Psi(\phi)) & = 0, \\
\Im((H_0, [H_0, H_1])\Psi(\phi)) & = 0 \\
& \ldots
\end{align*}
\]

that corresponds to the “ad-conditions” obtained in [8]. At each step, we have the Lie bracket of the Hamiltonian \( H_0 \) with the Hamiltonian of the last step.

We can always assume that \( H_0 \) is diagonal. Then we can easily compute the commutator \([H_0, B]\) where \( B = (B_{ij}) \) is a \( n \times n \) matrix. With \( H_0 = \text{diag}(\lambda_1, \ldots, \lambda_n) \), we have
\[
[H_0, A]_{i,j} = (\lambda_i - \lambda_j)B_{ij}.
\]

Let take \( B = H_1 \) in order to simplify the notations. So:
\[
\begin{align*}
[H_0, B] & = ((\lambda_i - \lambda_j)B_{ij}) \\
[H_0, [H_0, B]] & = ((\lambda_i - \lambda_j)^2B_{ij}) \\
& \vdots \\
[H_0, \ldots, [H_0, B]] & = ((\lambda_i - \lambda_j)^kB_{ij}).
\end{align*}
\]

Thus the previous system reads:
\[
\begin{align*}
\Im(\Sigma_j B_{1j}\Psi_j) & = 0, \\
\Re(\Sigma_j(\lambda_1 - \lambda_j)B_{1j}\Psi_j) & = 0, \\
& \vdots \\
\Im(\Sigma_j(\lambda_1 - \lambda_j)^kB_{1j}\Psi_j) & = 0, \\
\Re(\Sigma_j(\lambda_1 - \lambda_j)^{2k+1}B_{1j}\Psi_j) & = 0, \\
& \ldots
\end{align*}
\]

Set
\[
M = \begin{pmatrix}
1 & \ldots & 1 \\
(\lambda_1 - \lambda_2)^2 & \ldots & (\lambda_1 - \lambda_n)^2 \\
(\lambda_1 - \lambda_2)^4 & \ldots & (\lambda_1 - \lambda_n)^4 \\
& \vdots & \vdots \\
(\lambda_1 - \lambda_2)^{2(n-2)} & \ldots & (\lambda_1 - \lambda_n)^{2(n-2)}
\end{pmatrix}
\]

and
\[
\Xi = ((1 + i(\lambda_1 - \lambda_2))B_{12}\Psi_2, \ldots, (1 + i(\lambda_1 - \lambda_n))B_{1n}\Psi_n)^T.
\]

Then (13) implies that \( M \Xi = 0 \). Indeed even if (13) corresponds to an infinite number of linear relations, using the Vandermonde structure of these equations one can easily see that it suffices to consider its first \( n - 1 \) equations: higher order equations are necessarily linear combinations of the first \( n - 1 \) equations. Thus the linear system \( M \Xi = 0 \) with \( \Im((\Psi(\phi)) = 0 \) provides a complete characterization of the \( \Omega \)-limit set.

In the particular case where the free Hamiltonian \( H_0 \) has a non-degenerate spectrum, \( M \) is invertible and thus \( \Xi = 0 \). Then \( \Psi \in \mathbb{S}^{2n-1} \) is in the \( \Omega \)-limit set if and only if
\[
B_{1j}\Psi_j = 0, \forall j \in \{2, \ldots, n\}.
\]

and \( \Im(\Psi(1)) = 0 \).

3.2 Proof of proposition (2) of theorem 1

Notice first that in any case the \( \Omega \)-limit set contains \( \phi \) and \( -\phi \).

If \( H_0 \) has a non-degenerate spectrum and \( E = \Re \phi \) then proposition (1) implies that the \( \Omega \)-limit set is just \( \{ \pm \phi \} \). Now let us suppose that at least one of these two conditions is not fulfilled.

Assume that \( E \neq \Re \phi \). Thus exists an eigen-vector \( \Phi \) of \( H_0 \) not co-linear to \( \phi \) such that \( (H_0\Phi)|\phi) = 0 \). With \( \Psi(0) = \Phi \) as initial state, we have \( u(t) = 0 \) and \( \omega(t) = -\lambda \) and \( \Psi(t) = \Phi \) for all \( t > 0 \). The \( \Omega \)-limit set contains \( \Phi \).

Assume \( E = \Re \phi \) but that \( H_0 \) has a degenerate spectrum. We will consider two cases:

1. There exists an eigen-vector \( \psi_0 \) with length 1 of \( H_0 \) orthogonal to \( \phi \) but with the same eigen-value \( \lambda \). Since \( E = \Re \phi \), \( B_{1k} = \langle H_1\psi_0(\phi) \rangle \neq 0 \). With \( \Psi(0) = \frac{B_{1k}}{|B_{1k}|}\psi_0 \) as initial state, we have \( u(t) = 0 \), \( \omega = -\lambda \) and \( \Psi(t) = \frac{B_{1k}}{|B_{1k}|}\psi_0 \) belongs to the \( \Omega \)-limit set.

2. There exist two orthogonal eigen-vectors \( \psi_k \) and \( \psi_l \) of \( H_0 \), with length one and admitting the eigenvalues \( \mu \neq \lambda \). Since \( E = \Re \phi \), \( B_{1k} = \langle H_1\psi_k(\phi) \rangle \neq 0 \) and \( B_{1l} = \langle H_1\psi_l(\phi) \rangle \neq 0 \). With \( \Psi(0) = (B_{1k}\psi_l - B_{1l}\psi_k)/\sqrt{|B_{1k}|^2 + |B_{1l}|^2} \), we have \( u(t) = 0 \), \( \omega = -\lambda \) and
\[
\Psi(t) = e^{-i(\mu - \lambda)t}\Psi(0).
\]

Thus the \( \Omega \)-limit set contains \( (e^{i\alpha}\Psi(0))_{\alpha \in [0,2\pi]} \).

The proof of the first part of proposition (2) is thus done.

Let us prove now that \( \phi \) is locally exponentially stable when \( H_0 \) is not degenerate and \( E = \Re \phi \). We will prove
that the linear tangent closed-loop system is asymptotically stable. This will automatically implies that the equilibrium $\phi$ is locally exponentially stable. Set
\[
\Psi(t) = \phi + \Delta \Psi(t)
\]
with $\Delta \Psi$ small. Then up to second order terms we have
\[
\frac{d}{dt} \Delta \Psi = (H_0 - \lambda I) \Delta \Psi - a \Im((H_1 \Delta \Psi | \phi)) H_1 \phi - b \Im((\Delta \Psi | \phi)) \phi
\]
and $\Re(\langle \Delta \Psi | \phi \rangle) = 0$ (definition of the tangent space at $\phi$ to the unit sphere $\mathbb{S}^{2n-1}$). Set $W(\Delta \Psi) = \frac{1}{2} \langle \Delta \Psi | \Delta \Psi \rangle$. Simple computations show that $dW/dt \leq 0$ and $E = \Re \phi$ implies that the LaSalle’s invariant set of this linearized system reduces to $\Delta \Psi = 0$ on the tangent space at $\phi$ to $\mathbb{S}^{2n-1}$.

The fact that $-\phi$ is unstable results from the fact that the Lyapunov function $V$ reaches its maximum on $\mathbb{S}^{2n-1}$ only for $\Psi = -\phi$. Thus if $\Psi(0) \neq -\phi$, then necessary $\Psi(t)$ must converge to the other point of the $\Omega$-limit set. Thus $\lim_{t \to \infty} \Psi(t) = \phi$; the equilibrium $-\phi$ is unstable, the attraction region of $\phi$ is $\mathbb{S}^{2n-1}/\{-\phi\}$.

Let us finally prove that $H_0$ non degenerate and $E = \Re \phi$ is equivalent to the controllability of the linear-tangent system at $\phi$.

Set $\Psi(t) = \phi + \Delta \Psi(t)$ with $\Re(\langle \Delta \Psi | \phi \rangle) = 0$, $u = \Delta u$ and $\omega = -\lambda + \Delta \omega$ with $\Delta \Psi$, $\Delta u$ and $\Delta \omega$ small. Then up to second order terms, (2) reads
\[
\frac{d}{dt} \Delta \Psi = (H_0 - \lambda I) \Delta \Psi + \Delta u H_1 \phi + \Delta \omega \phi.
\]
Take $(\phi_1, ..., \phi_n)$ an ortho-normal eigen-basis of $H_0$ associated to $(\lambda_1, ..., \lambda_n)$ with $\phi_1 = \phi$ and $\lambda_1 = \lambda$. Set $(z_1, ..., z_n) \in \mathbb{C}^n$ the coordinates of $\Delta \Psi$ in this basis. Then: $\Re(z_1) = 0$ and
\[
\frac{d}{dt} (\Re(z_1)) = -\Delta \omega - B_{11} \Delta u
\]
\[
\frac{d}{dt} z_2 = (\lambda_2 - \lambda_1) z_2 + B_{12} \Delta u
\]
\[
\vdots
\]
\[
\frac{d}{dt} z_n = (\lambda_n - \lambda_1) z_n + B_{1n} \Delta u
\]
where $B_{ij} = \langle \phi_i | H_1 \phi_j \rangle$. Controllability is then equivalent to the fact that $B_{ij} \neq 0$ and $\lambda_i \neq \lambda_j$ for $i \neq j$ (use, e.g., Kalman controllability matrix). This is clearly equivalent to $H_0$ non degenerate and $E = \Re \phi$.

3.3 A technical lemma

The following lemma will be used during the proof of theorem 3.

Lemma 2 Consider (2). Take $\phi \in \mathbb{S}^{2n-1}$ an eigenvector of $H_0$ associated to the eigen-value $\lambda$. Assume that $H_0$ is not degenerate and the vector-space $E$ defined in theorem 1 coincides with $\Re \phi$. Take $\theta \in \mathbb{R}$ and consider the following closed-loop system $(a, b > 0)$
\[
\begin{cases}
\frac{d}{dt} \Psi = (H_0 + u H_1 + \omega) \Psi \\
u = -a \Im((H_1 \Psi | e^{i(\theta - \lambda t)} \phi)) \\
\omega = -b \Im((\Psi | e^{i(\theta - \lambda t)} \phi))
\end{cases}
\]

Then for all $\eta > 0$ and $\epsilon > 0$, exists $T > 0$, such that for all $\Psi^0 \in \mathbb{C}^n$ satisfying $\|\Psi^0 - \exp(i \theta) \phi\| \leq 2 - \eta$, we have
\[
\forall t \geq T, \quad \min_{\alpha \in [0, 2\pi]} \|\Psi(t) - \exp(i \alpha) \phi\| \leq \epsilon
\]

where $\Psi$ is the solution of $(T)$ with $\Psi(0) = \Psi^0$.

Notice that $T$ is independent of $\theta$: this point will be crucial in the proof of theorem 3. The detailed proof of this lemma is left to the reader. It relies on the following arguments:

- Up to a shift of $-\lambda$ on $\omega$ and $H_0$, and multiplying $\Psi$ by $e^{-i \theta}$, we can assume $\lambda = 0$ and $\theta = 0$; one recognizes feedback (6).
- $\|\Psi - \phi\|$ is a Lyapunov function that reaches its maximum value 2 only for $\Psi = -\phi$.
- $\Psi$ lives on the compact $\mathbb{S}^{2n-1}$ and according to proposition (2) of theorem 1, the $\Omega$-limit set of $(T)$ is made of two equilibrium $\{\phi, -\phi\}$ with $\phi$ exponentially stable with attraction region $\mathbb{S}^{2n-1}/\{-\phi\}$.
- The time taken by $\Psi(t)$ to enter the sphere of center $\phi$ and radius $\epsilon$ is a continuous function of $\Psi(0) \in \mathbb{S}^{2n-1}/\{-\phi\}$. It reaches its maximum on every compact subset of $\mathbb{S}^{2n-1}/\{-\phi\}$.

4 Lyapunov tracking of adiabatic trajectories

The goal of this section is to prove the following theorem that underlies simulations of figure 3.

Theorem 3 Consider (2) and an analytic map $u \mapsto (\phi^u, \lambda^u)$ where $\phi^u$ is an eigenvector of $H_0 + u H_1$ of length 1 associated to the eigenvalue $\lambda^u$. Take a smooth map $f : [0, 1] \mapsto [0, 1]$ such that $f(0) = f(1) = 0$. For $T > 0$, denote by $[0, T] \ni t \mapsto \Psi_x(t)$ the reference trajectory
solution of

\[
(S_r) \begin{cases}
\frac{d}{dt} \Psi_r = (H_0 + u_r(t)H_1)\Psi_r \\
\Psi_r(0) = \phi^0 \\
u_r(t) = f(t/T).
\end{cases}
\]

and by \(0, T] \ni t \mapsto \Psi(t)\) the trajectory of closed-loop system (see (5), \(a, b > 0\) constant)

\[
(S) \begin{cases}
\frac{d}{dt} \Psi = (H_0 + u(t)H_1 + \omega)\Psi \\
\Psi(0) = \psi^0 \\
u = u_r(t) - a\Im\langle H_1 \Psi | \Psi_r \rangle \\
\omega = -b\Im(\langle \Psi | \Psi_r \rangle).
\end{cases}
\]

Assume that exists \(\bar{s} \in [0, 1]\) such that the linear tangent system of (2) around the steady state \(\Psi = \phi^u\), \(u = f(\bar{s}) = u_r(sT)\) and \(\bar{\omega} = -\lambda^u\) is controllable.

Then for all \(\eta > 0\) and \(\epsilon > 0\), exists \(\bar{T} > 0\), such that for all \(\psi^0 \in \mathbb{R}^{n-1}\) such that \(|\psi^0 - \phi^0|\leq 2 - \eta\) we have

\[
\forall T \geq \bar{T}, \min_{\alpha \in [0, 2\pi]} |\Psi(T) - e^{i\alpha}\phi^0| \leq \epsilon.
\]

The existence of the analytical map \(u \mapsto (\phi^u, \lambda^u)\) comes from the following classical result of the perturbation theory for finite dimensional self-adjoint operators ([10], page 121):

**Lemma 4** Let us consider the \(n \times n\) hermitian matrices \(H_0\) and \(H_1\) with entries in \(C\) and let us define

\[
H(u) := H_0 + u\ H_1.
\]

For each real \(u \in \mathbb{R}\), there exists an orthonormal basis \((\phi^u_\alpha)_{\alpha \in \{1, \ldots, n\}}\) of \(C^n\) consisting of eigenvectors of \(H(u)\). These orthonormal eigenvectors can be chosen as analytic functions of \(u \in \mathbb{R}\).

For the case of figure 3, it is then clear that the eigenvector \(\phi^0 = (1, 0, 0)\) of \(H_0\) belongs to such an analytic branch. Moreover simple numerical computations indicate that for \(u = 0.1\), the tangent system around \(\phi^0\) is controllable. Moreover, since \(\phi^0\) is defined up a multiplication by \(e^{i\theta}\), \(\theta \in [0, 2\pi]\), one can always choose \(\phi^0\) such that \(|\psi^0 - \phi^0|\leq 1\). Thus, all the conditions of theorem 3 are fulfilled and we can adjust the final error by taking \(T\) large enough. As suggested here below, one observes that, asymptotically when \(\epsilon > 0\) tends to 0, the required time \(T\) to ensure a final error less than \(\epsilon\) increases as \(-k\log \epsilon\) for some \(k > 0\). Such asymptotics for \(T\) can be interpreted as a kind of exponential convergence.

The proof of theorem 3 relies on the following adiabatic theorem borrowed from [7,9]

**Theorem 5** Consider the solution \([0, T] \ni t \mapsto \Psi_r(t)\) of \((\Sigma_r)\). Then for all \(\epsilon > 0\), there exists \(T_\epsilon > 0\) such that for all \(T \geq T_\epsilon\),

\[
\forall t \in [0, T], \min_{\alpha \in [0, 2\pi]} |\Psi_r(t) - e^{i\alpha}\phi^u_r(t)| \leq \epsilon.
\]

In fact, there exist precise results based on exponentially precise estimates: the dependence of \(T_\epsilon\) is linear in \(\log \epsilon\) (see, e.g., theorem (2.1) another version of adiabatic theorems presented in [15]; see also [22]). An enhanced version of theorem 5 can be obtained where the dependence of \(T\) versus \(\epsilon > 0\) is linear in \(\log \epsilon\) as \(\epsilon \to 0\). The remaining part of this section is devoted to the proof of theorem 3.

**Proof.** Take \(\eta > 0\), \(\epsilon > 0\) and \(T > 0\). Denote by \(R \ni t \mapsto \tilde{\Psi}(t)\) the solution of the following closed-loop system

\[
(S_\epsilon) \begin{cases}
\frac{d}{dt} \tilde{\Psi} = (H_0 + \bar{u}H_1 + \bar{\omega})\tilde{\Psi} \\
\tilde{\psi}(sT) = \psi^0(sT) \\
\bar{u} = \bar{u} - a\Im\langle H_1 \tilde{\Psi} | \psi^u(sT) \rangle \\
\bar{\omega} = -b\Im(\langle \tilde{\Psi} | \psi^u(sT) \rangle).
\end{cases}
\]

where the angle \(\bar{\theta} \in [0, 2\pi]\) is such that

\[
|\Psi_r(sT) - e^{i\bar{\theta}}\phi^u| = \min_{\alpha \in [0, 2\pi]} |\Psi_r(sT) - e^{i\alpha}\phi^u|.
\]

By the adiabatic theorem 5, exists \(T_\epsilon > 0\) such that for all \(T \geq T_\epsilon\),

\[
\forall t \in [0, T], \min_{\alpha \in [0, 2\pi]} |\Psi_r(t) - e^{i\alpha}\phi^u_r(t)| \leq \frac{\eta}{2}.
\]

Since \(|\Psi - \Psi_r|\) is a time decreasing function we have

\[
|\Psi(sT) - \Psi_r(sT)| \leq |\Psi(0) - \Psi_r(0)| \leq 2 - \eta
\]

But for \(T \geq T_\epsilon\),

\[
|\Psi(sT) - e^{i\bar{\theta}}\phi^u| \leq |\Psi(sT) - \Psi_r(sT)| + |\Psi_r(sT) - e^{i\bar{\theta}}\phi^u| \leq 2 - \eta/2
\]

Lemma 2 applied on \((\Sigma)\) provides a \(T_\epsilon > 0\) such that

\[
\forall t \geq T_\epsilon, \min_{\alpha \in [0, 2\pi]} |\tilde{\Psi}(sT + t) - e^{i\alpha}\phi^u| \leq \frac{\epsilon}{3}.
\]

One can always choose \(T_\epsilon\) large enough to ensure that for all \(T \geq T_\epsilon\), \(sT + T_\epsilon \leq T\), \(s < 1\) and \(T_\epsilon\) is independent
Let us compare now the solution of (Σ) and ( ˜Σ) for
we have, for
Since
\| \Psi_s - \Psi_{s'} \| is a decreasing time function, we conclude
that, for \( T \geq T_0 \),
\[ \| \Psi_s(T) - \Psi_{s'}(T) \| \leq \| \Psi(sT + T) - \Psi_{s'}(sT + T) \| \leq \epsilon \]
we have, for \( T \geq \hat{T} \)
\[ \| \Psi(sT + T) - \Psi_{s'}(sT + T) \| \leq \epsilon. \]
Since \( \| \Psi - \Psi_{s'} \| \) is a decreasing time function, we conclude that, for \( T \geq T_0 \),
\[ \| \Psi(T) - \Psi_{s'}(T) \| \leq \| \Psi(sT + T) - \Psi_{s'}(sT + T) \| \leq \epsilon \]
since \( sT + T_0 \leq T \).

5 Trajectory tracking

The goal of this section is to propose a generalization to any analytic reference trajectory \( \Psi_r \) of proposition (2) in theorem 1. Let us first write the complex dynamics as a real dynamics in \( \mathbb{R}^{2n} \).

With \( \Re \) and \( \Im \) for real part and imaginary part, set
\[ \bar{\Psi} = (\Re(\Psi), \Im(\Psi))^T, \quad \bar{\Psi}_r = (\Re(\Psi_r), \Im(\Psi_r))^T, \]
\[ G_0 = \begin{pmatrix} \Im(H_0) & -\Re(H_0) \\ -\Re(H_0) & \Im(H_0) \end{pmatrix}, \quad G_1 = \begin{pmatrix} \Im(H_1) & -\Re(H_1) \\ -\Re(H_1) & \Im(H_1) \end{pmatrix}, \quad G_2 = \begin{pmatrix} 0 & 1d \\ -1d & 0 \end{pmatrix}. \]
The real matrices \( G_0, G_1 \) and \( G_2 \) are skew-symmetric. Now the closed-loop dynamics (2) with (5) reads:
\[ \frac{d}{dt} \bar{\Psi} = (G_0 + uG_1 + \omega G_2) \bar{\Psi} \]
\[ u = u_r - \alpha(G_1 \bar{\Psi} | \bar{\Psi}_r)_{\mathbb{R}^{2n}}, \quad \omega = \omega_r - b(G_2 \bar{\Psi} | \bar{\Psi}_r)_{\mathbb{R}^{2n}} \] (19)
with \( \langle \cdot, \cdot \rangle_{\mathbb{R}^{2n}} \) the Euclidean product in \( \mathbb{R}^{2n} \). Set
\[ A(t) = G_0 + u_r(t)G_1 + \omega_r(t)G_2 \]
\[ b_1(t) = G_1 \bar{\Psi}_r(t), \quad b_2(t) = G_2 \bar{\Psi}_r(t) \]
\[ B(t) = (b_1(t), b_2(t)) \] (20)

Then the linear tangent system around the reference trajectory \( (\bar{\Psi}_r, u_r, \omega_r) \) reads:
\[ \frac{d}{dt} \bar{\Psi} = A(t)\bar{\Psi} + \delta u b_1(t) + \delta\omega b_2(t). \] (21)
where \( \delta \bar{\Psi} \) evolves in the tangent space to \( \mathbb{S}^{2n-1} \) at \( \bar{\Psi} \); \( \delta \bar{\Psi}(t) \) is an element of
\[ \bar{T}^{2n-1}(t) = \{ v \in \mathbb{R}^{2n} | \langle v, \bar{\Psi}_r(t) \rangle_{\mathbb{R}^{2n}} = 0 \}. \]
As \( u_r \) and \( \omega_r \) are analytic functions of \( t \), so are \( \bar{\Psi}_r(t), A(t), b_1(t) \) and \( b_2(t) \). Thus, using the generalized Kalman criteria for analytic time-dependent linear systems [24], controllability of (21) is equivalent to:
\[ \text{span} \left( \text{Range} \left( \left[ A(t) - \frac{d}{dt} B(t) \right]^i \right) ; i \in \mathbb{N} \right) = \bar{T}^{2n-1}(t). \] (22)
Since the dependence in $t$ is analytic, controllability of the tangent system around time $t_0$ is equivalent to controllability around any time $t$.

**Theorem 6** Consider (19) where
\[ [0, +\infty) \ni t \mapsto (\bar{\Psi}_r(t), u_r(t), \omega_r) \]
is an analytic reference trajectory. The following two implications are true:

1. Assume that there exists $\eta > 0$ such that
\[ \forall \bar{\Psi}(0) \in S^{2n-1}, \| \bar{\Psi}(0) - \bar{\Psi}_r(0) \| \leq \eta \]
we have
\[ \lim_{t \to +\infty} \| \bar{\Psi}(t) - \bar{\Psi}_r(t) \| = 0. \]

Then the linear tangent system (21) is controllable.

2. Assume that $\forall i \in \mathbb{N}, \sup_{t \geq 0} | u^{(i)}_r(t) | < +\infty$ and $\sup_{t \geq 0} | \omega^{(i)}_r(t) | < +\infty$. Assume also that there exists a sequence $\{ t_k \}_{k=1}^{\infty}$ with $\lim_{k \to +\infty} t_k = +\infty$ such that $\lim_{k \to +\infty} \bar{\Psi}_r(t_k)$ exists and equals $\bar{\Psi}_r \in S^{2n-1}$ and such that $\forall i \in \mathbb{N}$
\[ \lim_{k \to +\infty} \left( A - \frac{d}{dt} \right)^i B \bigg|_{t=t_k} \]
exists and equals $B^\infty_i$ ($A$ and $B$ are defined in (20)). Assume finally that the vector space spanned by $\bar{\Psi}_r$ and the images of all the operators $B^\infty_i$ coincides with $\mathbb{R}^{2n}$. Then
\[ \forall \bar{\Psi}(0) \in S^{2n-1}/\{-\bar{\Psi}_r\}, \lim_{t \to +\infty} \| \bar{\Psi}(t) - \bar{\Psi}_r(t) \| = 0. \]

Assumptions of proposition (2) are quite technical but we do not see any simplification. Controllability of the tangent linear system around each $t > 0$, without any assumption regarding the asymptotic conditioning when $t \to +\infty$, does not imply asymptotic convergence of $\Psi$ towards $\Psi_r$. Moreover LaSalle’s invariance principle becomes problematic when time dependence is not pseudo-periodic. These assumptions can be interpreted as an asymptotic controllability of the linear tangent system (21) when $t \to +\infty$.

Notice that when the analytic reference trajectory $(\Psi_r, u_r, \omega_r)$ is pseudo-periodic, controllability of (21) automatically implies all the assumptions of proposition (2). This results from basic density and continuity arguments on the torus associated to the finite numbers of incommensurable frequencies.

The proof of theorem 6 is based on iterative applications of Barbalat’s lemma: any uniformly continuous function $f : [0, +\infty) \to \mathbb{R}$ such that exists the limit of $\int_0^t f(s) \, ds$ when $t$ tends to $+\infty$, necessarily converges to 0 as $t \to +\infty$.

**PROOF.** Consider proposition (1) and assume that the linear tangent system is not controllable. Take $t_0 > 0$. Then exists $v \in S^{2n-1}$ orthogonal to $\bar{\Psi}_r(t_0)$ such that
\[ B^T_{t=t_0} v = 0 \]
\[ \forall i \in \mathbb{N}, \left( A - \frac{d}{dt} \right)^i B \bigg|_{t=t_0} v = 0, \]
For any $\eta > 0$, the solution $\bar{\Phi} \in S^{2n-1}$ of
\[ \frac{d}{dt} \bar{\Phi} = (G_0 + u_r G_1 + \omega_r) \bar{\Phi} \]
with initial condition $\bar{\Psi}_r(t_0) + \eta v/\sqrt{1 + \eta^2}$ at $t = t_0$ corresponds to a closed-loop trajectory. The maps
\[ t \mapsto \langle G_1 \bar{\Phi} | \bar{\Psi}_r \rangle_{\mathbb{R}^{2n}} \quad \text{and} \quad t \mapsto \langle G_2 \bar{\Phi} | \bar{\Psi}_r \rangle_{\mathbb{R}^{2n}} \]
are analytic and all their derivatives at $t = t_0$ vanish. Thus they are identically zero: the closed-loop control $u$ coincides with $u_r$ and $\omega$ with $\omega_r$. Since $\| \bar{\Phi} - \bar{\Psi}_r \|$ is always equal to $\eta$ this is in contradiction with the assumption of proposition (1).

Let us prove proposition (2). Set
\[ f_1(t) = \langle G_1 \bar{\Psi}(t) | \bar{\Psi}_r(t) \rangle_{\mathbb{R}^{2n}}, \]
\[ f_2(t) = \langle G_2 \bar{\Psi}(t) | \bar{\Psi}_r(t) \rangle_{\mathbb{R}^{2n}}. \]
Since $u_r, \omega_r$ and all their time-derivatives are bounded, $t \mapsto \Psi_r(t)$ and $t \mapsto \Psi(t)$ and all their time derivatives are bounded for $t \in [0, \infty)$. Thus the derivatives of $f_1$ and $f_2$ of any orders are uniformly continuous on $[0, \infty)$ and uniformly bounded. The Lyapunov function $V$ is definite positive and decreasing along the trajectory $\bar{\Psi}(t)$:
\[ \frac{d}{dt} V = -a(f_1(t))^2 - b(f_2(t))^2 \]
Take $i = 1$ or 2. By Barbalat’s lemma, $f_i(t)$ tends to 0 as $t$ tends to $+\infty$. Since $f_i(t) = f_i(0) + \int_0^t f_i$ and $f_i$ uniformly continuous, $f_i$ tends to 0. A simple recurrence shows that any derivative of $f_i$ tends to 0. Standard computations give, for any $\nu \in \mathbb{N}$,
\[ f_i^{(\nu)} = (\Delta \bar{\Psi} | (\frac{d}{dt} - A)^{\nu-1} b_i)_{\mathbb{R}^{2n}} \]
\[ \lim_{t \to +\infty} (\Delta \Psi(t)) = \left( \frac{d}{dt} - A \right)^{-1} b_i \text{ for all } i. \] (23)

Let's suppose that \( \Delta \Psi \) does not converge to 0. As \( \|\Delta \Psi\|_t \) is a decreasing function of \( t \) this implies that there exists a constant \( \alpha > 0 \) such that \( \|\Delta \Psi\|_t > \alpha \) for all \( t > 0 \). Now, take the sequence \( \{t_k\} \) such that \( \Delta \Psi(t_k) \) is bounded in \( \mathbb{R}^{2^n} \) and so we may extract a subsequence \( \{t_{k_n}\} \) (which for simplicity will be still denoted as \( \{t_k\} \)) such that \( \Delta \Psi(t_{k_n}) \) converges to \( \Delta \Psi^\infty \). Then \( \Delta \Psi(t) \) converges to \( \Delta \Psi^\infty \) when \( k \to \infty \). We have \( \|\Delta \Psi^\infty\| \geq \alpha \).

Now passing to the limit in (23) we obtain:

\[ B_\nu^\infty \Delta \Psi_{\nu^\infty} = 0 \quad \forall \nu \in \mathbb{N}. \]

Thus last assumption of proposition (2) implies that \( \Delta \Psi^\infty \) is co-linear to \( \Psi^\infty \), since the image of every \( B_\nu^\infty \) is orthogonal to \( \Psi^\infty \). Thus there exits \( \beta \in \mathbb{R} \) such that \( \Delta \Psi^\infty = \beta \Psi_{r^\infty} \). Set

\[ \Psi^\infty = \lim_{k \to +\infty} \Psi(t_k). \]

Then \( \Psi^\infty = (1 + \beta) \Psi_{r^\infty} \). Since \( \Psi^\infty \) and \( \Psi_{r^\infty} \) belong to \( S^{2n-1} \), we necessarily have \( \beta = 0 \) or \( \beta = -2 \). The case \( \beta = -2 \) is impossible since \( \|\Psi - \Psi_{r}\|_t < 2 \). Thus \( \beta = 0 \) and we have a contradiction.

6 Conclusion

In this paper, we propose and analyze three feedback control loops for a finite dimensional Schrödinger equation with a single physical control \( u \). These theorems admit a straightforward to several controls. Such feedback design can be also extended to any infinite dimension system since it relies on the conservation of probability. However, the extension of the previous convergence analysis is not immediate since it requires the pre-compacity of the closed-loop trajectories, a property that is difficult to prove in infinite dimension.

Another natural question arises when we consider the key assumption requires by theorem 3. Assume that (1) is controllable, i.e., that the Lie algebra generated by \( iH_0 \) and \( iH_1 \) is \( su(n) \) [21]. Does there always exist \( u \in \mathbb{R} \) such that around an eigenvector of \( H_0 + iH_1 \), the linear tangent system is controllable. The all examples we tested validate this conjecture. Is it true for any controllable finite dimensional Schrödinger equation?
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