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Abstract. We establish a Large Deviations Principle for diffusions with Lipschitz continuous oblique reflections on regular domains. The rate functional is given as the value function of a control problem and is proved to be good. The proof is based on a viscosity solution approach. The idea consists in interpreting the probabilities as the solutions to some PDEs, make the logarithmic transform, pass to the limit, and then identify the action functional as the solution of the limiting equation.
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1. Introduction

According to the terminology of Varadhan [45], a sequence \((X^\varepsilon)\) of random variables with values in a metric space \((X,d)\) satisfies a Large Deviations Principle (LDP in short) if

There exists a lower semi-continuous functional \(\lambda : X \to [0, \infty]\) such that for each Borel measurable set \(\mathcal{G}\) of \(X\)

\[
\begin{align*}
(\text{I}) \quad & \limsup_{\varepsilon \to 0} \left\{ -\varepsilon^2 \ln P[X^\varepsilon \in \mathcal{G}] \right\} \leq \inf_{g \in \mathcal{G}} \lambda(g) \quad (\text{LDP’s upper bound}), \\
(\text{II}) \quad & \inf_{g \in \mathcal{G}} \lambda(g) \leq \liminf_{\varepsilon \to 0} \left\{ -\varepsilon^2 \ln P[X^\varepsilon \in \mathcal{G}] \right\} \quad (\text{LDP’s lower bound}),
\end{align*}
\]

\(\lambda\) is called the rate functional for the large Deviations principle (LDP). A rate functional is good if for any \(a \in [0, \infty)\), the set \(\{g \in X : \lambda(g) \leq a\}\) is compact.

We refer the reader to the books [1], [22], [30], [44],[45], [16], [17] for the general theory, references and different approaches to Large Deviations.

Partial Differential Equations (in short PDEs) methods have been applied to establish different types of Large Deviations estimates starting from Fleming [27]. The idea consists in interpreting the probabilities as the solutions to some PDEs, make the logarithmic transform, pass to the limit,
and then identify the action functional as the solution of the limiting equation. The notion of viscosity solutions (cf. Crandall-Lions [15], Lions [36]-[37], or Crandall-Ishii-Lions [14]) appeared to be particularly adapted to this problem. Indeed, the half-relaxed semi-limit method (cf. Barles-Perthame [9]) allows to pass to the limit very easily, moreover the notion of strong uniqueness for viscosity solution allows to identify the solution of the limiting equation with the action functional. A number of Large Deviations results have been proved by using this method [23], [28], [9], [10], [6], [3], [40]. One aim of this work is to use this method to provide a general Large Deviations Principle and not just some Large Deviations inequalities. We establish a LDP for small diffusions with oblique Lipschitz continuous direction of reflections which explains the technicity. This result is new to the best of our knowledge. Our method which was first developed in [35], seems very efficient and we hope it gives a new insight.

Recently [25] came to our knowledge. This book shows also, in a very general setting, that viscosity solutions are an adapted tool in order to establish LDPs, and illustrates also how deep are the links between viscosity solutions and Large Deviations.

Let $O$ be a smooth open bounded subset of $\mathbb{R}^d$. For $(t, x) \in \mathbb{R}^+ \times \overline{O}$, we consider the oblique reflection problem

\begin{equation}
\begin{cases}
    dX_s = b(s, X_s)ds - dk_s, & X_s \in \overline{O} \ (\forall s > t), \\
    k_s = \int^s_t 1_{\partial O}(X_r)\gamma(X_r)d|k|_r \ (\forall s > t), & X_t = x.
\end{cases}
\end{equation}

where $b$ is a continuous $\mathbb{R}^d$-valued function defined on $\mathbb{R}^+ \times \overline{O}$ and $\gamma$ is a $\mathbb{R}^d$-vector field defined on $\partial O$. The solutions of problem (1.1) are pairs $(X, k)$ of continuous functions from $[t, \infty)$ to $\overline{O}$ and $\mathbb{R}^d$ respectively such that $k$ has bounded variations, and $|k|$ denotes the total variation of $k$.

We shall denote by $n(x)$ the unit outward normal to $\partial O$ at $x$, and assume that

\begin{equation}
\gamma : \mathbb{R}^d \to \mathbb{R}^d \text{ is a Lipschitz continuous function}
\end{equation}

and $\exists c_0 \forall x \in \partial O, \gamma(x) \cdot n(x) \geq c_0 > 0$.

When $b$ is Lipschitz continuous, $\gamma$ satisfies condition (1.2) and $O$ is smooth, the existence of the solutions of (1.1) is given as a particular case of the results of Lions and Sznitman [38] and the uniqueness is a corollary of the result of Barles and Lions [7]. For more general domains existence and uniqueness of solutions of (1.1) is given as a particular case of Dupuis and Ishii [21]. The reader can also use the results given in Appendix B.

Let $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, P)$ be a standard filtered probability space which satisfies the usual conditions and $(W_t)_{t \geq 0}$ be a standard Brownian motion with values in $\mathbb{R}^m$. Consider for each $\varepsilon > 0$, $t \geq 0$, $x \in \overline{O}$, the following stochastic differential equation

\begin{equation}
\begin{cases}
    dX^\varepsilon_s = b_s(s, X^\varepsilon_s)ds + \varepsilon \sigma_s(s, X^\varepsilon_s)dW_s - dk^\varepsilon_s, & X^\varepsilon_s \in \overline{O} \ (\forall s > t), \\
    k^\varepsilon_s = \int^s_t 1_{\partial O}(X^\varepsilon_r)\gamma(X^\varepsilon_r)d|k^\varepsilon|_r \ (\forall s > t), & X^\varepsilon_t = x,
\end{cases}
\end{equation}

where $\sigma$ is continuous $\mathbb{R}^{d \times m}$-valued. A strong solution of (1.3) is a couple $(X^\varepsilon_s, k^\varepsilon_s)_{s \geq t}$ of $(\mathcal{F}_s)_{s \geq t}$-adapted processes which have almost surely continuous paths and such that $(k^\varepsilon_s)_{s \geq t}$ has almost surely bounded variations, and $|k^\varepsilon|$ denotes its total variation.
Let us now make some comments about this reflection problem. Consider equation (1.3) in the case when \( \varepsilon = 1 \).

This type of stochastic differential equations has been solved by using the Skorokhod map by Lions and Sznitman in [38] in the case when \( \mathcal{O} \) belongs to a very large class of admissible open subsets and the direction of reflection is the normal direction \( n \), or when \( \mathcal{O} \) is smooth and \( \gamma \) is of class \( C^2 \). This problem was also deeply studied by Dupuis and Ishii [19], [20], [21]. When \( \mathcal{O} \) is convex these authors proved in [19] that the Skorokhod map is Lipschitz continuous even when trajectories may have jumps. As a corollary, this result gives existence and uniqueness of the solution of the stochastic equation (1.3) and provides the Large Deviations estimates as well.

Dupuis and Ishii also proved in [21] the existence of the solution of equation (1.3) in the following cases: either \( \gamma \) is \( C^2 \) and \( \mathcal{O} \) has only an exterior cone condition, or \( \mathcal{O} \) is a finite intersection of \( C^1 \) regular bounded domains \( \mathcal{O}_j \) and \( \gamma \) is Lipschitz continuous at points \( x \in \partial \mathcal{O} \) when \( x \) belongs to only one \( \partial \mathcal{O}_j \) but when \( x \) is a corner point, \( \gamma(x) \) can even be multivaluated. A key ingredient is the use of test functions that Dupuis and Ishii build in [18], [31] and [20] in order to study oblique derivative problems for fully nonlinear second-order elliptic PDEs on nonsmooth domains.

Let us point out that these type of diffusions with oblique reflection in domains with corners arise as rescaled queueing networks and related systems with feedback (see [3] and the references within).

We study in the present paper Large Deviations of (1.1) under the simpler condition of a domain without corners. More precisely we suppose that

\[(1.4) \quad \mathcal{O} \text{ is a } W^{2,\infty} \text{ open bounded set of } \mathbb{R}^d.\]

Let us precise now what is the regularity we require on the coefficients \( b, \sigma \) and \( b_\varepsilon, \sigma_\varepsilon \) and how \( b_\varepsilon \) and \( \sigma_\varepsilon \) are supposed to converge to \( b \) and \( \sigma \).

For all \( \varepsilon > 0 \), let \( b, b_\varepsilon, b_\varepsilon \in C([0, +\infty) \times \overline{\mathcal{O}}, \mathbb{R}^d) \), \( \sigma, \sigma_\varepsilon \in C([0, +\infty) \times \overline{\mathcal{O}}, \mathbb{R}^{d \times m}) \). And assume that for each \( T > 0 \), there exists a constant \( C_T \) such that for all \( \varepsilon > 0 \), for all \( t \in [0, T) \), for all \( x, x' \in \mathcal{O} \) one has

\[(1.5) \quad |b(t, x) - b(t, x')|, |b_\varepsilon(t, x) - b_\varepsilon(t, x')| \leq C_T |x - x'|, \]

\[
\|\sigma(t, x) - \sigma(t, x')\|, \|\sigma_\varepsilon(t, x) - \sigma_\varepsilon(t, x')\| \leq C_T |x - x'|. \]

We also assume that

\[(1.6) \quad (b_\varepsilon), (\sigma_\varepsilon) \text{ converge uniformly to } b \text{ and } \sigma \text{ on } [0, T] \times \overline{\mathcal{O}}. \]

By [21] for all \( \varepsilon > 0 \) and for all \( (t, x) \in [0, T] \times \overline{\mathcal{O}} \), there exists a unique solution \( (X_{t,x,\varepsilon}, k_{t,x,\varepsilon}) \) of (1.3) on \([t, T]\). Moreover \( X_{t,x,\varepsilon} \) converges in probability to the solution \( X_{t,x} \) of (1.1) when \( \varepsilon \) converges to 0. Obtaining the Large Deviations estimates provides the rate of this convergence.

We now turn to the definition of the rate functional \( \lambda \). It is defined under conditions (1.2)-(1.4)-(1.5) as the value function of a non standard control problem of a deterministic differential equation with \( L^2 \) coefficients and with oblique reflections.

More precisely, let \((t, x) \in [0, T] \times \overline{\mathcal{O}} \) and \( \alpha \in L^2(t, T; \mathbb{R}^m) \) and consider equation

\[
(1.7) \quad \begin{cases}
\begin{align*}
dY_s &= (b(s, Y_s) - \sigma(s, Y_s) \alpha_s) ds - d z_s, & Y_s \in \overline{\mathcal{O}}, (\forall s > t),
\end{align*}
\end{cases}
\]

\[
\begin{align*}
z_s &= \int_t^s 1_{\partial \mathcal{O}}(Y_r) \gamma(Y_r) d|z|_r, (\forall s > t), \quad Y_t = x.
\end{align*}
\]

We prove in Appendix B that there exists a unique solution \((Y_{t,x,\alpha}, z_{t,x,\alpha})_{s \in [t, T]}\) of (1.7), and we study the regularity of \( Y \) with respect to \( t, x, \alpha \) and \( s \).
In the following we note $X = \mathcal{C}([0, T]; \overline{O})$ and, for $g \in X$, $\|g\|_X = \sup_{t \in [0, T]} |g(t)|$.

We make the following abuse of notations. For $\mathcal{G} \subset X$ and for $g \in \mathcal{C}([t, T]; \overline{O})$ for some $t \in [0, T]$, we write $g \in \mathcal{G}$ if there exists a function in $\mathcal{G}$ whose restriction to $[t, T]$ coincides with $g$.

For all $g \in X$, we define $\lambda_{t,x}(g)$ by

\begin{equation}
\lambda_{t,x}(g) = \inf \left\{ \frac{1}{2} \int_t^T |\alpha_s|^2 \, ds; \, \alpha \in L^2(t, T; \mathbb{R}^m), \, Y^{t,x,\alpha} = g \right\}.
\end{equation}

Note that $\lambda_{t,x}(g) \in [0, +\infty]$.

The main result of our paper is the proof of the full Large Deviations type estimates for (1.3), as well as the identification of the rate functional which is proved to be good.

**Theorem 1.1.** Assume (1.2)-(1.4)-(1.5)-(1.6). For each $(t, x) \in [0, T] \times \overline{O}$, and $\varepsilon > 0$, denote by $X^{t,x,\varepsilon}$ the unique solution of (1.3) on $[t, T]$. Consider $\lambda_{t,x}$ defined by (1.8). Then $(X^{t,x,\varepsilon})_{\varepsilon}$ satisfies a Large Deviations Principle with rate functional $\lambda_{t,x}$. Moreover the rate functional is good.

As far as the partial differential equations are concerned, we use the notion of viscosity solutions. We shall not recall the classical results of the theory of viscosity solutions here and we refer the reader to M.G. Crandall, H. Ishii and P.-L. Lions [14] (Section 7 for viscosity solutions of second order Hamilton-Jacobi equations), to W.H. Fleming and H.M. Soner [29] (Chapter 5 for stochastic controlled processes) and to G. Barles [4] (Chapter 4 for viscosity solutions of first order Hamilton-Jacobi equations with Neumann type boundary conditions and Chapter 5 Section 2 for deterministic controlled processes with reflections).

The paper is organised as follows. In section 2, we prove first that assertion (I) amounts to the proof of this upper bound for a ball $B$ (assertion (A1)). Second, we prove that if the rate is good, assertion (II) amounts to prove the lower bound for a finite intersection of complementaries of balls (assertion (A2)). Finally, we prove that the fact that the rate is good holds true if a stability result holds true for equation (1.7) (assertion (A3)). In section 3, we give the proof of (A1), and we finish in section 4 by the proof of (A2).

An important Appendix follows. It includes, in Appendix B, the study of equation (1.7) and the proof of (A3). In Appendix C, we study different mixed optimal control-optimal single or multiple stopping times problems and we characterize particular value functions as the minimal (resp. maximal) viscosity supersolution (resp. subsolution) of the related obstacle problems. These characterizations are important in order to establish (A1) and (A2). Eventually, in Appendix D, we prove a strong comparison result for viscosity solutions to an obstacle problem with Neumann boundary conditions and quadratic growth in the gradient in the case of a continuous obstacle. This result is needed in the proof of the characterization of the value functions mentioned above. This long and technical Appendix begins in Appendix A, by the construction of an appropriate test function which is useful in order to establish the results concerning equation (1.7) (Appendix B) and the uniqueness result (Appendix D).

### 2. A Preliminary Result

We now define the action functional. For each $(t, x) \in [0, T] \times \overline{O}$, and for each $\mathcal{G} \subset X$ let us define $\Lambda_{t,x}(\mathcal{G})$ as follows:

\begin{equation}
\Lambda_{t,x}(\mathcal{G}) = \inf \left\{ \frac{1}{2} \int_t^T |\alpha_s|^2 \, ds; \, \alpha \in L^2(t, T; \mathbb{R}^m), Y^{t,x,\alpha} \in \mathcal{G} \right\},
\end{equation}
where \( Y^{t,x,\alpha} \) is defined by (1.7). Clearly \( \Lambda_{t,x} \) is non increasing, \( \Lambda_{t,x}(G) = \inf_{g \in G} \Lambda_{t,x}(g) \) and \( \Lambda_{t,x}(g) = \Lambda_{t,x}(\{g\}) \).

We use the following notation: for \( g_0 \in \mathcal{X} \) and \( r > 0 \) we denote by \( B(g_0, r) \) the ball of center \( g_0 \) and of radius \( r \) that is \( B(g_0, r) = \{g \in \mathcal{X}, \|g - g_0\|_\infty < r\} \).

We consider the following assertions.

(A1) for all ball \( B \) in \( \mathcal{X} \), \( \lim_{\varepsilon \to 0} \sup \left\{ -\varepsilon^2 \ln P[X^{t,x,\varepsilon} \in B]\right\} \leq \Lambda_{t,x}(B) \),

(A2) for all finite collection of balls \( (B_i)_{i \leq N} \) in \( \mathcal{X} \), \( \liminf_{\varepsilon \to 0} \left\{ -\varepsilon^2 \ln P[X^{t,x,\varepsilon} \in \bigcap_{i=1}^N B_i]\right\} \geq \Lambda_{t,x} \left(\bigcap_{i=1}^N B_i\right) \),

(A3) for all \( a_n, a \in L^2 = L^2(0, T; \mathbb{R}^m) \), if \( a_n \rightharpoonup a \) weakly in \( L^2 \) then \( \|Y^{t,x,a_n} - Y^{t,x,a}\|_{\mathcal{X}} \rightarrow 0 \).

The following proposition shows that Theorem 1.1 reduces to assertions (A1), (A2) and (A3).

Proposition 2.1. For all \((t, x) \in [0, T] \times \overline{\mathcal{Y}}\) one has,

(i) (A1) implies (I),

(ii) If the rate is good then (A2) implies (II).

(iii) (A3) implies that the rate functional \( \lambda_{t,x} \) defined by (1.8) is good.

Proof: Fix a measurable subset \( G \) in \( \mathcal{X} \). To prove (i), take \( g \in \mathcal{G} \) and fix \( r > 0 \) such that \( B = B(g, r) \subset \mathcal{G} \). Then, by (A1), \( \limsup_{\varepsilon \to 0} \left\{ -\varepsilon^2 \ln P[X^{t,x,\varepsilon} \in G]\right\} \leq \limsup_{\varepsilon \to 0} \left\{ -\varepsilon^2 \ln P[X^{t,x,\varepsilon} \in B]\right\} \leq \Lambda_{t,x}(B) \leq \lambda_{t,x}(g) \), and we conclude the proof of point (i) by taking the infimum over all \( g \in \mathcal{G} \).

Let us prove (ii). Fix \( a < \Lambda_{t,x}(\mathcal{G}) \) and put \( K = \{g \in \mathcal{X}, \lambda_{t,x}(g) \leq a\} \). Note that \( \Lambda_{t,x}(K^c) \geq a \) and that \( K \subset \overline{\mathcal{Y}} \). Since \( K \) is compact, there exists a finite collection of balls \( (B_i)_{i \leq N} \) in \( \mathcal{X} \) such that \( K \subset \bigcup_{i=1}^N B_i \subset \overline{\mathcal{Y}} \). Passing to the complementaries, \( \Lambda_{t,x} \left(\bigcap_{i=1}^N B_i\right) \geq \Lambda_{t,x}(K^c) \geq a \). Note that, by (A2), \( \liminf_{\varepsilon \to 0} \left\{ -\varepsilon^2 \ln P[X^{t,x,\varepsilon} \in G]\right\} \geq \liminf_{\varepsilon \to 0} \left\{ -\varepsilon^2 \ln P[X^{t,x,\varepsilon} \in \bigcap_{i=1}^N B_i]\right\} \geq \Lambda_{t,x} \left(\bigcap_{i=1}^N B_i\right) \).

We have shown that \( \liminf_{\varepsilon \to 0} \left\{ -\varepsilon^2 \ln P[X^{t,x,\varepsilon} \in \bigcap_{i=1}^N B_i]\right\} \geq a \), for all \( a < \Lambda_{t,x}(\mathcal{G}) \), which completes the proof of (ii).

Let us prove (iii). We suppose that the rate functional \( \lambda_{t,x} \) defined by (1.8) satisfies (A3). Fix \((t, x) \in [0, T] \times \overline{\mathcal{Y}}\), and \( a \in \mathbb{R} \). Put \( K = \{g \in \mathcal{X}, \lambda_{t,x}(g) \leq a\} \). Let \((g_n)_{n \in \mathbb{N}}\) be a sequence of \( K \).

Then, for all \( n \), there exists \( a_n \in L^2 \) such that \( Y^{t,x,a_n} = g_n \) and \( \frac{1}{2} \int_t^T |\alpha_n(s)|^2 ds \leq a + o(1) \) \( [n \to \infty] \). Thus \((\alpha_n)_{n \in \mathbb{N}}\) is bounded in \( L^2 \) and extracting a subsequence if necessary, one can suppose that the sequence \((\alpha_n)_{n \in \mathbb{N}}\) converges weakly in \( L^2 \) to some \( \overline{\alpha} \). By (A3), \( Y^{t,x,a_n} \) converges uniformly on \([t, T]\) to \( Y^{t,x,\overline{\alpha}} \) and since for all \( n \), \( Y^{t,x,a_n} = g_n \) the sequence \((g_n)_{n \in \mathbb{N}}\) converges to some \( \overline{g} = Y^{t,x,\overline{\alpha}} \) in \( \mathcal{X} \).

Moreover, \( \lambda_{t,x}(\overline{g}) \leq \frac{1}{2} \int_t^T |\overline{\alpha}(s)|^2 ds \leq \liminf_{n \to \infty} \frac{1}{2} \int_t^T |\alpha_n(s)|^2 ds \leq a \), hence \( \overline{g} \in K \). We have proved that \( K \) is compact.
3. Proof of assertion (A1)

Fix a ball \( B = B(g_0, r) \). For each \((t, x) \in [0, T] \times \overline{O}\) consider the probability \( u_\varepsilon(t, x) \) defined by \( u_\varepsilon(t, x) = P[X^{t, x, \varepsilon} \in B] \) and define the logarithmic transform \( v_\varepsilon(t, x) = -\varepsilon^2 \ln u_\varepsilon(t, x) \) The aim of this section is to prove that \( \limsup_{\varepsilon \to 0} \{ v_\varepsilon(t, x) \} \leq \Lambda_{t, x}(B) \).

**Step 1. From a probability to a PDE:** We first interpret the probability \( u_\varepsilon(t, x) \) as the value function of an optimal stopping problem. This leads naturally to a PDE, as the value function of an optimal stopping problem with reward \( \psi \) is solution to a variational inequality with obstacle \( \psi \).

Let us define the tube \( B \) as the set
\[
B = \{(t, x) \in [0, T] \times \overline{O}, \ |x - g_0(t)| < r \}.
\]

**Proposition 3.1.** \( u_\varepsilon(t, x) \) is the value function of the following optimal stopping problem
\[
u_\varepsilon(t, x) = \inf_{\theta \in T_t} E[1_B(\theta, X^{t, x, \varepsilon})],
\]
where \( T_t \) is the set of stopping times \( \theta \) with value in \([t, T]\).

The proof can be found at the end of this section.

We now recall that the value function of an optimal stopping time problem with reward \( \psi \) is a viscosity solution of a variational inequality with obstacle \( \psi \).

More precisely for each bounded Borel function \( \psi \) on \([0, T] \times \mathbb{R}^d\) consider
\[
U_\varepsilon[\psi](t, x) = \inf_{\theta \in T_t} E[\psi(\theta, X^{t, x, \varepsilon})],
\]
where \( X^{t, x, \varepsilon} \) is the solution of (1.3), then \( U_\varepsilon[\psi] \) is a solution to the following variational inequality with obstacle \( \psi \)
\[
\begin{cases}
\max \left( -\frac{\partial u}{\partial t} + \mathcal{L}_\varepsilon u, u - \psi \right) = 0 & \text{in } [0, T) \times \mathcal{O} \\
\frac{\partial u}{\partial \gamma} = 0 & \text{in } [0, T) \times \partial \mathcal{O}, \ u(T) = \psi(T) & \text{on } \mathcal{O}.
\end{cases}
\]

where \( \mathcal{L}_\varepsilon u = -\frac{\varepsilon^2}{2} \text{Tr} [\sigma_\varepsilon \sigma_\varepsilon^T D^2 u] - b_\varepsilon \cdot Du \).

**Proposition 3.2.** Assume (1.2), (1.4) and (1.5). Then the function \( U_\varepsilon[\psi] \) defined by (3.2) is a viscosity solution of (3.3).

This result is a standard consequence of the well-known Dynamic Programming Principle. Under regularity conditions the proof goes back to [7]. For a general proof of the Dynamic Programming Principle see [24] or [11].

This gives that \( u_\varepsilon = U_\varepsilon[1_B] \) is a solution of the variational inequality (3.3) with obstacle \( 1_B \).

**Step 2. The logarithmic transform:** For all non-negative function \( \psi \) bounded away from 0, let \( V_\varepsilon[\psi] \) be the logarithmic transform of \( U_\varepsilon[\psi] \) defined by
\[
V_\varepsilon[\psi] = -\varepsilon^2 \ln(U_\varepsilon[\psi]).
\]
Then $V_{\varepsilon}[\psi]$ is a viscosity solution of the following the variational inequality with obstacle $\varepsilon^2 \ln(\psi)$
\begin{equation}
\begin{aligned}
\min \left\{ -\frac{\partial V}{\partial t} + H_\varepsilon(D^2V, DV), V - \varepsilon^2 \ln(\psi) \right\} &= 0 \text{ in } [0, T) \times \mathcal{O}, \\
\frac{\partial V}{\partial \gamma} &= 0 \text{ in } [0, T) \times \partial \mathcal{O}, \quad V(T) = \varepsilon^2 \ln(\psi(T)) \text{ on } \partial \mathcal{O},
\end{aligned}
\end{equation}
(3.5)

where $H_\varepsilon(D^2V, DV) = -\frac{\varepsilon^2}{2} \text{Tr}[\sigma_\varepsilon \sigma_\varepsilon^T D^2V] + \frac{1}{2} [\sigma_\varepsilon^T D^2V]^2 - b_\varepsilon \cdot DV$.

Formally, $v_\varepsilon = V_{\varepsilon}[1_B]$ is a viscosity solution of variational inequality (3.5) with singular obstacle $\chi_B = -\varepsilon^2 \ln(1_B)$, which takes infint values on $B^c$ and is equal to 0 on $B$.

In order to avoid the singularity, we seek now to approximate the original obstacle $1_B$ in such a way that after the logarithmic transform, the obstacle becomes $A 1_B^\varepsilon$ with $A > 0$. We define for all $A, \varepsilon > 0$, the real valued functions $\psi_A^\varepsilon$, $u_A^\varepsilon$ and $v_A^\varepsilon$ by
\begin{equation}
\psi_A^\varepsilon = \exp(-A 1_B^\varepsilon / \varepsilon^2), \quad u_A^\varepsilon = U_{\varepsilon}[\psi_A^\varepsilon] \quad \text{and} \quad v_A^\varepsilon = V_{\varepsilon}[\psi_A^\varepsilon].
\end{equation}
(3.6)

Note that $\psi_A^\varepsilon \geq 1_B^\varepsilon$, hence $u_A^\varepsilon \geq u_\varepsilon$ and $v_A^\varepsilon \leq v_\varepsilon$. As our aim is to majorate $\limsup_{\varepsilon \to 0} v_\varepsilon$, it seems at first that we have the inequality from the wrong side. However, the following lemma shows that we can reduce ourselves to the study of $v_A^\varepsilon$.

**Lemma 3.3.** For all $A > 0$, and for all $(t, x) \in [0, T] \times \partial \mathcal{O}$, we have $\limsup_{\varepsilon \to 0} v_A^\varepsilon = \limsup_{\varepsilon \to 0} v_\varepsilon \wedge A$.

The proof can be found at the end of this section.

Clearly $v_A^\varepsilon$ is a viscosity solution of variational inequality (3.5) with obstacle $A 1_B^\varepsilon$.

**Step 3. Passing to the limit:** when $\varepsilon$ goes to 0, equation (3.5) with obstacle $A 1_B^\varepsilon$ converges to the following variational inequality with obstacle $A 1_B$:
\begin{equation}
\begin{aligned}
\min \left\{ -\frac{\partial v}{\partial t} + \frac{1}{2} |Dv|^2 - b \cdot Dv, v - A 1_B \right\} &= 0 \text{ in } [0, T) \times \mathcal{O}, \\
\frac{\partial v}{\partial \gamma} &= 0 \text{ in } [0, T) \times \partial \mathcal{O}, \quad v(T) = A 1_B(T) \text{ on } \partial \mathcal{O}.
\end{aligned}
\end{equation}
(3.7)

By a general stability result for viscosity solutions (see [4] Theorem 4.1 p.85 or [8]), the half-relaxed upper-limit $\limsup^* v_A^\varepsilon$ defined for all $(t, x)$ in $[0, T] \times \partial \mathcal{O}$ by
\begin{equation}
\limsup^* v_A^\varepsilon(t, x) = \limsup_{(s, y) \to (t, x)} v_A^\varepsilon(s, y).
\end{equation}
(3.8)

is a viscosity subsolution of the limit equation (3.7).

**Step 4. A first order mixed optimal control-optimal stopping problem:** we now study a value function of a mixed optimal control-optimal stopping problem which appears to be the maximal viscosity subsolution of equation (3.7), and which we compare with $A_{t,x}(B)$.

For each bounded Borel function $\psi$, and for all $(t, x) \in [0, T] \times \partial \mathcal{O}$, define the following value function
\begin{equation}
v[\psi](t, x) = \inf_{\alpha \in L^2} \sup_{\theta \in [t, T]} \left\{ \frac{1}{2} \int_t^\theta |\alpha_s|^2 ds + \psi(\theta, Y^{t,x,\alpha}) \right\}
\end{equation}
(3.8)

where $Y^{t,x,\alpha}$ is the unique solution of (1.7).
Proposition 3.4. (1) For each bounded Borel function \( \psi \) the function \( v[\psi^\ast] \) defined by (3.8) is the maximal usc viscosity subsolution of the variational inequality (3.7) with obstacle \( \psi \).

(2) For all \( A > 0 \), \( (t,x) \in [0,T] \times \overline{\Omega} \), one has \( v[A_{1_B^c}](t,x) \leq A \wedge \Lambda_{t,x}(B) \).

The proof can be found in Appendix C for point (1) and at the end of this section for point (2).

Conclusion: by Lemma 3.3, by using the half-reaxed semi-limit method, and by Proposition 3.4 we have, for each \( A > 0 \), \( A \wedge \limsup_{\varepsilon \to 0} u_\varepsilon(t,x) \leq \limsup_{\varepsilon \to 0} u_\varepsilon^A(t,x) \leq v[A_{1_B^c}] \leq A \wedge \Lambda_{t,x}(B) \). The proof of (A1) is now complete. \( \diamond \)

We now turn to the proofs of Proposition 3.1, of Lemma 3.3 and of Proposition 3.4.

Proof of Proposition 3.1: Obviously, if \( X_{t,x}^\varepsilon \in B \) then \((\theta, X_{\theta}^t) \in B \) for all \( \theta \in T_t \), hence \( u_\varepsilon(t,x) \leq E[1_B(\theta, X_{\theta}^t)] \). Taking the infimum over \( \theta \in T_t \) we obtain \( u_\varepsilon(t,x) \leq \inf_{\theta \in T_t} E[1_B(\theta, X_{\theta}^t)] \).

Conversely, define \( \theta := \inf \{ s \geq t, |X_{s}^{t,x} - g_0(s)| \geq r \} \), the first exit time of \((s, X_{s}^{t,x})_{s \geq t} \) from \( B \). We have \( \{ \theta \wedge \theta_{t,x}^B \} \subseteq \{ X_{\theta}^t \in \mathbb{B} \} \). Indeed, if \((\theta_{t,x}^B) \wedge \theta_{t,x}^B \) \( \in \mathbb{B} \), then \( \theta_{t,x}^B \) \( \in \mathbb{B} \), and all \( s \in [t,T] \) we have \( |X_{s}^{t,x} - g_0(s)| < r \), which means, as both \( X_{t,x}^\varepsilon(\omega) \) and \( g_0(\cdot) \) are continuous on \([t,T]\) that \( |X_{t,x}^\varepsilon(\omega) - g_0| < r \), hence \( X_{t,x}^\varepsilon(\omega) \in B \). We have now \( \inf_{\theta \in T_t} E[1_B(\theta, X_{\theta}^t)] \leq E[1_B(\theta, X_{\theta}^t)] \leq u_\varepsilon(t,x) \) and the proof is complete. \( \diamond \)

Proof of Lemma 3.3: Fix \((t,x) \in [0,T] \times \overline{\Omega} \), and \( A > 0 \). Clearly \( e^{-A/\varepsilon^2} \vee 1_B(t,x) \leq \psi_\varepsilon^A(t,x) \leq 1_B(t,x) + e^{-A/\varepsilon^2} \). This gives easily,
\[
e^{-A/\varepsilon^2} \vee u_\varepsilon(t,x) \leq u_\varepsilon^A(t,x) \leq u_\varepsilon(t,x) + e^{-A/\varepsilon^2}.\]

As for any non-negative sequence \((u_\varepsilon)\) one has \( \limsup_{\varepsilon \to 0} \{-e^2 \ln(u_\varepsilon + e^{-A/\varepsilon^2})\} = A \wedge \limsup_{\varepsilon \to 0} \{-e^2 \ln u_\varepsilon\} \), we obtain
\[
A \wedge \limsup_{\varepsilon \to 0} \{-e^2 \ln u_\varepsilon\} \geq \limsup_{\varepsilon \to 0} \{-e^2 \ln u_\varepsilon^A\} \geq A \wedge \limsup_{\varepsilon \to 0} \{-e^2 \ln u_\varepsilon\},
\]
which completes the proof of the lemma. \( \diamond \)

Proof of Proposition 3.4: Point (1) is detailed in Appendix C (Proposition 5.8).

Let us prove now the second point. Obviously, \( v^A(t,x) \leq A \). Now, if \( \Lambda_{t,x}(B) < A \), for each \( \eta > 0 \) such that \( \Lambda_{t,x}(B) + \eta < A \) there exists \( \tilde{\alpha} \in L^2 \) such that \( Y_{t,x,\tilde{\alpha}} \in B \) and \( \Lambda_{t,x}(B) \leq \frac{1}{2} \int_t^T |\tilde{\alpha}_s|^2 ds \leq \Lambda_{t,x}(B) + \eta \). Thus, for any \( \theta \in [t,T] \), one has \( 1_B(\theta, Y_{\theta}^{t,x,\tilde{\alpha}}) = 0 \) so that \( v^A(t,x) \leq \sup_{\theta \in [t,T]} \frac{1}{2} \int_t^T |\tilde{\alpha}_s|^2 ds \leq \Lambda_{t,x}(B) + \eta \). We have proved that \( v^A(t,x) \leq A \wedge \Lambda_{t,x}(B) \). \( \diamond \)

4. Proof of assertion (A2)

Let \((g_n)_{n \in \mathbb{N}}\) be a sequence of functions in \( \mathcal{V} \) and \((r_n)_{n \in \mathbb{N}}\), a sequence in \([0, \infty[\). For each nonempty finite subset \( I \) of \( \mathbb{N} \) and for all \((t,x) \in [0,T] \times \overline{\Omega} \), we define the probability
\[
(4.1) \quad u_\varepsilon^I(t,x) = P[X_{t,x}^\varepsilon \in \mathcal{G}] \text{, \ where } \mathcal{G} = \bigcap_{i \in I} B(g_i,r_i)^c \text{ and its logarithmic transform } v_\varepsilon^I(t,x) = -e^2 \ln[u_\varepsilon^I(t,x)],
\]
and we prove that \( \liminf_{\varepsilon \to 0} u^I_\varepsilon(t,x) \geq \Lambda_{t,x}(G) \).

In the following we will denote by \( \theta_i \) a multiple stopping time \( (\theta_i)_{i \in I} \) with \( \theta_i \in T_i \) for each \( i \in I \), and we write \( \theta_I \in T^I \). We also define the tube \( B_i \) for \( i \in \mathbb{N} \) by \( B_i = \{ (t,x) \in [0,T] \times \mathcal{O} \mid |x - g_i(t)| < r_i \} \).

**Step 1. From a probability to a PDE:** we first interpret \( u^I_\varepsilon(t,x) \) as the value of an optimal multiple stopping times problem and we show that it can also be interpreted as the value of an optimal single stopping time problem with a new reward.

**Proposition 4.1.** Let \( I \) be a non empty finite subset of \( \mathbb{N} \), \( \varepsilon > 0 \), and \( (t,x) \in [0,T] \times \mathcal{O} \).

1. One has \( u^I_\varepsilon(t,x) = \sup_{\theta_i \in \mathcal{T}_i} \mathbb{E} \left[ \prod_{i \in I} 1_{B_i}(\theta_i, X^{t,x,\varepsilon}_{\theta_i}) \right] \).
2. One has also \( u^I_\varepsilon(t,x) = \sup_{\theta \in \mathcal{T}_t} \mathbb{E} \left[ \psi^I_\varepsilon(\theta, X^{t,x,\varepsilon}) \right] \) where \( \psi^I_\varepsilon = \left\{ \begin{array}{ll} 1_{B_i} & \text{if } I = \{ i \} \text{ with } i \in \mathbb{N}, \\ \max_{i \in I} (1_{B_i} u^I_\varepsilon(t,x)) & \text{if card } I \geq 2 \end{array} \right. \) is the new reward.
3. Consequently, \( u^I_\varepsilon \) is a viscosity solution of the following variational inequality with obstacle \( \psi^I_\varepsilon \)

\[
\begin{aligned}
&\min \left( -\frac{\partial u}{\partial t} + \mathcal{L}_\varepsilon u, u - \psi^I_\varepsilon \right) = 0 \text{ in } [0,T) \times \mathcal{O}, \\
&\frac{\partial u}{\partial \gamma} = 0 \text{ in } [0,T) \times \partial \mathcal{O}, \; u(T) = \psi^I_\varepsilon(T) \text{ on } \partial \mathcal{O}.
\end{aligned}
\]

**Proof:** The proof of 1. is similar to the proof of Proposition 3.1. The main difference is in the choice of the optimal stopping time which is here \( \theta_I \in T^I \) where for \( i \in I \), \( \theta_i \) is the first exit time in \( [t,T] \) of \( (s, X^{t,x,\varepsilon}_{\theta_i}) \) from \( B_i \).

Point 2. is a consequence of the reduction result Theorem 3.1 in [33], and 3. follows by Proposition 3.2.

Note that \( u^I_\varepsilon \) is not bounded away from 0 and at this point logarithmic transform stays formal.

We approximate \( 1_{B_i} \) and \( u^I_\varepsilon \), in the following way. We define, for each \( (t,x) \in [0,T] \times \mathcal{O} \),

\[
\begin{aligned}
\psi^{(i)}_{\varepsilon^{\varepsilon}}(t,x) = \exp \left( - \frac{A 1_{B_i}(t,x)}{\varepsilon^2} \right) \quad \text{and} \quad u^I_{\varepsilon^{\varepsilon}}(t,x) = \sup_{\theta_i \in \mathcal{T}_i} \mathbb{E} \left[ \prod_{i \in I} \psi^{(i)}_{\varepsilon^{\varepsilon}}(\theta_i, X^{t,x,\varepsilon}_{\theta_i}) \right].
\end{aligned}
\]

Clearly

\[
1_{B_i} \vee e^{-A/\varepsilon^2} \leq \psi^{(i)}_{\varepsilon^{\varepsilon}} \quad \text{and} \quad u^I_{\varepsilon^{\varepsilon}} \vee e^{-A/\varepsilon^2} \leq u^I_{\varepsilon^{\varepsilon}}.
\]

The reduction result applies to \( u^I_{\varepsilon^{\varepsilon}}(t,x) \), hence it can be written as the following single optimal stopping time problem \( u^I_{\varepsilon^{\varepsilon}}(t,x) = \sup_{\theta \in \mathcal{T}_t} \mathbb{E} \left[ \psi^{(i)}_{\varepsilon^{\varepsilon}}(\theta, X^{t,x,\varepsilon}) \right] \) with new reward \( \psi^{(i)}_{\varepsilon^{\varepsilon}}(t,x) = \max_{i \in I} (\psi^{(i)}_{\varepsilon^{\varepsilon}}(t,x) u^I_{\varepsilon^{\varepsilon}}(t,x)) \). By Proposition 3.2 \( u^I_{\varepsilon^{\varepsilon}} \) is a viscosity subsolution of the variational inequality (4.2) with obstacle \( \psi^{(i)}_{\varepsilon^{\varepsilon}} \).

**Step 2. The logarithmic transform:** note that by (4.4), \( u^I_{\varepsilon^{\varepsilon}} \) is bounded away from 0. We define its logarithmic transform \( v^I_{\varepsilon^{\varepsilon}} \) on \( [0,T] \times \mathcal{O} \) by \( v^I_{\varepsilon^{\varepsilon}} = -\varepsilon^2 \ln u^I_{\varepsilon^{\varepsilon}} \). Then \( u^I_{\varepsilon^{\varepsilon}} \) is a viscosity
exists $\theta$ (4.5)

Let us prove (2). Suppose $v^1_A(t,x)$ and consider for each bounded real valued measurable $\phi$ on $[0,T] \times \mathcal{O}$ and for each $(t,x) \in [0,T] \times \mathcal{O}$ the following value function

$$v^1_A(t,x) = \inf_{\alpha \in L^2, \theta \in [t,T]} \left\{ \frac{1}{2} \int_t^\theta \left| \alpha_s \right|^2 ds + \sum_{i \in I} A_1 B_i (\theta, Y_{\theta_i}^{t,x,\alpha}) \right\},$$

where $Y_{t,x,\alpha}$ is the unique solution of (1.7).

This mixed optimal multiple stopping problem can be reduced to a mixed optimal single stopping problem. More precisely, consider for each bounded real valued measurable $\phi$ on $[0,T] \times \mathcal{O}$ and for each $(t,x) \in [0,T] \times \mathcal{O}$ the following value function

$$v[\phi](t,x) = \inf_{\alpha \in L^2, \theta \in [t,T]} \left\{ \frac{1}{2} \int_t^\theta \left| \alpha_s \right|^2 ds + \phi(\theta, Y_{\theta}^{t,x,\alpha}) \right\},$$

where $Y_{t,x,\alpha}$ is the unique solution of (1.7).

Define also for all nonempty finite subset $I$ of $\mathbb{N}$, for all $A > 0$,

$$\tilde{\phi}^1_A = \begin{cases} A_1 B_i & \text{if } I = \{i\} \text{ with } i \in \mathbb{N}, \\ \min_{i \in I} \left\{ A_1 B_i + v^{I \setminus \{i\}}_A \right\} & \text{if } \text{card } I \geq 2. \end{cases}$$

**Proposition 4.2.** Let $I$ be a finite subset of $\mathbb{N}$ and $A > 0$, and consider the function $v^1_A$ defined by (4.5). Then

1. for each $(t,x) \in [0,T] \times \mathcal{O}$ one has $v^1_A(t,x) = v[\tilde{\phi}^1_A](t,x)$ where $\tilde{\phi}^1_A$ is defined by (4.7).
2. one has for all $(t,x) \in [0,T] \times \mathcal{O}$, $v^1_A(t,x) \geq A \wedge \Lambda_{t,x}(\mathcal{G}).$

**Proof:** The proof of (1) is the consequence of a reduction result for optimal multiple stopping problems. It is detailed in Appendix C (Proposition 5.9).

Let us prove (2). Suppose $v^1_A(t,x) < A$, then for each $\eta > 0$ such that $v^1_A(t,x) + \eta < A$, there exists $\theta_i \in [0,T]^N$ and $\alpha \in L^2$ such that $\frac{1}{2} \int_t^\theta |\alpha|^2 ds + \sum_{i \in I} A_1 B_i (\theta_i, Y_{\theta_i}^{t,x,\alpha}) \leq v^1_A(t,x) + \eta < A$. This means in particular that $(\theta_i, Y_{\theta_i}^{t,x,\alpha}) \in \mathcal{B}_i$ for all $i \in I$ and therefore $Y_{t,x,\alpha} \in \mathcal{G}$. Put $\tilde{\alpha}_s = \alpha_s 1_{\{s \leq \wedge_{i \in I} \theta_i \}}$, then $Y_{t,x,\tilde{\alpha}} \in \mathcal{G}$ and $\Lambda_{t,x}(\mathcal{G}) \leq \frac{1}{2} \int_t^T |\tilde{\alpha}_s|^2 ds \leq v^1_A(t,x) + \eta$. Letting $\eta$ to 0 the proof is complete. $\diamond$
We now give some results concerning the mixed optimal single stopping problem (4.6), and its links with the following variational inequality with obstacle $\phi$,

\[
\begin{aligned}
\max \left( -\frac{\partial v}{\partial t} + \frac{1}{2} |\sigma^T Dv|^2 - b \cdot Dv, v - \phi \right) &= 0 \text{ in } [0,T) \times \mathcal{O} \\
\frac{\partial v}{\partial \gamma} &= 0 \text{ in } [0,T) \times \partial \mathcal{O}, \quad v(T) = \phi(T) \text{ on } \mathcal{O}
\end{aligned}
\]

(4.8)

**Proposition 4.3.** Let $\phi : [0,T] \times \overline{\mathcal{O}}$ be a measurable, bounded, real valued function then the function $v[\phi_*]$ is the minimal lsc viscosity supersolution of the variational inequality (4.8).

The proof is similar and even simpler than the proof of Proposition 5.8 given in Appendix C. Let us remark that this result is well known for deterministic systems with Lipschitz coefficients in $\mathbb{R}^n$ (see Barles and Perthame [8]). The main difficulty in the present case is to prove the minimality of $v[\phi_*]$. This point is the consequence of a strong comparison result for equation (4.8) when the obstacle is bounded and continuous on $[0,T] \times \overline{\mathcal{O}}$. The proof of this strong comparison result, which is highly technical, is detailed in Appendix D.

**Step 4. Passing to the limit:** Let us now prove the following lemma

**Lemma 4.4.** For each finite non-empty subset $I$ of $\mathbb{N}$ and for each $A > 0$, one has $\liminf_{\varepsilon} v_{\varepsilon}^{I,A} \geq v[\phi_{I,A}]$.

**Proof:** The result is established by induction on the cardinal of $I$. If $I = \{i\}$ for some $i \in \mathbb{N}$, then $\liminf_{\varepsilon} v_{\varepsilon}^{\{i\},A}$ is a viscosity supersolution of (4.8) with $\phi = \phi^{\{i\},A}$. By Proposition 4.3, $v[\phi^{\{i\},A}]$ is the minimal viscosity supersolution of the same equation, hence the proof is complete.

Suppose now that $I$ has $N$ elements with $N \geq 2$ and that the lemma holds for any subset $J$ of $\mathbb{N}^*$ containing $N - 1$ elements. Then by using the induction hypothesis on formula (4.7), one has $\liminf_{\varepsilon} \phi_{\varepsilon}^{J,A} = \phi^{J,A} \geq \phi^{I,A}$. By a stability result $\liminf_{\varepsilon} v_{\varepsilon}^{J,A}$ is a viscosity supersolution of (4.8) with obstacle $\phi^{J,A}$. By Proposition 4.3, as $\phi^{J,A}$ is lsc, the minimal viscosity supersolution of this equation is $v[\phi^{J,A}]$. Now as $\phi^{I,A} \geq \phi^{J,A}$ one clearly has $v[\phi^{I,A}] \geq v[\phi^{J,A}]$.

Finally we have $\liminf_{\varepsilon} v_{\varepsilon}^{I,A} \geq v[\phi^{I,A}] \geq v[\phi^{J,A}]$ which completes the proof of the lemma. $\diamond$

**Conclusion:** for all finite nonempty $I \subset \mathbb{N}$, $A > 0$ and $(t,x) \in [0,T] \times \overline{\mathcal{O}}$ one has, by (4.4), $u_\varepsilon^I(t,x) \leq u_\varepsilon^{I,A}(t,x)$, hence, by Lemma 4.4 and Proposition 4.2, $\liminf_{\varepsilon \to 0} v_\varepsilon^I(t,x) \leq \liminf_{\varepsilon \to 0} v_\varepsilon^{I,A}(t,x) \geq v[\phi^{I,A}](t,x) \geq \Lambda_{t,x}(\mathcal{G}) \wedge A$. The proof of (A3) is complete. $\diamond$
5. Appendix

Appendix A: the test-function

Lemma 5.1. We assume that $\gamma$ and $O$ satisfy (1.2) and (1.4). Then, for all $\varepsilon, \rho > 0$, there exists $\psi_{\varepsilon, \rho} \in C^1(O \times \overline{O}, \mathbb{R})$ such that,

\[
\forall x, y \in \overline{O}, \quad \frac{1}{2} \frac{|x - y|^2}{\varepsilon^2} - K \frac{\rho^2}{\varepsilon^2} \leq \psi_{\varepsilon, \rho}(x, y) \leq K \left( \frac{|x - y|^2}{\varepsilon^2} + \frac{\rho^2}{\varepsilon^2} \right),
\]

\[
\forall x, y \in \overline{O}, \quad |D_x \psi_{\varepsilon, \rho}(x, y) + D_y \psi_{\varepsilon, \rho}(x, y)| \leq K \left( \frac{|x - y|^2}{\varepsilon^2} + \frac{\rho^2}{\varepsilon^2} \right),
\]

\[
\forall x, y \in \overline{O}, \quad |D_x \psi_{\varepsilon, \rho}(x, y)| + |D_y \psi_{\varepsilon, \rho}(x, y)| \leq K \left( \frac{|x - y|^2}{\varepsilon^2} + \frac{\rho^2}{\varepsilon^2} \right),
\]

for some constant $K$ depending only on $O$, $\|\gamma\|_{\infty}$, $\|\gamma\|_{Lip}$ and $c_0$.

We use ideas from [5].

Proof: We first define the Lipschitz continuous $\mathbb{R}^d$-valued function $\mu$ on $\partial O$ by $\mu(x) = \frac{\gamma(x)}{\gamma(x) \cdot n(x)}$ as well as a smooth approximation $(\mu_\rho)_{\rho > 0}$ in $C^1(\mathbb{R}^d, \mathbb{R}^d)$ such that $||\mu_\rho - \mu||_{\infty} \leq \rho$ and $||\mu_\rho|| + \|D\mu_\rho\| \leq K_1$ for some $K_1 > 0$ independent of $\rho$.

Then we set,

\[
\phi_{\varepsilon, \rho}(x, y) = \frac{|x - y|^2}{\varepsilon^2} + 2 \left( \frac{x - y}{\varepsilon} \cdot \mu_\rho \frac{x + y}{2} \right) \left( d(x) - d(y) \right) \frac{2}{\varepsilon^2} + A \left( d(x) - d(y) \right)^2.
\]

We can choose the constant $A > 0$ large enough in order to get, for some constant $K_2 > 0$ and for all $\varepsilon, \rho > 0$,

\[
\forall x, y \in \overline{O}, \quad \frac{1}{2} \frac{|x - y|^2}{\varepsilon^2} \leq \phi_{\varepsilon, \rho}(x, y) \leq K_2 \left( \frac{|x - y|^2}{\varepsilon^2} \right),
\]

\[
\forall x, y \in \overline{O}, \quad |D_x \phi_{\varepsilon, \rho}(x, y) + D_y \phi_{\varepsilon, \rho}(x, y)| \leq K_2 \left( \frac{|x - y|^2}{\varepsilon^2} \right),
\]

\[
\forall x, y \in \overline{O}, \quad |D_x \phi_{\varepsilon, \rho}(x, y)| + |D_y \phi_{\varepsilon, \rho}(x, y)| \leq K_2 \left( \frac{|x - y|^2}{\varepsilon^2} \right),
\]

\[
\forall x \in \partial O, y \in \overline{O}, \quad D_x \phi_{\varepsilon, \rho}(x, y) \cdot \gamma(x) \geq -K_2 \left( \frac{|x - y|^2}{\varepsilon^2} \right) + \frac{\rho^2}{\varepsilon^2},
\]

\[
\forall y \in \partial O, x \in \overline{O}, \quad D_y \phi_{\varepsilon, \rho}(x, y) \cdot \gamma(y) \geq -K_2 \left( \frac{|x - y|^2}{\varepsilon^2} \right) + \frac{\rho^2}{\varepsilon^2}.
\]

Indeed $(\phi i)$ comes from a simple application of Cauchy-Schwarz inequality, and from the fact that $d$ is Lipschitz continuous. Now for all $U = (u, v) \in \mathbb{R}^d \times \mathbb{R}^d$, we have

\[
D\phi_{\varepsilon, \rho}(x, y)U = \frac{2(x - y) \cdot (u - v)}{\varepsilon^2} + \frac{2u - u}{\varepsilon^2} \cdot \frac{\mu_\rho}{2} \frac{x + y}{2} \left( d(x) - d(y) \right) - \frac{2x - y}{\varepsilon^2} \cdot \frac{\mu_\rho}{2} \frac{x + y}{2} \left( n(x)u - n(y)v \right) \]

\[
+ \frac{(x - y)}{\varepsilon^2} \cdot D \mu_\rho \frac{x + y}{2} \left( u + v \right) \left( d(x) - d(y) \right) - \frac{2A}{\varepsilon^2} \left( d(x) - d(y) \right) \left( n(x)u - n(y)v \right).
\]

Taking $U = (u, u)$, as both $d$ and $n$ are Lipschitz continuous, and using Cauchy-Schwarz inequality we obtain straightforwardly the first inequality in $(\phi ii)$. The second inequality in $(\phi ii)$ is clear.
Theorem 5.2. Assume (1.2)-(1.4)-(1.5) and let $y$ a solution of equation (5.2) is a couple $(Y, z)$ in $\mathcal{L}$ $B$. By choosing $y$ for the solutions to equation (5.2) by a fixed point argument. Note that, as in view of the first We next show that the solution of (5.3) is unique and then we prove the existence and uniqueness (5.2).

By [38], Theorem 2.2 p.521 for each $X$ $\sigma$ the Skorokhod problem. More precisely, fix $(t, x)$ and $\sigma$ in $\mathcal{O}$, and $\alpha$ in $L^2$ and define $c(t) = b(t, x) - \sigma(t, x)\alpha$ for all $(t, x) \in [0, T] \times \mathcal{O}$.

By [38], Theorem 2.2 p.521 for each $X \in \mathcal{C}([t, T]; \mathcal{O})$, there exists at least one solution $(Y, z)$ of the following Skorokhod problem:

$$
\begin{align*}
Y_t &= x + \int_t^s c_u(X_u)du - z_s, \quad Y \in \mathcal{C}([t, T]; \mathcal{O}), \\
z_s &= \int_t^s 1_{\partial \mathcal{O}}(Y_u)\gamma(Y_u)d|z|, \quad z \in \mathcal{C}_{\text{bo}}([t, T]; \mathcal{O}).
\end{align*}
$$

We next show that the solution of (5.3) is unique and then we prove the existence and uniqueness for the solutions to equation (5.2) by a fixed point argument. Note that, as in view of the first
such that for all $\psi_{iii}$, in particular that notation we have proved that $S$.

Proof of (2):
Let us first establish the following lemma.

Lemma 5.3. Let $X, X', Y, Y' \in C([t, T]; \mathbb{R})$ and suppose $YSX$ and $Y'SX'$. Then, there exists $\eta > 0$, depending only on $\mathbb{R}, \gamma, c_0$ and $\alpha_T$ (and independent of $t$), such that for all $u \in [t, t + \eta] \cap [0, T]$, one has:

$$|Y_u - Y'_u| \leq \frac{1}{2}|X_u - X'_u|.$$

Proof: We use the function $\psi_{e, \rho}$ defined in Lemma 5.1 with $\varepsilon = 1$, and fix $s \in [t, T]$ and we put $f_x = D_x \psi_{1, \rho}$, $f_y = D_y \psi_{1, \rho}$. We have

$$\psi_{1, \rho}(Y_u, Y'_u) = \psi_{1, \rho}(x, x) + \int_t^s f_x(Y_u, Y'_u)c_u(X_u)du + \int_t^s f_y(Y_u, Y'_u)c_u(X'_u)du$$

$$- \int_t^s f_x(Y_u, Y'_u)\partial \sigma(Y_u)\gamma(Y_u)d|z|_u - \int_t^s f_y(Y_u, Y'_u)\partial \sigma(Y'_u)\gamma(Y'_u)d|z'|_u.$$

By $\psi_{iii}$, the two last integrals of the right hand side of the above inequality are non positive. Write the first term of the right hand side of the previous inequality as

$$\int_t^s (f_x + f_y)(Y_u, Y'_u)c_u(X_u)du + \int_t^s f_y(Y_u, Y'_u)(c_u(X'_u) - c_u(X_u))du.$$

Put $a_u = 1 + |a_u|$, by using $\psi_i$, $\psi_{ii}$ and as $|c_u(X_u)| \leq Ka_u$ and $|c_u(X'_u) - c_u(X_u)| \leq Ka_u|X_u - X'_u|$.

$$\frac{1}{2}|Y_s - Y'_s|^2 \leq K \left(2\rho^2 + \int_t^s (|Y_u - Y'_u|^2 + \rho^2)a_u du + \int_t^s (|Y_u - Y'_u| + \rho^2)|X_u - X'_u|a_u du\right).$$

This equality holds independently of $\rho > 0$ and its right-hand term is nondecreasing with $s$ therefore, by letting $\rho$ to 0 we have for all $s \in [t, T]$, and writing for $g \in X$, $|g|_{t, s} = \sup\{|g(u)|, u \in [t, s]\},$

$$|Y - Y'|_{t, s} \leq K \left(\int_t^s a_u du\right) \left(|Y - Y'|_{t, s}^2 + |Y - Y'|_{t, s}X - X'|_{t, s}\right).$$

Now, by using Cauchy-Schwarz inequality, we have for $|t - s|$ small enough:

$$|Y - Y'|_{t, s} \leq \frac{2K|s - t|^2\|a\|_{L^2}}{1 - 2K|s - t|^2\|a\|_{L^2}}|X - X'|_{t, s},$$

and we can chose $\eta > 0$ independently of $t$ such that

$$\sup_{u \in [t, t + \eta] \cap [0, T]} |Y_u - Y'_u| \leq \frac{1}{2}\sup_{u \in [t, t + \eta] \cap [0, T]} |X_u - X'_u|,$$

which completes the proof of the lemma. $\diamond$

Lemma 5.3 shows first that for each $X$ there exists a unique $Y$ such that $XSX$. Changing notation we have proved that $S: X \mapsto Y$ is a map. Lemma 5.3 shows also that there exists $\eta$ such that for all $t \in [0, T]$, $S$ contracts $C([t, t + \eta] \cap [0, T]; \mathbb{R})$ onto itself. This gives existence and uniqueness for (5.2) by a fixed point argument hence it proves assertion (1) of the theorem. Strictly speaking, this fixed point argument holds for a fixed $\alpha \in L([t, T]; \mathbb{R}^m)$. Lemma 5.4 below shows in particular that $Y^{t, x, \alpha}$ is uniquely compatible with almost everywhere equivalence of $\alpha$ in $L^2$.

Proof of (2): Let us first establish the following lemma.
Lemma 5.4. Fix $\alpha, \alpha' \in L^2$ and $t, t' \in [0, T]$ with $t' < t$, $x, x' \in \overline{O}$ and define $Y = Y^{t, x, \alpha}$ and $Y' = Y^{t, x', \alpha'}$. Then, there exists a constant $K > 0$ (which only depends on $\|\alpha\|_{L^2}$, $c_0$, $\|\gamma\|_{Lip}$, $K_T$ and $\mathcal{O}$) such that, for all $\rho > 0$ and for all $s \in [t, T]$, we have

$$|Y_s - Y'_s|^2 \leq K \left( g_\rho(s) + \int_t^s g_\rho(u) \cdot (1 + |\alpha_u| + |\alpha'_u|) du \right)$$

where $g_\rho(s) = \rho^2 + |x - x'|^2 + |t - t'|^{1/2} + \int_t^s D_x \psi_{1, \rho}(Y_u, Y'_u) \sigma(u, Y_u)(\alpha(u) - \alpha'_u) du$.

Proof: We put for $(s, y) \in [0, T] \times \overline{O}$, $c_s(y) = b(s, y) - \sigma(s, y)\alpha_s$, $c'_s(y) = b(s, y) - \sigma(s, y)\alpha'_s$, and $\alpha_s = 1 + |\alpha_s|$, $\alpha'_s = 1 + |\alpha'_s|$. Note that there exists a constant $K$ such that for all $(s, y) \in [0, T] \times \overline{O}$, one has $|c_s(y)| \leq K\alpha_s$ and $|c'_s(y)| \leq K\alpha'_s$. Define as before $f_x = D_x \psi_{1, \rho}$ and $f_y = D_y \psi_{1, \rho}$. Recall also that the function $\psi_{1, \rho}$ is a continuous function from $\mathbb{R}^d \times \mathbb{R}^d$ to $\mathbb{R}$ which is bounded on $\overline{O} \times \overline{O}$ independently of $\rho \in (0, 1)$, and write

$$\psi_{1, \rho}(Y_s, Y'_s) = \psi_{1, \rho}(x, x') + \int_t^s f_y(Y_u, Y'_u)c'_u(Y'_u) du + \int_t^s (f_x + f_y)(Y_u, Y'_u)c_u(X_u) du$$

$$+ \int_t^s f_y(Y_u, Y'_u)(c'_u(Y'_u) - c_u(Y_u)) du - \int_t^s f_x(Y_u, Y'_u)1_{\partial \mathcal{O}}(Y_u)\gamma(du) |z| - \int_t^s f_y(Y_u, Y'_u)1_{\partial \mathcal{O}}(Y'_u)\gamma(du)|z'|$$

We then follow similar calculations as Lemma 5.3.

By Cauchy-Schwarz inequality, the first integral can be majorated by $K|x - t|^{1/2}\|\alpha''\|_{L^2}$, the second integral is smaller than $K(\rho^2(t-s) + \int_t^s |Y_u - Y'_u|^2 a_u du)$. For the third integral write $c'_u(Y'_u) - c_u(Y_u) = b(u, Y_u) - b(u, Y'_u) - (\sigma(u, Y_u) - \sigma(u, Y'_u))\alpha'_u + \sigma(u, Y_u)(\alpha_u - \alpha'_u)$ and we use (vi), and eventually we use (viii) in order to estimate the to last integrals. Hence we have

$$|Y_s - Y'_s|^2 \leq K|x - x'|^2 + (t - t')^{1/2}\|\alpha''\|_{L^2} + \rho^2 + K\int_t^s |Y_u - Y'_u|^2 a_u du + K\rho^2(t - t')^{1/2}\|\alpha''\|_{L^2}$$

which implies that

$$|Y_s - Y'_s|^2 \leq K g_\rho(s) + K \int_t^s |Y_u - Y'_u|^2 (1 + |\alpha_u| + |\alpha'_u|) du$$

for some positive constants $K$. By Gronwall’s lemma the proof is complete. $\diamond$

Fix $\alpha \in L^2$ and $x, x' \in \overline{O}$, and apply Lemma 5.4 to $Y = Y^{t, x, \alpha}$ and to $Y' = Y^{t, x', \alpha}$. We have, have $g_\rho(s) = \rho^2 + |x - x'|^2 + |t - t'|^{1/2}$, which gives $|Y_s - Y'_s|^2 \leq K(\rho^2 + |x - x'|^2 + |t - t'|^{1/2})$. Letting $\rho$ to 0, we have obtained the desired result.

Fix $s_0 \in [t, T]$ and $\alpha \in L^2$. Consider $Y : s \mapsto Y^{t, x, \alpha}$ and $Y' : s \mapsto Y^{t, x', \alpha}$.  

Proof of (3): Let us first prove that for each $(t, x) \in [0, T] \times \overline{O}$ and for each $s \in [t, T]$ one has

$$(5.4) \quad \sup_{u \in [s, t]} |Y_u^{t, x, \alpha} - x| \leq K \sqrt{t - s}.$$

Indeed, define $Y$ and $Y'$ by $Y_u = Y_u^{t, x, \alpha}$ and $Y'_u = x$ for $u \in [t, T]$. Put $c(u, y) = b(u, y) - \sigma(s, y)\alpha_s$ and $c'(u, y) = 0$ for $(u, y) \in [t, T] \times \overline{O}$. The same computation as in Lemma 5.4 gives, for all $s' \in [t, s]$,

$$\psi_{1, \rho}(Y_s, x) \leq \int_t^{s'} D_x \psi_{1, \rho}(Y_u, x)c(u, Y_u) du \leq \int_t^{s'} K|Y_u - x|(1 + |\alpha_u|) du,$$
which gives, using Cauchy-Schwarz inequality
\[ |Y_{s'} - x|^2 \leq K \left( \sup_{u \in [t,s]} |Y_u - x| \right) \sqrt{t - s} (1 + \|\alpha\|_{L^2}). \]

Passing to the supremum over \( s' \in [t,s] \), we obtain \( \sup_{u \in [t,s]} |Y_u - x| \leq K\sqrt{t - s}. \)

Fix now \((t, x) \in [0, T] \times \Omega\) and \( s, s' \in [t, T] \), with \( s' \leq s \). Put \( x' = Y_{s'}^{t, x, \alpha} \). By the previous result we have \( |Y_{s'}^{t, x, \alpha} - x'| \leq K\sqrt{s - s'} \), and by the uniqueness result we have the flow property \( Y_{s'}^{t, x, \alpha} = Y_s^{t, x, \alpha} \), hence we have proved that \( |Y_{s'}^{t, x, \alpha} - Y_s^{t, x, \alpha}| \leq K\sqrt{s - s'} \).

**Proof of (4):** We apply Lemma 5.4 to \( Y = Y^{t, x, \alpha} \) and \( Y_n = Y^{t, x, \alpha_n} \). Then \( g_n^\rho \) is given for all \( s \in [t, T] \) by
\[ g_n^\rho(s) = \rho^2 + \int_t^s f_\rho(u, Y_u, Y_n^u) (\alpha_u - \alpha_n^u) du. \]
where \( f_\rho(t, y, y') = D_x \psi_{1, \rho}(y, y') \sigma(t, y) \) is continuous on \([0, T] \times \Omega \times \Omega\).

We first prove that a subsequence of \( g_n^\rho \) converges pointwise to \( \rho^2 \) as \( n \) goes to \( \infty \). We remark, by assertion (3) of Theorem 5.2, that the sequence \( (Y^n) \) is bounded in \( C^{0,1/2}([0, T]; \overline{\Omega}) \) and therefore is relatively compact. Let \( \overline{Y} \) be one of its limit in \( X \). Let us prove that this limit is \( Y \). Extracting a subsequence if necessary, one can suppose that the sequence \( (Y^n_{\rho n}) \) converges to \( \overline{Y} \). We write
\[ g_n^\rho(s) = \rho^2 + \int_t^s (f_\rho(u, Y_u, Y_{\rho n}^u) - f_\rho(u, Y_u, \overline{Y}_u))(\alpha_u - \alpha_{\rho n}^u) du + \int_t^s f_\rho(u, Y_u, \overline{Y}_u) \cdot (\alpha_u - \alpha_{\rho n}^u) du. \]
The first integral converges to 0 as \( p \) goes to \( \infty \) by Lebesgue’s Theorem and the second integral converges to 0 by definition of the weak convergence of \( (\alpha^n) \) to \( \alpha \). Now as \( (\alpha^n) \) is bounded in \( L^2 \) there exists \( K > 0 \) (independent of \( n \) and \( \rho \)) such that for all \( n \in \mathbb{N} \) and for all \( s \in [0, T] \),
\[ g_n^\rho(s) \leq \rho^2 + K. \]
It follows, applying again Lebesgue’s Theorem in the inequality given by Lemma 5.4, that for all \( \rho \in (0, 1) \) and for all \( s \in (t, T) \),
\[ \lim_{\rho \to 0} |Y_s - Y_{\rho n}^n|^2 \leq \rho^2 (1 + \int_t^s |\alpha_u| du), \]
Letting \( \rho \) to 0, we deduce that \( (Y^n_{\rho n}) \) converges pointwise, and even uniformly to \( Y \) and by uniqueness of the limit we have \( Y = \overline{Y} \). This implies that the whole sequence \( (Y^n) \) converges uniformly to \( Y \) and the proof of (A3) is complete.

The proof of Theorem 5.2 is now complete. ∗

**Appendix C: Discontinuous Mixed Single or Multiple Optimal Stopping Problems**

In this appendix we first study a mixed optimal control-optimal stopping time problem and we prove that a particular value function is the maximal viscosity supersolution of a variational inequality. Then we prove a reduction result: the value function of a mixed optimal control-optimal *multiple* stopping problem can be written as the value function of a mixed optimal control-optimal *single* stopping problem with a new reward defined recursively.
C.1. A deterministic mixed optimal control-optimal single stopping problem. We first study the following mixed optimal control-optimal single stopping problem. For each bounded borelian real valued function $\psi$ defined on $[0, T] \times \overline{\mathcal{O}}$ and for each $(t, x)$ in $[0, T] \times \overline{\mathcal{O}}$ define the value function $V[\psi](t, x)$ by

\begin{equation}
V[\psi](t, x) = \inf_{\alpha \in L^2} \sup_{\theta \in [t, T]} \left\{ \frac{1}{2} \int_{t}^{\theta} |\alpha_s|^2 ds + \psi(\theta, Y^{t,x,\alpha}_\theta) \right\},
\end{equation}

where $Y^{t,x,\alpha}$ is the unique solution of (1.7).

When $\psi$ is upper-semicontinuous (usc), we show that this value function is characterized as the maximal viscosity subsolution of the following equation

\begin{equation}
\begin{cases}
\min \left( -\frac{\partial V}{\partial t} + \frac{1}{2} \sigma^T D^2 V - b \cdot D V, -\psi \right) = 0 \text{ in } [0, T] \times \mathcal{O} \\
\frac{\partial V}{\partial \gamma} = 0 \text{ in } [0, T] \times \partial \mathcal{O}, \quad V(T) = \psi(T) \text{ on } \overline{\mathcal{O}}.
\end{cases}
\end{equation}

The proof follows different results of Barles and Perthame [8]. We adapt them here to our context.

**Lemma 5.5.** $V[\psi^*]$ is usc and $V[\psi_*]$ is lsc. In particular, if $\psi$ is continuous, $V[\psi]$ is continuous.

**Proof:** Step 1: Suppose, by contradiction, that $V[\psi^*]$ is not usc. Then there exist $(t, x) \in [0, T] \times \overline{\mathcal{O}}$, a sequence $(t_n, x_n)_n$ that converges to $(t, x)$ and $\varepsilon > 0$ such that $V[\psi^*](t_n, x_n) + 2\varepsilon \leq \liminf_{n \to \infty} V[\psi^*](t_n, x_n)$. Consider an $\varepsilon$-control $\pi_\varepsilon$ for $V[\psi^*]$, for all $\theta \in [t, T]$,

\begin{equation}
\frac{1}{2} \int_{t}^{\theta} |\pi_s|^2 ds + \psi^*(\theta, Y^{t,x,\pi_\varepsilon}_\theta) + \varepsilon \leq \liminf_{n \to \infty} V[\psi^*](t_n, x_n).
\end{equation}

Now for each $n \in \mathbb{N}$ there exists $\theta_n \in [t, T]$ such that $V[\psi^*](t_n, x_n) \leq \frac{1}{2} \int_{t_n}^{\theta_n} |\pi_s|^2 ds + \psi^*(\theta_n, Y^{t_n,x_n,\pi_\varepsilon}_{\theta_n})$. Extracting a sequence if necessary, we have that $(\theta_n)$ converges to $\theta \in [t, T]$. By the regularity of $Y$ given by Appendix B, we obtain that

\begin{equation}
\lim_{n \to \infty} V[\psi^*](t_n, x_n) \leq \frac{1}{2} \int_{t}^{\theta} |\pi_s|^2 ds + \psi^*(\theta, Y^{t,x,\pi_\varepsilon}).
\end{equation}

Using (5.7) with $\theta = \theta_\varepsilon$ and (5.8) we obtain $\varepsilon \leq 0$, which is the expected contradiction.

Step 2: Suppose by contradiction that $V[\psi_*]$ is not lsc. Then there exist $(t, x) \in [0, T] \times \overline{\mathcal{O}}$, a sequence $(t_n, x_n)_n$ that converges to $(t, x)$ and $\varepsilon > 0$ such that $V[\psi_*](t, x) \geq \lim_{n \to \infty} V[\psi_*](t_n, x_n) + 3\varepsilon$. For each $n$ consider an $\varepsilon$-control $\alpha^n \in L^2$ for $V[\psi_*](t_n, x_n)$

\begin{equation}
V[\psi_*](t_n, x_n) \geq \lim_{n \to \infty} \sup_{\theta \in [t_n, T]} \frac{1}{2} \int_{t_n}^{\theta} |\alpha^n_s|^2 ds + \psi_*(\theta, Y^{t_n,x_n,\alpha^n}_\theta) + 2\varepsilon.
\end{equation}

The sequence $(\alpha^n)$ is bounded in $L^2$ and extracting a subsequence if necessary, it converges to $\pi$ weakly in $L^2$.

Now, there exists $\theta \in [t, T]$ such that

\begin{equation}
\frac{1}{2} \int_{t}^{\theta} |\pi_s|^2 ds + \psi_*(\theta, Y^{t,x,\pi}_\theta) + \varepsilon \geq V[\psi_*](t, x),
\end{equation}

For each $n \in \mathbb{N}$ define $\theta_n = t_n \land \theta$. One has $\theta_n \in [t_n, T]$ and as $t_n \to t$ one has $\theta_n \to \theta$. By (5.9) and (5.10) we obtain $\varepsilon \geq 2\varepsilon$ which provides the expected contradiction. ☐
Lemma 5.6. \( V[\psi^*] \) (resp. \( V[\psi_*] \)) is a viscosity subsolution (resp. supersolution) of (5.6) with obstacle \( \psi \). In particular, if \( \psi \) is continuous, \( V[\psi] \) is a continuous solution of (5.6) with obstacle \( \psi \).

For completeness let us recall the definition of a viscosity subsolution and supersolution of equation (5.6). For simplicity we define \( H(D\varphi)(t, x) = \frac{1}{2}(\sigma^2 D\varphi(t, x))^2 - b \cdot D\varphi(t, x) \)

**Definition 1.** An usc locally bounded function \( v \) defined on \([0, T] \times \overline{\mathcal{O}} \) is a viscosity subsolution of equation (5.6) if and only if

-∀ \( \varphi \in C^1([0, T] \times \overline{\mathcal{O}}) \), if \((t_0, x_0) \in [0, T] \times \overline{\mathcal{O}} \) is a local minimum of \( v - \varphi \), then
-1. if \((t_0, x_0) \in [0, T] \times \mathcal{O} \), \( \min \left( -\frac{\partial \varphi}{\partial t} + H(D\varphi), v - \psi^* \right) (t_0, x_0) \leq 0 \),
-2. if \((t_0, x_0) \in [0, T] \times \partial \mathcal{O} \), \( \min \left( -\frac{\partial \varphi}{\partial t} + H(D\varphi), v - \psi^*, \frac{\partial \varphi}{\partial \gamma} \right) (t_0, x_0) \leq 0 \).

A lsc locally bounded function \( u \) defined on \([0, T] \times \overline{\mathcal{O}} \) is a viscosity supersolution of equation (5.6) if and only if

-∀ \( \varphi \in C^1([0, T] \times \overline{\mathcal{O}}) \), if \((t_0, x_0) \in [0, T] \times \overline{\mathcal{O}} \) is a local maximum of \( u - \varphi \), then
-1. if \((t_0, x_0) \in [0, T] \times \mathcal{O} \), \( \min \left( -\frac{\partial \varphi}{\partial t} + H(D\varphi), u - \psi_* \right) (t_0, x_0) \geq 0 \),
-2. if \((t_0, x_0) \in \{T\} \times \mathcal{O} \), \( u - \psi_*, \frac{\partial \varphi}{\partial \gamma} \) \((t_0, x_0) \geq 0 \),
-3. if \((t_0, x_0) \in [0, T] \times \partial \mathcal{O} \), \( \max \left( \min \left( -\frac{\partial \varphi}{\partial t} + H(D\varphi), u - \psi_* \right), \frac{\partial \varphi}{\partial \gamma} \right) (t_0, x_0) \geq 0 \),
-4. if \((t_0, x_0) \in \{T\} \times \partial \mathcal{O} \), \( u - \psi_* \) \((t_0, x_0) \geq 0 \).

**Proof:** Let us first recall the Dynamic Programming Principle, which proof is well known in the deterministic case, even for a discontinuous reward. For each \((t, x) \in [0, T] \times \overline{\mathcal{O}} \) and for each \( \tau \in [t, T] \) we have

\[
V[\psi](t, x) = \inf_{\alpha \in L^2} \sup_{\theta \in [t, T]} \left\{ \frac{1}{2} \int_t^{\theta \wedge \tau} |\alpha_s|^2 ds + \psi(\theta, Y_0^{t,x,\alpha}) 1_{\{\theta < \tau\}} + V[\psi](\tau, Y_\tau^{t,x,\alpha}) 1_{\{\theta = \tau\}} \right\}.
\]

**Step 1:** Let us first prove that \( V[\psi^*] \) is a viscosity subsolution.

Let \( \varphi \in C^1([0, T] \times \overline{\mathcal{O}}) \) and suppose that \((t_0, x_0) \) is a local maximum of \( V[\psi^*] - \varphi \). Without loss of generality we can suppose that \( V[\psi^*](t_0, x_0) = \varphi(t_0, x_0) \), and we fix \( r > 0 \) such that for all \((t, x) \in [0, T] \times \overline{\mathcal{O}} \) if \(|t - t_0| < r \) and \(|x - x_0| < r\) then \( V[\psi^*](t, x) \leq \varphi(t, x) \).

The only technical point consists in showing that:

- if \( V[\psi^*](t_0, x_0) > \psi^*(t_0, x_0) \) and \( \frac{\partial \varphi}{\partial t}(t_0, x_0) > 0 \) then \( \varphi(t_0, x_0) \leq \varphi^*(t_0, x_0) \).

Consider \( \alpha \in L^2 \) a constant control whose value will be fixed later, and fix \( \theta \) in \([t_0, T]\) which maximizes \( \frac{1}{2} \int_{t_0}^{\theta} |\alpha|^2 ds + \psi^*(\theta, Y_\theta^{t_0,x_0,\alpha}) \) on \([t_0, T]\). One has \( \varphi(t_0, x_0) = V[\psi^*](t_0, x_0) \leq \frac{1}{2} (\theta - t_0) |\alpha|^2 + \psi^*(\theta, Y_\theta^{t_0,x_0,\alpha}) \), and in particular, \( \theta > t_0 \). Consider also \( \tilde{\theta} = \inf \{s \in [t_0, T], |Y_s^{t_0,x_0,\alpha} - x_0| \geq r\} \). One has \( \theta > \tilde{\theta} > t_0 \). For each \( \tau \) such that \( t_0 < \tau < \theta \wedge \tilde{\theta} + r \), the Dynamic Programming Principle gives \( \varphi(t_0, x_0) = V[\psi^*](t_0, x_0) \leq \frac{1}{2} (\tau - t_0) |\alpha|^2 + V[\psi^*](\tau, Y_\tau^{t_0,x_0,\alpha}) \leq \frac{1}{2} (\tau - t_0) |\alpha|^2 + \varphi^*(\tau, Y_\tau^{t_0,x_0,\alpha}). \) Subtracting \( \varphi(t_0, x_0) \), dividing by \( -h = \tau - t_0 < 0 \), and letting \( h \) to 0 we obtain,

\[
\frac{1}{2} |\alpha|^2 - \frac{\partial \varphi}{\partial t}(t_0, x_0) - D\varphi(t_0, x_0) \cdot b(t_0, x_0) + D\varphi(t_0, x_0) \cdot \sigma(t_0, x_0) \alpha \leq 0.
\]
We chose now $\alpha = (-D\varphi \cdot \sigma)(t_0, x_0)$ and we obtain the desired inequality.

Step 2: Let us prove now that $V[\psi_*]$ is a viscosity supersolution.

Let $\varphi \in C^2([0, T] \times \overline{O})$ and suppose that $(t_0, x_0)$ is a local minimum of $V[\psi_*] - \varphi$. Without loss of generality we can suppose that $V[\psi_*](t_0, x_0) = \varphi(t_0, x_0)$, and fix $r > 0$ such that $V[\psi_*](t, x) > \varphi(t, x)$ if $0 < |t - t_0| + |x - x_0| < r$ and $B(x_0, r) \subset O$ if $x_0 \in O$.

As clearly $V[\psi_*](t_0, x_0) \geq \psi^*(t_0, x_0)$, we only need to show that:

$$\psi(t_0, x_0) \leq \varphi(t_0, x_0)$$

which provides the expected contradiction.

Fix $\tau \in (t_0, T)$. By the Dynamic Programming Principle

$$V[\psi_*](t_0, x_0) \geq \inf_{\alpha \in L^2} \left[ \frac{1}{2} \int_{t_0}^{\tau} |\alpha|^2 ds + V[\psi_*](\tau, Y_{\tau}^{t_0, x_0, \alpha}) \right],$$

where $K = V[\psi_*](t_0, x_0)$. By the regularity of $Y$ with respect to $\alpha$ and $\tau$, there exists $h > 0$ such that for all $\alpha \in L^2$ with $\|\alpha\|_{L^2} \leq K$, for all $\tau \in [t_0, t_0 + h]$ one has $|\tau - t_0| + |Y_{\tau}^{t_0, x_0, \alpha} - x_0| < r$.

Therefore, for each $\tau \in (t_0, t_0 + h]$ we have

$$(5.11) \quad \varphi(t_0, x_0) = V[\psi_*](t_0, x_0) \geq \inf_{\alpha \in L^2} \left[ \frac{1}{2} \int_{t_0}^{\tau} |\alpha|^2 ds + \varphi(\tau, Y_{\tau}^{t_0, x_0, \alpha}) \right].$$

Suppose by contradiction that there exists $\varepsilon > 0$ such that $\frac{\partial \varphi}{\partial \tau}(t_0, x_0) + bD\varphi(t_0, x_0) - \frac{1}{2} |\sigma^T D\varphi|^2(t_0, x_0) > \varepsilon$.

Taking $r$ smaller if necessary, we can suppose that this inequality holds for all $(t, x) \in [0, T] \times \overline{O}$, such that $|t - t_0| + |x - x_0| < r$. Note that if $\tau \in [t_0, t_0 + h]$ then for all $\alpha \in L^2$ with $\|\alpha\|_{L^2} \leq K$ we have

$$1_{\partial O}(Y_{\tau}^{t_0, x_0, \alpha}) \frac{\partial \varphi}{\partial \tau}(\tau, Y_{\tau}^{t_0, x_0, \alpha}) \leq 0.$$ 

Noticing that $\inf_{\alpha \in K} \frac{1}{2} |\alpha|^2 - D\varphi \varphi(\tau, x_0, \alpha) = -\frac{1}{2} |\sigma^T D\varphi|^2(\tau, x_0, \alpha)$, we have for all $\alpha \in [0, T]$ and all $\alpha \in L^2$ with $\|\alpha\|_{L^2} \leq K$, and

$$\varphi(\tau, Y_{\tau}^{t_0, x_0, \alpha}) \geq \varphi(t_0, x_0) + \int_{t_0}^{\tau} (\partial \varphi \partial t + D\varphi b - D\varphi \sigma \alpha)(u, Y_{u}^{t_0, x_0, \alpha}) du \geq \varphi(t_0, x_0) + \varepsilon(\tau - t_0) - \frac{1}{2} \int_{t_0}^{\tau} |\alpha|^2 du.$$ 

which provides the expected contradiction. 

\(\diamond\)

**Lemma 5.7.** Let $(\psi_n)$ be a nonincreasing sequence of continuous functions on $[0, T] \times \overline{O}$ such that $\psi^* = \lim [\psi_n]$. Then $V[\psi^*] = \lim [V[\psi_n]]$.

**Proof:** Suppose that $\psi_n \downarrow \psi^*$. Clearly, $V[\psi^*] \geq V[\psi_*]$ and the sequence $V[\psi_n]$ is nonincreasing hence we obtain $V[\psi^*] \leq \lim V[\psi_n]$. Let us prove the second inequality. Fix $(t, x) \in [0, T] \times \overline{O}$, and $\varepsilon > 0$. There exists $\alpha^* \in L^2$ and $\theta^* \in [t, T]$ such that for all $\theta \in [t, T]$ one has

$$(5.12) \quad V[\psi^*](t, x) + \varepsilon \geq \frac{1}{2} \int_{t}^{\theta^*} |\alpha|^2 ds + \psi^*(\theta^*, Y_{\theta^*}^{t, x, \alpha^*}) \geq \frac{1}{2} \int_{t}^{\theta^*} |\alpha|^2 ds + \psi^*(\theta, Y_{\theta}^{t, x, \alpha^*}).$$

Now, for each $n \in \mathbb{N}$, there exists $\theta_n \in [t, T]$ such that $V[\psi_n](t, x) \leq \frac{1}{2} \int_{t}^{\theta_n} |\alpha|^2 ds + \psi_n(\theta_n, Y_{\theta_n}^{t, x, \alpha^*})$.

Extracting a sequence if necessary, we can suppose that $\theta_n$ tends to $\theta$. Fix $p \in \mathbb{N}$. For each $n \geq p$, we have

$$V[\psi_n](t, x) \leq \frac{1}{2} \int_{t}^{\theta_n} |\alpha|^2 ds + \psi_p(\theta_n, Y_{\theta_n}^{t, x, \alpha^*}).$$
Letting $n$ to $\infty$, $\lim_{n\to\infty} V[\psi_n](t, x) \leq \frac{1}{\beta} \int_t^\tau |\alpha_s|^2 ds + \psi_p(\overline{\theta}, Y^{\tau,x,\alpha}_\theta)$. Now passing to the limit in $p$ and using (5.12) we obtain $\lim_{n\to\infty} V[\psi_n](t, x) \leq V[\psi^\ast](t, x) + \varepsilon$. 

**Proposition 5.8.** $V[\psi^\ast]$ is the maximal usc viscosity subsolution of (5.6) with obstacle $\psi$.

**Proof:** In view of Lemmas 5.5 and 5.6, the only point which is left to show is the maximality of the solution. Let $v$ be a usc function which is a viscosity subsolution of (5.6) with obstacle $\psi$. Let $\psi_n$ be a nonincreasing sequence of continuous functions on $[0, T] \times \overline{\Theta}$ such that $\psi^\ast = \lim \psi_n$. Since $\psi_n \geq \psi^\ast$, $v$ is also a viscosity subsolution to the variational inequality (5.6) with obstacle $\psi^\ast$. By Lemma 5.6, $V[\psi^\ast]$ is a continuous viscosity solution to the same equation, and $v \leq V[\psi^\ast]$ by Theorem 5.10. As by Lemma 5.7, $V[\psi^\ast] = \lim \psi_n$, we obtain $v \leq V[\psi^\ast]$. 

**C.2. Reduction of multiple stopping to single stopping problems.** Let $(\psi_i)_{i\in\mathbb{N}}$ be a family of real valued bounded measurable functions defined on $[0, T] \times \overline{\Theta}$ and consider for each nonempty finite subset $I$ of $\mathbb{N}$ and for each $(t, x) \in [0, T] \times \overline{\Theta}$ the mixed optimal control–optimal multiple stopping problem

\begin{equation}
(5.13) \quad u^I(t, x) = \inf_{\alpha \in L^1, \theta \in \Theta} \inf_{t \in [t, T]} \left\{ \int_t^\tau |\alpha_s|^2 ds + \sum_{i \in I} \psi_i(\theta_i, Y^{t,x,\alpha}_{\theta_i}) \right\},
\end{equation}

the value function of the following mixed optimal control–optimal single stopping problem

\begin{equation}
(5.14) \quad u^I(t, x) = \inf_{\alpha \in L^1, \theta \in \Theta} \inf_{t \in [t, T]} \left\{ \frac{1}{2} \int_t^\tau |\alpha_s|^2 ds + \phi(\theta, Y^{t,x,\alpha}_{\theta}) \right\},
\end{equation}

where the new reward is defined recursively by

\begin{equation}
(5.15) \quad \phi = \begin{cases} 
\psi_i & \text{if } I = \{i\} \text{ with } i \in \mathbb{N}, \\
\min_{i \in I} \left\{ \psi_i + u^I \setminus \{i\} \right\} & \text{if } I \text{ contains 2 or more elements.}
\end{cases}
\end{equation}

**Proposition 5.9.** For each finite nonempty subset $I$ of $\mathbb{N}$ let $v^I$ be defined by (5.13) and let $u^I$ be defined by (5.14) and (5.15). Then for each $(t, x) \in [0, T] \times \overline{\Theta}$ one has $v^I(t, x) = u^I(t, x)$.

**Proof:** Fix a nonempty finite subset $I$ of $\mathbb{N}$ of cardinal $N$. When $I$ contains only one element, there is nothing to prove. Suppose now that $I$ has two or more elements. Let us prove first that for each $(t, x) \in [0, T] \times \overline{\Theta}$, $v^I(t, x) \leq u^I(t, x)$.

Fix $(t, x) \in [0, T] \times \overline{\Theta}$. Consider a partition $(A_j)_{j \in I}$ of $[t, T]^N$ such that for each $\theta_I \in [t, T]^N$ if $\theta_I \in A_j$ then one has $\theta_I = \bigcap_{i \in I} \theta_i$.

Fix $\alpha \in L^1$ and $\theta_I \in [t, T]^N$, \[\int_t^\tau |\alpha_s|^2 ds + \sum_{i \in I} \psi_i(\theta_i, Y^{t,x,\alpha}_{\theta_i}) = \sum_{j \in I} 1_{A_j}(\theta_I) \left\{ \int_t^{\theta_j} |\alpha_s|^2 ds + \psi_j(\theta_j, Y^{t,x,\alpha}_{\theta_j}) \right\}.\]

Clearly, by uniqueness for equation (1.7), the second term of the right-hand side can be minorated by $u^I \setminus (\theta_j, Y^{t,x,\alpha}_{\theta_j})$, hence

\[\int_t^\tau |\alpha_s|^2 ds + \sum_{i \in I} \psi_i(\theta_i, Y^{t,x,\alpha}_{\theta_i}) \geq \sum_{j \in I} 1_{A_j}(\theta_I) \left\{ \int_t^{\theta_j} |\alpha_s|^2 ds + \psi_j(\theta_j, Y^{t,x,\alpha}_{\theta_j}) + u^I \setminus (\theta_j, Y^{t,x,\alpha}_{\theta_j}) \right\} \]

\[\geq \sum_{j \in I} 1_{A_j}(\theta_I) \left\{ \int_t^{\theta_j} |\alpha_s|^2 ds + \phi(\theta_j, Y^{t,x,\alpha}_{\theta_j}) \right\} \geq u^I(t, x).\]
Taking the infimum over \( \alpha \in L^2 \) and \( \theta_I \in [t,T]^N \), we obtain \( v^I(t,x) \geq u^I(t,x) \).

Let us now prove the reverse inequality. For simplicity, suppose first that there exist an optimal time \( \theta^* \in [t,T] \) and an optimal control \( \alpha^* \in L^2(t,T;\mathbb{R}^m) \) for \( u^I(t,x) \), and for each \( i \in I \) there exist \( \tilde{\alpha}^i \in L^2(\theta^*,T;\mathbb{R}^m) \) and \( \tilde{\theta}^i \in [\theta^*,T]^{N-1} \) that are optimal for \( v^{(i)}(\theta^*,Y^i_{\theta^*,\alpha^*}) \). Define \( \alpha^i = \alpha^i 1_{[\theta^*,T]} + \tilde{\alpha}^i 1_{[\theta^*,T]} \). Note that \( \alpha^i \) is optimal for \( u^I(t,x) \), that \( Y^i_{\theta^*,\alpha^*} = Y^i_{\theta^*,\tilde{\alpha}^*} \) and that \( \alpha^i \) is also optimal for \( v^{(i)}(\theta^*,Y^i_{\theta^*,\alpha^*}) \).

Let \( (B_i)_{i \in I} \) be a partition of \([t,T] \) such that for each \( s \in [t,T] \), if \( s \in B_i \) then \( \phi(s,Y^i_{t,s,\alpha^*}) = \psi_i(s,Y^i_{t,s,\alpha^*}) + v^{(i)}(s,Y^i_{t,s,\alpha^*}) \). We have

\[
\begin{align*}
\sum_{i \in I} 1_{B_i}(\theta^*) \left( \int_t^{\theta^*} |\alpha^i_s|^2 ds + \left\{ \psi_i + v^{(i)}(i) \right\} (\theta^*,Y^i_{\theta^*,\alpha^*}) \right)
= \sum_{i \in I} \left( 1_{B_i}(\theta^*) \left( \int_t^{\theta^*} |\alpha^i_s|^2 ds + \psi_i(\theta^*,Y^i_{\theta^*,\alpha^*}) + \int_{\theta^*}^{\tilde{\theta}^i_j} |\alpha^i_s|^2 ds + \sum_{j \in I \setminus \{i\}} \psi_j(\tilde{\theta}^i_j,Y^i_{\tilde{\theta}^i_j,\alpha^*}) \right) \right)
\end{align*}
\]

For each \( i \) define \( \theta^i_s \in [t,T]^N \) by \( \theta^i_s = \theta^i_t \) and \( \theta^i_s = \tilde{\theta}^i_j \) for \( j \in I \setminus \{i\} \). One has now

\[
\sum_{i \in I} 1_{B_i}(\theta^*) \left( \int_t^{\theta^i_s} |\alpha^i_s|^2 ds + \sum_{j \in I} \psi_j(\tilde{\theta}^i_j,Y^i_{\tilde{\theta}^i_j,\alpha^*}) \right) \geq v^I(t,x).
\]

In general, there is no optimal stopping control and stopping time, but for each \( \varepsilon > 0 \) one can find \( \varepsilon/2 \) optimal \( \theta^* \) and \( \alpha^* \) for \( u^I(t,x) \) and \( \varepsilon/2 \) optimal \( \tilde{\theta}^i_s \) and \( \tilde{\alpha}^i_s \) for \( v^{(i)}(\theta^*,Y^i_{\theta^*,\alpha^*}) \). Building \( \alpha^i_s \) and \( \tilde{\theta}^i_s \) as above we obtain that for each \( \varepsilon > 0 \), \( u^I(t,x) + \varepsilon \geq v^I(t,x) \). \( \star \)

**APPENDIX D: A STRONG COMPARISON RESULT**

In this appendix we prove a strong comparison result for viscosity solutions to a first order variational inequality with Neumann boundary conditions and with continuous obstacle.

**Theorem 5.10.** Assume (1.2) and (1.5)-(1.6) and let \( \psi \in \mathcal{C}([0,T] \times \overline{\mathcal{O}},\mathbb{R}) \). If \( u, v : [0,T] \times \overline{\mathcal{O}} \rightarrow \mathbb{R} \) are respectively use viscosity subsolution and lc viscosity supersolution to

\[
\begin{align*}
\min \left( - \frac{\partial w}{\partial t} + \frac{1}{2} |\sigma^T Dw|^2 - b \cdot Dw, w - \psi \right) &= 0 \text{ in } [0,T) \times \mathcal{O}, \\
\frac{\partial w}{\partial \gamma} &= 0 \text{ in } [0,T) \times \partial \mathcal{O}, \quad w(T) = \psi(T) \text{ on } \overline{\mathcal{O}},
\end{align*}
\]

then \( u \leq v \) on \([0,T] \times \overline{\mathcal{O}}\).

Note that the difficulty of proving this strong comparison result is double. First, we have to handle the Neumann condition, and the test function of Appendix A was built to that aim. Second, even though the equation is of first order and no Ishii lemma is needed, the quadratic term \( |\sigma^T Dw|^2 \) has to be taken with care.

**Proof:** In the following we denote for all \( \varepsilon > 0 \) by \( \Psi_\varepsilon \) the function \( \Psi_\varepsilon := \psi_{\varepsilon,x^2} \) where \( \psi_{\varepsilon,\beta} \) is the test-function of Lemma 5.1.
Let $u, v$ be respectively a bounded usc viscosity subsolution and a bounded lsc viscosity supersolution of (5.16). We first remark that the terminal condition holds in a stronger sense that the viscosity sense.

**Proposition 5.11.** For all $x \in \overline{\mathcal{O}}$, $u(T, x) \leq \psi(T, x)$.

**Proof:** Fix $x_0 \in \overline{\mathcal{O}}$. For all $\varepsilon > 0$, put $\varphi_\varepsilon(t, x) = \Psi_\varepsilon(x, x_0) + \frac{T - t}{\varepsilon^2}$ and let $(t_\varepsilon, x_\varepsilon)$ be a global maximum of the usc function $u - \varphi_\varepsilon$. Then $u(T, x_0) - \varphi_\varepsilon(x_0, x_0) \leq u(t_\varepsilon, x_\varepsilon) - \varphi_\varepsilon(x_\varepsilon, x_0)$ which implies, by Lemma 5.1, $\frac{1}{2} \frac{|x_\varepsilon - x_0|^2}{\varepsilon^2} - K\varepsilon^2 + \frac{T - t}{\varepsilon^2} \leq \varphi(t_\varepsilon, x_\varepsilon) \leq u(t_\varepsilon, x_\varepsilon) - u(T, x_0) + \varphi_\varepsilon(T, x_0) \leq 2\|u\| + K\varepsilon^2$. We deduce that $t_\varepsilon$ and $x_\varepsilon$ go respectively to $T$ and $x_0$ as $\varepsilon$ goes to 0 and, by the upper semicontinuity of $u$, that

$$(5.17) \quad \lim_{\varepsilon \to 0} u(t_\varepsilon, x_\varepsilon) = u(T, x_0) \quad \text{and} \quad \lim_{\varepsilon \to 0} \frac{|x_\varepsilon - x_0|^2}{\varepsilon^2} = 0, \quad \lim_{\varepsilon \to 0} \frac{T - t_\varepsilon}{\varepsilon^2} = 0.$$ 

As, by Lemma 5.1, $\frac{\partial \varphi_\varepsilon}{\partial \varepsilon}(t, x) > 0$ if $x \in \partial \mathcal{O}$, by definition of viscosity subsolution, one has, for all $\varepsilon > 0$ and $x_\varepsilon \in \overline{\mathcal{O}}$,

$$\min \left( \frac{1}{\varepsilon^2} + \frac{1}{2} |\varphi_\varepsilon|^2 - b \cdot \varphi_\varepsilon, u - \psi \right) (t_\varepsilon, x_\varepsilon) \leq 0.$$ 

Now, assume that, for some subsequence, $u(t_\varepsilon, x_\varepsilon) > \psi(t_\varepsilon, x_\varepsilon)$. Then, necessarily, for this subsequence,

$$(5.18) \quad 1 \leq \varepsilon^2 |D_\varepsilon \Psi_\varepsilon(x, x_0)| = \frac{1}{2} |D_\varepsilon \Psi_\varepsilon(x, x_0)| + \|b\|.$$ 

But, by lemma 5.1, $|D_\varepsilon \Psi_\varepsilon(x - x_0)| \leq K(|x - x_0| + \varepsilon^3)$ and therefore (5.18) cannot occur because of (5.17) and for all $\varepsilon > 0$, $u(t_\varepsilon, x_\varepsilon) \leq \psi(t_\varepsilon, x_\varepsilon)$. We conclude by letting $\varepsilon$ go to 0 and using (5.17). \hfill \Box

For all $0 < \nu < 1$ and all $\delta > 0$, let

$$M_{\nu, \delta} = \sup_{(t, x) \in [0, T] \times \overline{\mathcal{O}}} (\nu u(t, x) - v(t, x) - \frac{b}{\alpha} (T - t)).$$

Our aim is to prove that $M_{\nu, \delta} \leq (1 - \nu)\|\psi\|$ which will give the conclusion of the theorem by letting $\nu$ and $\delta$ tend to 1 and 0 respectively. To do so, we define, for all $\varepsilon, \alpha > 0$, $M_{\nu, \delta}^{\varepsilon, \alpha}$ as being the supremum over $[0, T]^2 \times \overline{\mathcal{O}}^2$ of the function

$$(t, s, x, y) \mapsto \nu u(t, x) - v(s, y) - \delta(T - \tilde{s}) - \Psi_\varepsilon(x, y) - \frac{(t - s)^2}{\alpha^2},$$

and denote by $(\tilde{t}, \tilde{s}, \tilde{x}, \tilde{y})$ an optimal point (recall that $u$ and $v$ are bounded and respectively usc and lsc). It is clear that $M_{\nu, \delta} \leq M_{\nu, \delta}^{\varepsilon, \alpha}$.

We first notice that, for all $x \in \partial \mathcal{O}$, since $\Psi_\varepsilon(x, x) = 0$,

$$\nu u(T, x) - v(T, x) \leq M_{\nu, \delta}^{\varepsilon, \alpha} = \nu u(\tilde{t}, \tilde{x}) - v(\tilde{s}, \tilde{y}) - \delta(T - \tilde{s}) - \Psi_\varepsilon(\tilde{x}, \tilde{y}) - \frac{(\tilde{t} - \tilde{s})^2}{\alpha^2},$$

which implies, by Lemma 5.1, that $\frac{1}{2} \frac{|\tilde{x} - \tilde{y}|^2}{\varepsilon^2} + \frac{(\tilde{t} - \tilde{s})^2}{\alpha^2} \leq 2(\|u\| + \|v\|) + K\varepsilon^2$. Therefore, up to some subsequences, $\tilde{t}, \tilde{s}$ and $\tilde{x}, \tilde{y}$ converge respectively to some $\tilde{T}$ and $\overline{\mathcal{P}}$ in $[0, T] \times \overline{\mathcal{O}}$ as $\alpha$ and $\varepsilon$ go to 0.

Now we use again the maximality of $M_{\nu, \delta}^{\varepsilon, \alpha}$. For all $\alpha, \varepsilon > 0$

$$\nu u(\tilde{t}, \tilde{x}) - v(\tilde{T}, \tilde{x}) - \delta(T - \tilde{T}) - \Psi_\varepsilon(\tilde{x}, \tilde{x}) \leq M_{\nu, \delta}^{\varepsilon, \alpha} = \nu u(\tilde{t}, \tilde{x}) - v(\tilde{s}, \tilde{y}) - \delta(T - \tilde{s}) - \Psi_\varepsilon(\tilde{x}, \tilde{y}) - \frac{(\tilde{t} - \tilde{s})^2}{\alpha^2},$$
so that, by Lemma 5.1, the upper semicontinuity of $u$ and the lower semicontinuity of $v$, we have both

$$
(5.19) \quad \lim_{(\varepsilon, \alpha) \to (0,0)} \frac{|\hat{x} - \hat{y}|^2}{\varepsilon^2} + \frac{(\hat{t} - \hat{s})^2}{\alpha^2} = 0, \quad \text{and} \quad \lim_{(\varepsilon, \alpha) \to (0,0)} M_{v, \alpha}^{\varepsilon, \alpha} = M_{v, \delta}.
$$

Note that in the above limits the order of the convergence of $\alpha$ and $\varepsilon$ to 0 does not matter.

We define, for all $(t, x), (s, y) \in [0, T] \times \mathcal{O}$,

$$
\varphi_1(t, x) = \frac{1}{\nu} \left( v(\hat{s}, \hat{y}) + \delta(T - \hat{s}) + \Psi_{\varepsilon}(x, \hat{y}) + \frac{|\hat{t} - \hat{s}|^2}{\alpha^2} \right), \quad \varphi_2(s, y) = u(\hat{t}, \hat{x}) - \delta(T - s) - \Psi_{\varepsilon}(\hat{x}, y) - \frac{|\hat{t} - s|^2}{\alpha^2}
$$

and we apply the definition of viscosity solutions to $u$ and $v$: $u - \varphi_1$ reaches its maximum at $(\hat{t}, \hat{x})$ and when $\hat{x} \in \partial \mathcal{O}$ we can check easily that $\frac{\partial \varphi_1}{\partial t} + b \cdot \varphi_1, u - \psi(\hat{t}, \hat{x}) \leq 0$. We define, for all $(\hat{t}, \hat{x})$ such that $\varphi_1(\hat{t}, \hat{x}) > 0$ by Lemma 5.1 and therefore the Neumann boundary condition never holds. This imply that for all $\alpha$, $\varepsilon$,

$$
(5.20) \quad \min \left( -\frac{\partial \varphi_1}{\partial t} + \frac{1}{2} \sigma^T D \varphi_1^2 - b \cdot \varphi_1, u - \psi \right) (\hat{t}, \hat{x}) \leq 0.
$$

For $v$, the situation is slightly different. As in the former case, we deduce from Lemma 5.1 that the Neumann boundary condition cannot hold when $\hat{y} \in \partial \mathcal{O}$, but if for some subsequence of $(\alpha, \varepsilon)$, $\hat{s} = T$ then we can have $v(\hat{s}, \hat{y}) \geq \psi(\hat{s}, \hat{y})$ and no information on the partial differential inequality. In this case, we remark that $t$ goes to $T$ (hence $\hat{t} = T$) and that, by Proposition 5.11 and the upper semicontinuity of $u$, for all $\delta_0$, $u(\hat{t}, \hat{x}) \leq u(T, \overline{\mathcal{O}}) + \delta_0/2 \leq \psi(T, \overline{\mathcal{O}}) + \delta_0/2 \leq \psi(\hat{t}, \hat{x}) + \delta_0$ for $\alpha$ and $\varepsilon$ small enough. We deduce, from those two inequalities, by passing to the limit as $\alpha$ and $\varepsilon$ go to 0 and using (5.19), that

$$
M_{v, \delta} = \nu u(T, \overline{\mathcal{O}}) - v(T, \overline{\mathcal{O}}) \leq \nu \psi(T, \overline{\mathcal{O}}) - \psi(T, \overline{\mathcal{O}}) + \delta_0 \leq (1 - \nu)\text{||}\psi\text{||} + \delta_0
$$

for all $\delta_0 > 0$, so that finally $M_{v, \delta} \leq (1 - \nu)\text{||}\psi\text{||}$.

Now we are left with the case, when $\hat{s} < T$ at least along a subsequence of $(\varepsilon, \alpha)$. We have

$$
(5.21) \quad \min \left( -\frac{\partial \varphi_2}{\partial t} + \frac{1}{2} \sigma^T D \varphi_2^2 - b \cdot \varphi_2, v - \psi \right) (\hat{s}, \hat{y}) \geq 0.
$$

If, for some subsequence, $u(\hat{t}, \hat{x}) > \psi(\hat{t}, \hat{x})$ then (5.20) and (5.21) give respectively

$$
-\frac{\partial \varphi_1}{\partial t} (\hat{t}, \hat{x}) + \frac{1}{2} \sigma(\hat{t}, \hat{x})^T D \varphi_1 (\hat{t}, \hat{x})^2 - b(\hat{t}, \hat{x}) \cdot \varphi_1 (\hat{t}, \hat{x}) \leq 0
$$

and

$$
-\frac{\partial \varphi_2}{\partial t} (\hat{s}, \hat{y}) + \frac{1}{2} \sigma(\hat{s}, \hat{y})^T D \varphi_2 (\hat{s}, \hat{y})^2 - b(\hat{s}, \hat{y}) \cdot \varphi_2 (\hat{s}, \hat{y}) \geq 0.
$$

We multiply the first inequality by $\nu$ and substract the second one; we obtain a rather complicated inequality which has three kinds of terms: the time derivative term, the linear term and the quadratic term.

The time derivative term is the simplest one

$$
-\nu \frac{\partial \varphi_1}{\partial t} (\hat{t}, \hat{x}) + \frac{\partial \varphi_2}{\partial t} (\hat{s}, \hat{y}) = \delta.
$$

The linear term can be written

$$
(b(\hat{s}, \hat{x}) - b(\hat{t}, \hat{x})) \cdot D_x \Psi_{\varepsilon}(\hat{x}, \hat{y}) + (b(\hat{s}, \hat{y}) - b(\hat{s}, \hat{x})) \cdot D_y \Psi_{\varepsilon}(\hat{x}, \hat{y}) - b(\hat{s}, \hat{y}) \cdot (D_x \Psi_{\varepsilon}(\hat{x}, \hat{y}) + D_y \Psi_{\varepsilon}(\hat{x}, \hat{y}))
$$

and can be estimated, if $\omega_b$ and $K_b$ denote respectively the modulus of continuity with respect to $t$ and the Lipschitz constant with respect to $x$ of $b$ on $[0, T] \times \mathcal{O}$ and by using Lemma 5.1, by

$$
K \left( \omega_b(|\hat{t} - \hat{s}|) + K_b|\hat{x} - \hat{y}| \right) \left( \frac{|\hat{x} - \hat{y}|}{\varepsilon^2} + \varepsilon^2 \right) + |b| \left( \frac{|\hat{x} - \hat{y}|^2}{\varepsilon^2} + \varepsilon^2 \right).
$$
We know, by (5.19), that $|\hat{t} - \hat{s}| \leq C\alpha$ for some constant $C$ independent of $\alpha$ and $\varepsilon < 1$, therefore, the above term goes to 0 as $\alpha$ and $\varepsilon$ go to 0, providing that $1 > \varepsilon > \omega_{b}(C\alpha)$ by (5.19).

As far as the quadratic term is concerned, we first remark that for all $a, b$ in $\mathbb{R}^n$ and all $0 < \nu < 1$,

$$\frac{1}{\nu} |a|^2 - |b|^2 \geq -\frac{1}{1 - \nu}|a + b|^2$$

so that we are reduced to estimate

$$|\sigma(\hat{t}, \hat{x})^TD_x\Psi_{\varepsilon}(\hat{x}, \hat{y}) + \sigma(\hat{s}, \hat{y})^TD_y\Psi_{\varepsilon}(\hat{x}, \hat{y})|^2,$$

which we do as for the linear term, concluding that it goes to 0 as $\alpha$ and $\varepsilon$ go to 0, providing that $1 > \varepsilon > \omega_{b}(C\alpha)$.

In conclusion to all those estimates we obtain the contradiction $\delta \leq 0$, and finally we necessarily have, for all $\alpha$ and $\varepsilon > \omega_{b}(C\alpha)$ small enough, $u(\hat{t}, \hat{x}) \leq \psi(\hat{t}, \hat{x})$. This, combined with (5.21) and (5.19), yields $M_{\varepsilon, \delta} \leq (1 - \nu)||\psi||$ and the proof is complete. 
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