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Abstract—The fault tolerance of the communication topology of a distributed system is a very important feature which needs to be analyzed carefully. In this paper we propose a new reliability metric for tree topologies, based on the unrestricted vertex multicut problem on trees, for which we present the first optimal linear time algorithm. We present evaluation results of the reliability metric on tree networks used for balanced content replication. For this problem, we also developed a new O(nlogk) algorithm solving the k-equitable coloring problem on trees, based on a hierarchy of color relabeling permutations.

I. INTRODUCTION

Fault tolerance is one of the main issues which need to be considered when designing, using and deploying distributed systems, applications and services. The communication topology in particular needs to be analyzed carefully. Whether this topology is the underlying network infrastructure or the overlay graph of a peer-to-peer application, its potential impact upon the performance of the entire system. In this paper we are interested in analyzing the reliability of communication topologies having a tree structure. Trees are very fragile - the failure of a single node disconnects the network. However, because of their simplicity, trees are very useful in many domains, like multicast content distribution, packet routing, content replication and distributed data indexing and storage. In order to perform the reliability analysis, we propose a new reliability metric for trees, based on the unrestricted vertex multicut (UVMC) problem. We also present the first optimal linear time algorithm for solving this problem.

In the UVMC problem, a graph with V vertices is given, as well as H critical pairs of vertices. The problem asks for determining the minimum number of vertices which need to be removed from the graph, such that their removal disconnects every critical pair of vertices. For trees, a simple polynomial time algorithm based on computing the lowest common ancestors (LCA) of the critical pairs was given in [9]. However, the algorithm has time complexity O(VH), which makes it un-useable for graphs with many vertices, like those arising in large scale distributed systems. In this paper, we improve that algorithm to the optimal time complexity O(VH).

We define the reliability of a tree as the number of vertices whose removal disconnects a carefully chosen set of H critical pairs, divided by the total number of vertices belonging to at least one pair. The way critical pairs are defined depends on the purpose of the tree network. They could be pairs of vertices between which the highest amounts of traffic are recorded or pairs of vertices which, if disconnected, would highly compromise the performance of the network. We choose the situation in which tree networks are used for balanced content replication and define the critical pairs according to the specific communication patterns of this situation. First, we solved the balanced content replication problem using a new O(V-k) algorithm we developed. The algorithm solves the equitable k-coloring problem on trees with V vertices, based on a hierarchy of color relabeling permutations. We present evaluation results of the reliability metric in this case.

The rest of this paper is structured as follows. In Section II we formally define the unrestricted vertex multicut problem and present the main steps of the well known O(VH) algorithm solving this problem on tree graphs. In Section III we present our optimal linear O(VH) algorithm, thus improving upon the previously known best result. In Section IV we define the balanced content replication problem on trees and in Section V we present our new algorithm for equitable k-coloring of trees. In Section VI we present evaluation results, in Section VII we present related work and in Section VIII we conclude.

II. THE UNRESTRICTED VERTEX MULTICUT PROBLEM

We are given a connected graph G with V vertices and E edges, as well as H critical pairs (s₁,t₁), ..., (sₜ, tₜ). The UVMC problem asks for the minimum number of vertices which need to be removed in order to disconnect every critical pair of vertices, i.e. at least one vertex must be removed from every path between the two vertices of a critical pair; vertices belonging to critical pairs may be removed, too. When G is a tree, a simple polynomial time algorithm is the following:

Step 1. root the tree at some vertex r and compute the parent-son relationships for all the vertices.
Step 2. for each critical pair (sᵢ,tᵢ) do: compute its LCA and the level of the LCA (the distance from the LCA to the root)
Step 3. sort all the critical pairs in non-increasing order of the level of their LCA
Step 4. for each critical pair (sᵢ, tᵢ), in the sorted order, do
Step 4.1. if sᵢ and tᵢ are not already disconnected then
Step 4.1.1. remove the LCA of sᵢ and tᵢ from the tree
The number of vertices removed at Step 4.1.1 is the minimum number of vertices which need to be removed in order to disconnect all the H critical pairs. The algorithm presented above can easily be implemented in time O(V\cdot H). Step 1 only takes O(V) time. Computing the LCA of each pair in Step 2 can be done in O(V) time, so Step 2 takes O(V\cdot H) time overall. Step 3 can be performed in O(H\log(H)) time. The connectivity test at Step 4.1 can be performed in O(V) time. Multiplying this by H, we obtain an O(V\cdot H) complexity for Step 4.

III. A LINEAR TIME ALGORITHM FOR THE UVMC PROBLEM ON TREES

The algorithm presented in the previous section has an obvious O(V\cdot H) implementation. However, using more intelligent techniques, it can be implemented in O(V+H) time.

Step 2 of the algorithm can be performed in time O(V+H) for all the critical pairs. In order to achieve this, we use the algorithm presented in [9]. The rooted tree is preprocessed in O(V) time. An array E containing the Euler tour of the tree traversal is produced, as well as an array L with the levels of the vertices, in the order in which they are encountered in the Euler tour. From the first array, a representative array R is computed: for each vertex u, R[u] represents the position of the first occurrence of u in E. Now, in order to compute the LCA of two vertices u and v, we need to find the vertex having the minimum level and which is located between R[u] and R[v] in E. This is performed in O(1) time, by using a technique called Range Minimum Query (RMQ). The array L is first preprocessed in O(V) time, by splitting it into blocks of suitable sizes. Then, using this preprocessing, the minimum value between two given positions can be found in O(1) time. Therefore, the time complexity is O(H) for all the critical pairs. At the end of this step, we have two new arrays, pLCA and level, where pLCA[i] is the lowest common ancestor of the i\textsuperscript{th} pair and level[i] is the level of the i\textsuperscript{th} pair's LCA. All the steps presented in this paragraph are described in detail in [9] and, as mentioned, lead to an O(V+H) time complexity. Implementing the other steps in O(V+H) is the original contribution of this paper.

Step 3 of the algorithm can be implemented in O(V+H) time, by using an array of linked-lists LL. For each pair i, we will add the pair's index at the beginning (or at the end) of the linked-list LL[level[i]], in O(1) time. Since level[i]'s value is between 0 and V-1, the array LL only has V entries. Now, in order to sort the pairs, we will traverse the entries of LL from V-1 down to 0. If LL[i] is not empty, then we will traverse this linked-list and each element of the list is added at the end of an array sorted_pairs. The array sorted_pairs will contain the pairs in non-increasing order of their LCA's level. It is obvious that, because of the order of the traversals, pairs with the LCA on larger levels (located further away from the root) will be placed before pairs with the LCA on smaller levels (located closer to the root) in the sorted_pairs array. The overall complexity of this step is O(V+H). Creating the LL array takes O(V) time, inserting all the critical pairs in LL takes O(H) time and traversing the linked-lists in LL takes O(V+H) time.

Implementing Step 4 in O(V+H) time is the trickiest part of the algorithm. We will maintain an array of boolean values, marked. For each vertex of the tree, this array will tell if the vertex was marked or not. Initially, no vertex is marked. We will consider the critical pairs in the order produced at Step 3. Checking if the two vertices of the pair are disconnected will be done in O(1), by simply inspecting the marked array. If at least one of the two vertices was marked, then the two vertices were disconnected because of the removal of the LCA of a previous pair. If they are still connected, we will “remove” and mark their LCA, as well as mark all the unmarked vertices located in their LCA's subtree. This time, removing a vertex from the tree does not mean deleting it from the tree, together with the incident edges. The tree is not modified, only a counter with the number of “removed” vertices is increased.

Let's first analyze the correctness of this algorithm. The part that needs to be considered is the connectivity test for the two vertices s_i and t_i of a critical pair i. For this, we use Theorem 1.

**Theorem 1**: When considering a critical pair \((s_i, t_i)\) in Step 4 of the algorithm and \(\text{marked}[s_i] = \text{True or marked}[t_i] = \text{True}\), then the two vertices of the pair have already been disconnected.

**Proof.** Without loss of generality, we will consider that vertex s_i is marked (t_i could be marked, too). If s_i is marked, this is because some ancestor x of s_i (a vertex on the path from s_i to the root of the tree) was removed and this lead to all the vertices in x's subtree being marked. This ancestor x was the LCA of the vertices of a pair considered in Step 4 before pair i. Because the levels of the LCAs of the pairs are sorted in non-increasing order, vertex x's level must be greater than or equal to level[i]. Note that all the ancestors of s_i whose level is greater than or equal to level[i] are located on the path between s_i and pLCA[i] (including the endpoints of the path, too). Therefore, we conclude that at least one vertex on the path between s_i and pLCA[i] was removed previously. Now it is easy to prove that the vertices s_i and t_i are disconnected. In the tree, the path from s_i to t_i is unique. We will consider this path as being composed of two parts: the path from s_i to pLCA[i] and the path from pLCA[i] to t_i. Since we know that at least one vertex on the path from s_i to pLCA[i] was removed previously, this means that at least one vertex on the path from s_i to t_i was removed, which concludes our proof.

Theorem 1 proves the correctness of the algorithm, but the time complexity of Step 4 is not obvious, yet. There could be O(V) vertices removed and each of them may have O(V) unmarked vertices in its subtree, which would make the time complexity O(V^2+H). This is where we use Theorem 2:

**Theorem 2.** If some vertex v of the tree is marked, then all the vertices in v's subtree are marked, too.
Proof. If \( v \) is the LCA of some pair which is removed in order to disconnect the vertices of that pair, then \( v \) will mark all the unmarked vertices in its subtree. Therefore, all the vertices in \( v \)'s subtree will be marked. If \( v \) is not one of the removed vertices, then \( v \) was marked because of the removal of some ancestor \( x \) of \( v \). When vertex \( x \) was removed, all the vertices in \( x \)'s subtree were marked. Since all the vertices in \( v \)'s subtree also belong to \( x \)'s subtree, they were marked, too, and this concludes the proof.

Using Theorem 2, we can use the recursive algorithm TraverseAndMark, presented below, for marking the unmarked vertices in the subtree of a vertex \( v \). In this algorithm we denote by sons, the set of sons of the vertex \( v \).

**TraverseAndMark**\( (v) \):
- \( marked[v]=True \)
- for each \( w \in \text{sons} \_v \) do
  - if (not marked\( [w] \)) then
    - TraverseAndMark\( (w) \)

**TraverseAndMark** marks only the unmarked vertices in the subtree of the vertex \( v \) given as an argument. Since no vertex is marked twice, TraverseAndMark is called at most \( V \) times during Step 4 of the algorithm. During each call, all the sons of the vertex \( v \) given as an argument are considered. Overall, all the calls do not take more time than calling TraverseAndMark once for the root of the tree, which takes \( O(V) \) time. Therefore, Step 4 of the algorithm has time complexity \( O(V+H) \). The pseudocode of the whole algorithm is given below:

**UVMC**\( (\text{tree with } V \text{ vertices, } H \text{ pairs } (s_1,t_1), \ldots, (s_H,t_H)) \):

**Step 1:** Choose a root \( r \) and compute the parent-son relationships for all the vertices of the tree.

**Step 2:** Compute the arrays \( pLCA \) and \( \text{level} \): \( pLCA[i] \) is the lowest common ancestor of the \( i^{th} \) pair and \( \text{level}[i] \) is the level of their LCA in the tree.

**Step 3:**
- for \( i=0 \) to \( V-1 \) do
  - \( LL[i]=\emptyset \)
  - for \( i=1 \) to \( H \) do
    - \( LL[\text{level}[i]].\text{add}(i) \)
  - \( \text{sorted_pairs=\emptyset} \)
  - for \( \text{lev}=V-1 \) downto \( 0 \) do
    - if (\( LL[\text{lev}] \) is not empty)
      - for \( i \) in \( LL[\text{lev}] \)
        - \( \text{sorted_pairs.add}(i) \)

**Step 4:**
- for \( v=1 \) to \( V \) do
  - \( marked[v]=\text{False} \)
  - \( num\_removed=0 \)
  - for \( i=1 \) to \( H \) do
    - \( p=\text{sorted_pairs}[i] \)
    - if ((not marked\( [s_p] \)) and (not marked\( [t_p] \)))
      - \( num\_removed = num\_removed + 1 \)
      - \( \text{TraverseAndMark}(pLCA[p]) \)

return \( num\_removed \)

IV. THE BALANCED CONTENT REPLICATION PROBLEM ON TREES

Replication of content is a common technique employed both for reliability and load balancing purposes. In the balanced content replication problem, we are given \( k \) pieces of content of equal importance, which have to be placed in the \( V \) vertices of a tree network. Within each vertex, only a single piece of content can be placed. For each piece of content \( i \) (\( 1 \leq i \leq k \)), we define \( n_v \) as the number of vertices in which the piece was placed. Because each piece is of equal importance, the number of vertices into which two different pieces are placed should be approximately equal. More formally, \( |n_v - n_j| \leq 1 \), for any two pieces of content \( i \) and \( j \).

Each vertex of the tree is a server used both for storing a replica of some piece of content and for serving client requests. A client may require any piece of content and the server will get that piece from the nearest server possessing it. In order to minimize network traffic, it is desirable to find a replica of the required piece of content very close to the server. In particular, the traffic is kept low if either the server possesses that piece of content or one of its neighbors does. In order to maximize the chance that one of its neighbors possesses a piece of content that the server does not possess, any two neighboring servers should not store the same piece of content.

The problem translates into an **equitable coloring** of the tree network, using exactly \( k \) colors. A supplementary assumption that we consider is that the number of pieces is not smaller than the maximum number of neighbors a server has, i.e. that the number of colors is greater than or equal to the maximum degree of any vertex of the tree.

V. A GREEDY ALGORITHM FOR THE K-EQUITABLE COLORING PROBLEM ON TREES
We will start with some definitions. If an edge (i,j) belongs to the tree, then i is a neighbor of j and j is a neighbor of i. The degree \( \text{deg}_i \) of a vertex i is equal to the number of its neighbors. The maximum degree of the tree is:

\[
D = \max_{i \in \text{a vertex in the tree}} \{\text{deg}_i\} \tag{1}
\]

If the tree has one or two vertices, then finding an equitable coloring is trivial. Another trivial situation is if the number of colors k is greater than or equal to V, because in this case, each vertex can be colored with a different color. Therefore, we will only consider the case \( V \geq 3 \) and \( k < V \) (and \( k \geq D \)).

We will transform the tree into a rooted tree, by choosing a vertex r as the root. This vertex can be any vertex whose degree is less than D. For \( V \geq 3 \) vertices, such a vertex can always be found (for instance, the root can be any vertex of degree 1, because the maximum degree D is greater than 1). Considering the rooted tree, each vertex has a parent (except the root) and all of its neighbors except for its parent become its sons. Vertex i has \( n_s(i) \) sons. Each vertex of degree D has D-1 sons, which is the maximum number of sons any vertex may have. In an equitable coloring of a subtree or of a forest, we will call a surplus color if there is one extra vertex colored with c, compared to the color having the minimum number of vertices colored with it. If the total number of vertices in the subtree (forest) is divisible by k, there will be no surplus colors.

In the first stage, the algorithm will compute several values for each vertex i of the tree, in a bottom-up fashion (from the leaves towards the root). Calling GreedyEquitableColoringPhase1(r, k) achieves this. The following values will be computed (we denote by \( A \mod B \) the remainder of the integer division of A and B):

- \( \text{ntotal}_i \) = the number of vertices in i’s subtree (including i).
- \( \text{ncplus}_i = (\text{ntotal}_i, mod \ k) – \) the number of surplus colors in an equitable coloring of vertex i’s subtree.
- \( \text{color} \), = the color of vertex i in an equitable coloring of its subtree.
- \( \text{color_perm} \), = a permutation which describes how the colors in vertex i’s subtree should be relabeled.

During the first traversal of the tree, the actual colors of the vertices are not fully computed. For each vertex i, we will know its color in an equitable coloring of the subtree rooted at i. This color will not necessarily be the final color of the vertex, because some of its ancestors might choose to relabel the colors in i’s subtree. Relabeling colors is the main mechanism employed by our algorithm. The relabeling is described as a permutation \( p \), where the values \( y=p(x) \) have the meaning that if a vertex was assigned color x, then it will be reassigned color y. The \( \text{color_perm} \) permutations form a hierarchy of relabeling permutations. The actual color of vertex i will be obtained by first composing all the \( \text{color_perm} \) permutations on the path from the root to vertex i into a permutation \( p \) and then assigning to vertex i the color \( p(\text{color}) \). For instance, if the path from the root r to the vertex i is composed of the vertices \( r=v_1, v_2, ..., v_i=\text{i} \), then \( p=\text{color_perm}_{1,1} \times \text{color_perm}_{1,2} \times ... \times \text{color_perm}_{\text{i},\text{i}} \). We will show next how to compute all the values mentioned above, especially the \( \text{color_perm} \) permutations, which will be used in a second top-down traversal of the tree.

If i is a leaf, then i’s color will be set to 1 and the \( \text{color_perm} \) permutation will be set to the identity permutation (1,2,...,k). If i is not a leaf, then an equitable coloring will be found for the subtree rooted at each son of i, independently. In order to combine all the colorings of the subtrees of i’s sons, some colors will have to be relabeled, i.e. for some of the sons, the \( \text{color_perm} \) permutation will need to be changed. An entry \( \text{color_perm}(c) \) means that every vertex that was colored with color c in j’s subtree will need to be recolored with the actual color \( \text{color}(c) \). Obviously, relabeling the colors in a subtree will not change the equitable coloring of that subtree (the actual colors of the vertices will be changed, but the difference between the number of vertices colored with any two distinct colors will still remain at most 1).

The computation of an equitable coloring for the subtree rooted at a vertex i will maintain the following invariant: the \( \text{ncplus} \) surplus colors will be the colors 1,2,...,\( \text{ncplus} \). Vertex i’s color will be \( \text{ncplus} \), if \( \text{ncplus}>0 \), or 1, otherwise.

We will now explain how to combine the equitable colorings of the subtrees rooted at vertex i into an equitable color-ring of vertex i’s subtree. We will consider vertex i’s sons in some arbitrary order \( s_{i,1}, s_{i,2}, ..., s_{i,n_{s(i)}} \) (we will denote \( s_{i,j} \) by \( s(j) \), too). After considering all the \( n_{s(i)} \) sons, their colors will belong to the set \{1,...,k-1\}, so that it will be possible to assign color k to vertex i. Furthermore, the color k will not be a surplus color, so assigning color k to vertex i will lead to an equitable coloring of vertex i’s subtree. After assigning color k to vertex i, we will change \( \text{color_perm} \), accordingly, in order to maintain the invariant.

After considering the first j-1 sons, the number of surplus colors will be:

\[
\text{cplus}_{i,j} = \sum_{p=1}^{j-1} \text{ntotal}(s_{i,p}) \mod k \tag{2}
\]

Moreover, the colors \{1,2,...,\( \text{cplus}_{i,j} \)\} will be the surplus co-lors. When reaching the jth son, each of the first j sons is in one of the following two states: active or inactive. If \( \text{cplus}_{i,j}=0 \), then \( s_{i,j} \) is inactive, otherwise \( s_{i,j} \) is active. If \( \text{cplus}_{i,j}=0 \) and \( \text{cplus}_{i,j+1}>k \), then all the sons \( s_{i,1}, s_{i,2}, ..., s_{i,j-1} \) are made inactive and \( s_{i,j} \) will be the only active son. A counter \( c_{\text{active}} \) is maintained, storing the number of currently active sons. If the jth son is active, the colors in its subtree will be permuted in a cyclic manner, such that color c (1\( \leq c \leq k \)) becomes color \( (\text{cplus}_{i,j}+c-1) \mod k+1 \) (this change is applied to the \( \text{color_perm}_{i,j} \) permutation, in order to maintain the invariant). Then, \( s_{i,j} \)'s subtree is added to the forest composed of the subtrees of the first j-1 sons.
After that, s_{ij}’s color will be relabeled (whether it is active or not), according to some rules we will mention in the following paragraph. If s_{ij} is active, this relabeling needs to be “visible” to all the previous sons, but must not be “visible” to the sons which were not considered yet, i.e. we must also relabel the color classes of the previously considered sons, but not those of the sons which were not yet considered. This can be achieved by applying the relabeling directly to the color_perm_{(i,p)} permutations of every son s_p (p≠j), but this would lead to a O(V^2·k) algorithm. Instead, we will maintain a stack of relabeling permutations. Then, after considering all the sons, we will need to compose all the permutations on the stack, from the top down to each level lev into a permutation p_{ev} and then replace color_perm_{(i,lev)} by p_{ev} • color_perm_{(i,lev)} for 1 ≤ lev ≤ ns(i). All the p_{ev} permutations can be computed in O(k ns(i)) time overall, so this maintains the O(V·k) complexity of the algorithm.

As stated in the previous paragraph, s_{ij}’s color will be relabeled. If s_{ij} is an inactive son, then we will swap its color with color k-1. This swap will be represented as a relabeling permutation and can be applied to the color_perm_{(i,j)} permutation only. The swap does not need to be visible to any of the other sons. Therefore, we will apply the swap to the color_perm_{(i,j)} permutation and push on the stack the identity permutation.

If s_{ij} is an active son, we would like to swap s_{ij}’s color with the color indicated by the counter c_{active}. This can also be achieved using a simple relabeling permutation, which swaps the two color classes. However, this could cause some problems, for instance, if s_{ij}’s color is k, because then the color c which will be relabeled to k might have been assigned to some other son. If this happens, it will be impossible to assign color k to vertex i in the end and the algorithm will be incorrect. The solution, however, is simple. We will swap not just two colors, but three. We will swap s_{ij}’s color, the color c_{active} and some color auxcol which was not assigned to any previous son. These swaps can be described by a relabeling permutation containing a cycle of length three (formed by the three colors). Finding a color auxcol not assigned to any previous son is easy; we will maintain a counter total_{active}, denoting the total number of sons which have ever been active (including s_{ij}). Then, the color total_{active} is just the color we need. The relabeling permutation will be pushed on the stack, as it needs to be visible to all the sons s_p (p≠j). This relabeling with three colors will be used only if vertex s_{ij}’s color is greater than the value of total_{active}; in the other situation, we will swap s_{ij}’s color and the color c_{active} directly (without using an auxiliary color).

After adding all of vertex i’s sons, the obtained forest is equitably colored, the colors of vertex i’s sons belong to the set {1,...,k-1} and the first c_{plus} auxcol (0≤c_{plus} auxcol<k) colors are the surplus colors. By assigning the color k to vertex i, the coloring is kept equitable and valid. All that remains to be done is to relabel vertex i’s color with c_{plus} auxcol+1, in order to maintain the invariant that the n_{plus} surplus colors in an equitable coloring of i’s subtree are the colors 1,2,...,n_{plus}. This is accomplished by swapping the colors k and c_{plus} auxcol+1 in the color_perm permutation.

In order to find the actual color of each vertex, we will have to traverse the tree again, starting from the root (in a top-down fashion this time). We will maintain a stack of coloring permutations. The first permutation pushed on the stack will be the identity permutation. When going from some vertex i to one of its sons s_{ij}, we will compose the color permutation on the top of the stack with color_perm_{(i,j)} and push this permutation on the stack. The permutation at the top of the stack will then be used for finding the real color of vertex s_{ij}. When returning from a son s_{ij} to its parent i, the permutation from the top of the stack is popped. It is easy to notice that both parts of the algorithm take O(V·k) time. The pseudocode is showed below:

**GreedyEquitableColoringPhase1(i, k):**

```plaintext
if (ns(i)=0) then
    color_perm_{i}=(1,2,...,k) // the identity permutation
    color=total_{active}=1
    n_{plus}=c_{active}=1 mod k
return
// at first, find an equitable coloring for each of vertex i’s sons
for j=1 to ns(i) do
    GreedyEquitableColoringPhase1(s_{ij}, k)
// with the equitably colored vertices of vertex i’s sons
    total_{active}=c_{active}=total_{active}+c_{active}+1
    stack=empty
for j=1 to ns(i) do
    stack.push((1,2,...,k))
if (nc_{plus}(s_{ij})=0) then
    Swap2(s_{ij}, k-1, k)
else
    CyclicPermutation(s_{ij}, c_{plus}(s_{ij}), k)
    c_{active}=c_{active}+1
    total_{active}=total_{active}+1
    if (c_{plus}(s_{ij})>k) then
        c_{active}=1
        soncolor=soncolor∗color_perm_{(s_{ij})}/(color_perm_{(s_{ij})})
        if (soncolor=total_{active}) then
            stack.push(Swap3(s_{ij}, c_{active}, total_{active}, k))
```
else
    \( \text{perm}=(1,2,...,k) \)
    \( \text{perm}(\text{soncolor})=c_{\text{active}} \)
    \( \text{perm}(c_{\text{active}})\text{=}\text{soncolor} \)
    \( \text{stack.push}(\text{perm}) \)

if \( (c_{\text{plus}}_{i}+nc_{\text{plus}}_{s(i)}=k) \) then
    \( c_{\text{active}}=0 \)
    \( \text{cplus}\text{=}\text{nvtotal} \mod k \)
// empty the stack
lev=ns(i)

\( p_{lev+i}=(1,2,...,k) \)
while (not stack.isEmpty()) do
    \( p_{lev}=\text{ComposePermutations}(p_{lev+i}, \text{stack.top()}, k) \)
    \( \text{color_perm}_{i,lev}=\text{ComposePermutations}(p_{lev},\text{color_perm}_{i,lev},k) \)
    \( \text{stack.pop}() \)
    \( \text{lev}==\text{lev}-1 \)
// choose a color for the vertex i
\( \text{color}==k \)
\( \text{color_perm}_i=(1,2,...,k) \)
\( \text{nvtotal}=\text{nvtotal}+1 \)
\( \text{ncplus}=(\text{cplus}_{\text{ns}(i)}+1) \mod k \)
\( \text{Swap2}(i, \text{cplus}_{\text{ns}(i)}+1, k) \) // relabel vertex i’s color with cplus_{ns(i)}+1

### CyclicPermutation(j, offset, k):
for \( c=1 \) to \( k \) do
    \( \text{color_perm}_j(c)=((\text{color_perm}_j(c)+\text{offset}-1) \mod k) + 1 \)

### Swap2(j, newcol, k):
\( \text{oldcol}==\text{color_perm}_j(\text{color}_j) \)
\( \text{find c’ such that color_perm}_j(c’)==\text{newcol} \)
\( \text{color_perm}_j(c’)==\text{oldcol} \)
\( \text{color_perm}_j(\text{color}_j)==\text{newcol} \)

### Swap3(j, newcol, auxcol, k):
\( \text{perm}=(1,2,...,k) \)
\( \text{oldcol}==\text{color_perm}_j(\text{color}_j) \)
\( \text{perm}(\text{oldcol})==\text{newcol} \)
\( \text{perm}(\text{newcol})==\text{auxcol} \)
\( \text{perm}(\text{auxcol})==\text{oldcol} \)
return \( \text{perm} \)

### ComposePermutations(p1, p2, k):
for \( c=1 \) to \( k \) do
    \( p_{\text{result}}(c)==p_1(p_2(c)) \)
return \( p_{\text{result}} \)

### GreedyEquitableColoringPhase2(i, k, stack):
\( \text{real_color}_p==\text{ComposePermutations}(\text{stack.top}(), \text{color_perm}_i, k) \)
\( \text{stack.push}(\text{real_color}_p) \)
\( \text{real_color}==\text{real_color}_p(\text{color}_i) \)
for \( j=1 \) to \( \text{ns}(i) \) do
    \( \text{GreedyEquitableColoringPhase2}(s_{i,j}, k, \text{stack}) \)
    \( \text{stack.pop}() \)

\[ \text{VI. Evaluation Results} \]

We considered two types of test scenarios. For the first type, we chose different values for the following parameters: the number of vertices of the tree \( V \), the number of colors \( k \), the maximum degree \( D \) (because \( k \leq D \)) and the number of leaf vertices. Then, using the algorithm presented in Section V, we equitably colored the tree (we chose a balanced distribution of content replicas). We then chose an extra parameter \( C \), representing the number of vertices used for serving client requests; the actual vertices were then chosen randomly. The critical pairs were the pairs of vertices \( (i,j) \) where \( i \) is a vertex serving client requests and \( j \) is one of the closest vertices to \( i \), colored with its color (other vertices colored with \( j \’s \) color are farther away from \( i \)).

The results are showed in Table I.

It is clear that the reliability decreases with the number of colors (for fixed \( V \) and \( D \)) and with the maximum degree (for fixed \( V \) and \( k \)), with a few minor exceptions. We also studied reliability variations for fixed \( V \), variable leaf percentage and variable number of colors. Fig. 1 shows that reliability decreases as the leaf percentage increases. Furthermore, we tried to understand how
the reliability would change with the number of vertices and different leaf percentages. Fig. 2 shows that leaf percentage matters much more than the number of vertices.

In the second type of test scenarios, we considered critical pairs of the form \((i,j)\), where \(i\) and \(j\) are two vertices with the same color. The motivation behind this was that different replicas need to be synchronized occasionally, so communication between vertices hosting the same replica is needed. We obtained results which are similar to the ones for the first type of test scenarios.

The experiments showed that tree structure, rather than other parameters, is the most important in terms of reliability. This corresponds to our expectations, so we can conclude that the reliability metric is indeed representative.

We also implemented an \(O((V+H)\cdot \log(V))\) version of our unrestricted vertex multicut algorithm and compared it to the \(O(V\cdot H)\) solution (see Table II).

![Figure 1. Variation of reliability values for \(V=10000\) vertices.](image)

![Figure 2. Reliability metric for different values of \(V\) and leaf percentages.](image)

**Table I**

<table>
<thead>
<tr>
<th>(V)</th>
<th>(D)</th>
<th>(K)</th>
<th>(C)</th>
<th>(H)</th>
<th>removed vertices</th>
<th>vertices in pairs</th>
<th>reliability</th>
<th>number of leaves</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>2</td>
<td>2</td>
<td>1000</td>
<td>2000</td>
<td>987</td>
<td>2705</td>
<td>0.3649</td>
<td>2</td>
</tr>
<tr>
<td>10000</td>
<td>2</td>
<td>3</td>
<td>1000</td>
<td>2000</td>
<td>987</td>
<td>4101</td>
<td>0.2407</td>
<td>2</td>
</tr>
<tr>
<td>10000</td>
<td>3</td>
<td>10</td>
<td>1000</td>
<td>2000</td>
<td>987</td>
<td>6550</td>
<td>0.1507</td>
<td>2</td>
</tr>
</tbody>
</table>

**Table II**

<table>
<thead>
<tr>
<th>(V)</th>
<th>(H)</th>
<th>(O(V+H)) algorithm</th>
<th>(O((V+H)\cdot \log(V))) algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>9996</td>
<td>10.75 sec</td>
<td>0.37 sec</td>
</tr>
<tr>
<td>30000</td>
<td>29999</td>
<td>88 sec</td>
<td>1.39 sec</td>
</tr>
<tr>
<td>50000</td>
<td>50001</td>
<td>229.58 sec</td>
<td>2.18 sec</td>
</tr>
<tr>
<td>66666</td>
<td>66666</td>
<td>1149.22 sec</td>
<td>3.70 sec</td>
</tr>
<tr>
<td>99999</td>
<td>99999</td>
<td>1896.78 sec</td>
<td>5.71 sec</td>
</tr>
</tbody>
</table>

We implemented an \(O((V+H)\cdot \log(V))\) algorithm for determining the lowest common ancestors [10], instead of the \(O(V+H)\) algorithm, which we considered too complicated for practical use. The LCA algorithm computes for each vertex \(i\) a table \(\text{Anc[i][j]}\) = the ancestor of vertex \(i\) which is \(2^j\) levels upwards. \(\text{Anc[i][0]} = \text{parent of vertex } i\) and \(\text{Anc[i][j]} = \text{Anc[\text{Anc[i][j-1]}][j-1]}\) (\(j \geq 1\)). With this table, the LCA of two vertices can be determined in \(O(\log(V))\) time. We implemented the algorithms in Python and we ran them on an Intel Core 2 Duo processor, with 1 GB of RAM. The practical results confirmed the improvements predicted by the theoretical results.
VII. RELATED WORK

Reliability metrics have been proposed before in many research papers [1,2], but, as far as we are aware, none of them uses the unrestricted vertex multicut as a subproblem for computing the metric’s values. The O(V·H) solution for the Unrestricted Vertex Multicut Problem on trees was presented in [3]. Other papers [4] studied the vertex multicut problem, but their focus was on making a distinction between classes of problems which are solvable in polynomial time, and not on developing efficient polynomial time algorithms, like we did in this paper.

Equitable colorings of trees have been studied either explicitly [5,6] or by solving scheduling problems [7]. In [5], the equitable coloring of trees with a minimum number of colors was studied and a polynomial time algorithm was proposed. In [6], the authors present an O(n^3) algorithm for the equitable k-bounded vertex coloring of trees with n vertices. In [7], the authors try to minimize the total number of colors used, subject to limitations like the maximum number of vertices colored with the same color and they present a linear time algorithm for trees, but are not necessarily interested in obtaining an equitable coloring. Equitable colorings of graphs with bounded treewidth have also been studied [8], but so far the known polynomial algorithms are only of theoretical interest.

VIII. CONCLUSIONS AND FUTURE WORK

This paper brings several original theoretical and practical contributions, as follows: a new reliability metric for analyzing tree networks, the first linear time algorithm for the unrestricted vertex multicut problem on trees and a new algorithm for the equitable k-coloring problem on trees. The reliability metric was evaluated on tree networks used for balanced content replication and was found to be of significant interest.

As part of our future work, we intend to evaluate the reliability metric on tree networks used for point-to-point and multicast content distribution. Evaluations of practical examples (peer-to-peer overlays and physical network infrastructures) are a priority and will be considered in the future.
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