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Abstract— In this paper, we present a new identification proce- on the knowledge of the input, so the parameter estimates are
dure for radio frequency Power Amplifier (PA) in the presenceof  ynbiased [12]. Moreover, OE methods can be used to identify
nonlinear distortion and memory effects. The proposed proedure nonlinear systems. For these advantages, the OE methods are

uses a continuous-time model where PA dynamics are modeled iate i - t h terizatioh I1
with a multivariable filter and a general polynomial function. more appropriate in microwave systems characterizatiop [

Using the baseband input and Output data’ model parameters For PA identiﬁcation, the parameters initialization anOljn
are obtained by an iterative identification algorithm. Finally, excitation are very important to ensure global convergence

the proposed estimation method is tested and validated on Then, we propose a new procedure for initialization search
experimental data by comparison of the quadrature 1Q signas  paseq on estimation of the nonlinear (AM/AM) and (AM/PM)
in time domain. . . . e )
functions decoupled from filter identification. A resultivalue
|. INTRODUCTION gives a good approximation of model parameters. Associated

Numerous approaches in Power Amplifier identificatiowith a multi-level input excitation, this technique alloves
area have been developed to characterize the input to outidgt convergence to the optimal values. Such an identificati
complex envelope relationship [1][2][3]. The model formgrocedure for continuous-time domain in PA modeling does
used in identification are generally classified into two roeh not seem to have been used previously.
depending on the physical knowledge of the system: discretéA special experimental setup dedicated to radio frequency
and continuous model. with baseband transmission has been performed and used in
A discrete model is a system where no physical insight adder to validate this technique. Investigations exhilmbd
prior information available. This approach have been widehgreement and confirm the PA characterization accuracgusin
used in many research studies to predict and linearize @ntinuous-time representation.
output of the Nonlinear PA such as neural networks and
\olterra series [4][5][6][7]. However, this method suffeom
the high number of parameters and the time consuming inThe nonlinear amplifier model used in this paper is an
computation. On the opposite, continuous model is a syst@xtension of the discrete time-model at continuous represe
where the mathematical representation, under some assutation [1][9]. The nonlinear block presented here operates
tions, is perfectly known. The drawback of this model is thbaseband quadrature 1/Q time-domain waveforms. The com-
complexity of the electrical modelling but the main advayeta plex low-pass equivalent representation of the commuioicat
is that the resulting parameters have physical significdikee signal is used to avoid the high sampling rate required at the
gain conversion, damping coefficient and cut-off frequenaarrier frequency.

Il. PA MODEL DESCRIPTION

[10].
The model considered in this paper is a Multi-Input/Multi- AMAM ,
Output (MIMO) system described in continuous-time domain i JL Ine | o,
. . L . . . Complex \lin \lNL‘ Cartesian Hs) 0
This structure is similar to Hammerstein discrete-time slod @, | conversion > > conversion | Q. [ 0 H(SJ o,
including nonlinear transfer functions and multivariabten- JL —
tinuous filter. R
Model parameters are achieved using an iterative identifi-
cation algorithm based on Output Error (OE) method. This Fig. 1. Radio frequency power amplifier model

technique is based on minimization of a quadratic critelgn

a Non Linear Programming (NLP) algorithm. This techniquAs shown in Fig. 1, the two-box model includes a memoryless
requires much more computation and do not converge nonlinearity and a Laplace filter matrix. The complex gain
unique optimum. But, OE methods present very attractive fegives a nonlinear versioV 5, = Inr + j.Qnz Of the
tures, because the simulation of the output model is baslgd omansmitted input signaV;,, = I, + j.Q:, according to the



polynomial function composed by even terms which producesthen to estimate the values of the parametershus, we
harmonic distortions inside the PA bandwidth: define the output prediction errors:

P A~ A
> = 1% — Louty (0, Iin, Qin)
)4 = C . Km Qk_Km (1) { €Iy ou*t;c out \&, Lin; Win
N k=0 2 | | EQr = Qoutk - Qout;C (Qa Iina Qm)

wherec,, ., are the complex power series coefficients. where predicted outputsfoutk and Qoutk are obtained by

the PA may be expressed with a differential equation. A¥ true parameter vectdt. S o
shown in Fig. 1, the input to output relationships of thi8 ~ As & general rule, parameter estimation is based on mini-

(®)

order filter can be written as: mization of a quadratic criterion defined as:
d" m dF n—1 d* K
Tdout = D o bk gmINL — D i—g Ok o Lout
i Lo 721%_10 ar, Zk_no,l darF ou (2) J = Z(ali +e0;)=¢] & +§g o (6)
dt_nQout - Zk:O kaQNL - k=0 akaout 1

We obtain the optimal values éfby Non Linear Program-
whereIo,:(t) and Q..+ (t) are the baseband PA outputs.  ming techniques. Practically, we use Marquardt's algatith
The coefficients{a,} and {b;} are real scalars that defing[10] for off-line estimation:
the model. The filter input-output relation can be expressed A A " 1o
Laplace-domain with the transfer-functidf(s), as so: Oirr =0 = {lJoo +A- 117" Jp }Q:Qi 7

ST o bi - s* Jjy and Jg, are respectively gradient and hessian [12] and
H(s) = == (3) is the monitoring parameter.
"+ g Ok S

wheres denotes the differential operater= %. B. Initialization problems
An inherent problem of iterative search routines is thayonl
IIl. PARAMETER IDENTIFICATION OF THE PA MODEL convergence to a local minimum can be guaranteed. In order
A. ldentification algorithm to converge to the global minimum, a good initial vector
Parameter identification is based on the definition of %I parameters is important [8]. In our case, PA users have

; e - . not sufficient information on parameter vectér especially
model (Fig. 2). For power amplifier, we consider the preV|0Lps AM/AM and AM/PM coefficients. It is then essential to

mathematical model (Eqs. 1-3) and we define the transpoé)e ine a global strategy which makes it possible to obtain

parameter vector: DR

approximative initial values.

]T (4) The first step consists in searching approximation of the
complex parameters,, ,, using the envelope magnitude and
phase distortions (Eq. 1). A solution for the coefficients is

Oscilator obtained by minimizing the mean-squared error between the
_ @ _ measured [,;, Q%,;) and the modeled outputl,:, Qout)
P Modutaton Pemoduiaton under low frequency signal such as:

6= [aomanq bo -+ by €1t Copyq

Ong = (9 ¢) Lot V2, (8)

where :

() denotes transpose-conjugate transformation

N T _
Onp = lci ¢c3 -+ copyy]) is the vector of polynomial
parameters,

o=1[p, v, @] Iis the regression matrix,

fk = [‘/;nk mnk"/;nk'Q Wnk"/;nk'QP]T is the
- regression vector.

Identification Noted that for these estimations, the regression vep%o'rs
Hlertm not correlated with the measured outpd, . B

For illustration, AM/AM and AM/PM characteristics are
given in Fig. 3 for a following experimental setup (section

Assume that we have measurdd values of input vector V). Thus, we can clearly see that the nonlinear behavioral
(Iin (), Qin(t)) and output vectotI?,, (t), Q%,,(t)) with ¢ = of the amplifier is successfully described by ' Bolynomial

out

k-T. and1/T, is the sampling rate. The identification problenferies.

Fig. 2. PA identification scheme
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Fig. 3. Comparison between the measured and estimated AMaAi
AM/PM functions

The second step is the determination of initial values for
the filter coefficients:; andb;. They are obtained for an in|
signal with low input level and large bandwidth. Paran
estimation is performed by iterative Instrumental Vari
based on Reinitilized Partial MomerRPM method (see al
[10]).

IV. EXPERIMENTAL RESULTS

The measurement setup is shown in Fig. 4. The ¢
amplifier is a commercial Class AB ZH{2 from MiNI
CircuITs manufacturer. Input and output data are obt:
from YOKOGAWA DIGITAL OscILLOSCOPEwith a samr
pling period equal td0 ns.

DATA Acquisition

Arbitrary Waveform
Generator

Local Oscillator

Fig. 4. PA setup

Sequence (P.R.B.S) processed usingTMhnB MATHWORKS
and downloaded to theABEBAND WAVEFORM GENERATOR
The local oscillator frequency 900 MHz obtained from
Digital Modulation Signal Generator (#RITSUMG 3660A).

A. Initialization results

Nonlinear parameters,, ,, are extracted from the in-

Amplitud

e (V)
T

(&)
C3

put/output transfer function. The AM/AM and AM/PM mea-

| sured characteristics are obtained by sweeping the powelr le
1 of an input signal at a carrier frequency located at the cente
of the PA bandwidth. In our case, we used ti¢ order
complex polynomial. After running &MS algorithm (Eq. 8),
the following complex coefficients are achieved:

=1.222-0.115j
= —0.0918 4 0.0299 j

5 =0.0171072 - 0.062 1072

| axis
T
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Fig. 5.
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Comparison of time-domain measurement and estimati

Fig. (5) allows a comparison between measufednd @)
outputs waveforms and their estimations. As can be seen, eve
if the amplifier is driven near saturation, the LMS algorithm
converges to the optimum values with a maximum output
estimation error lower than 0.008 V.

The initial values of the linear filter parameters are olsdin
by applying a P.R.B. Sequence with small amplitude level.
After optimization by a quadratic error comparison, we abta
an ideal filter composed with three poles and one zero:

b1 s+ bo
s34+ ass?+ars+ao

9)

The quadrature modulator A349 and demodulator The RPM algorithm gives the following parameter values:

ADS8347 are inserted at the input and output of the PA.
Modulation signals/ and @ are delivered by a TiT 40

MHz Arbitrary Waveform Generator connected to PC con-
trol. The modulation signal is a Pseudo Random Binary

1CoNTsID MATLAB TOOLBOX including the RPM estimation method
can be downloaded from http://www.cran.uhp-nancy.frisioif. The ivrpm
function allows to obtain model estimation by iterativetingental Variable.

o = 2.01 - 1023
4, = 6.11- 1023
as = 9.60 - 107
bo = 1.51 - 1023
by = —1.79 - 1015
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For small level power, Fig. 6 shows that the PA dynamic
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QPSK modulation

Magnitude (V)

This model is able of accounting the magnitude and phase

nonlinearities such as the saturation effects. Test edlls-

trate the efficiency of this technique for use in off-lineride

tification. The continuous approach was found to be accurate

in predicting the dynamical response of the power amplifier.

Estimation results show that the described amplifier aktsdi

resonant system coupled with a polynomial series. The ndetho

. . can be implemented in a baseband signal processing for real-

B. PA global identification : time modeF;ing and compensation of tr%nsmpitter nonl%parit
The model parameters obtained in the previous section will
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